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COMPUTABLE SCOTT SENTENCES AND THE WEAK

WHITEHEAD PROBLEM FOR FINITELY PRESENTED GROUPS

GIANLUCA PAOLINI

Abstract. We prove that if A is a computable Hopfian finitely presented
structure, then A has a computable d-Σ2 Scott sentence if and only if the weak
Whitehead problem for A is decidable. We use this to infer that every hyper-
bolic group as well as any polycyclic-by-finite group has a computable d-Σ2

Scott sentence, thus covering two main classes of finitely presented groups.
Our proof also implies that every weakly Hopfian finitely presented group is
strongly defined by its ∃+-types, a question which arose in a different context.

1. Introduction

In [21] Scott proved that every countable structure is characterized up to iso-
morphism by a sentence in Lω1,ω. Recently, there has been considerable interest
[2, 6, 8, 9, 10, 11, 15] in understanding how simple such a sentence can been chosen,
in the sense of the following stratification of Lω1,ω from computable model theory:

(1) ϕ(x̄) is computable Π0 and computable Σ0 if it is finitary quantifier-free;
(2) For an ordinal (resp. a computable ordinal) α > 0:

(2.1) ϕ(x̄) is Σα (resp. computable Σα) if it is a disjunction (resp. a com-
putably enumerable disjunction) of formulas of the form ∃ȳψ(x̄, ȳ), where
ψ is a Πβ-formula (resp. computable Πβ-formula) for some β < α;

(2.2) ϕ(x̄) is Πα (resp. computable Πα) if it is a conjunction (resp. a com-
putably enumerable conjunction) of formulas of the form ∀ȳψ(x̄, ȳ), where
ψ is a Σβ-formula (resp. computable Σβ-formula) for some β < α;

(2.3) ϕ(x̄) is d-Σα if it is a conjunction of a Σα-formula and a Πα-formula.

For a general overview of the motivation, history and literature surrounding the
topic of optimal Scott sentences we refer the reader to the excellent survey [8]. In
this paper we deal exclusively with optimal (computable) Scott sentences for finitely
generated structures, and in particular for finitely presented groups; this topic has
been central to the area. We shortly review the main progress in this direction. In
[15] it was proved that every finitely generated structure has a Σ3 Scott sentence. In
the same paper it was proved that several familiar finitely generated structures (e.g.
free groups of finite rank, free abelian groups of finite rank, the infinite dihedral
group) actually have a d-Σ2 Scott sentence, and in fact a computable one. This
led the authors to wonder if indeed every finitely generated group has a d-Σ2 Scott
sentence. This was answered negatively in [10] using methods from combinatorial
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group theory. In [20] we isolated some general sufficient conditions for the existence
of a computable d-Σ2 Scott sentence, thus deducing e.g. that right-angled Coxeter
groups of finite rank have a computable d-Σ2 Scott sentence. Many questions
on optimal Scott sentences for finitely generated structures are still open (see in
particular [8, 9] for an overview). The following two questions appear to be the
most important in the area (cf. [9, Questions 1 and 3] and references therein):

Question 1.1. Is there a finitely presented group with no d-Σ2 Scott sentence?

Question 1.2. Is there a computable finitely presented group with a d-Σ2 Scott
sentence but no computable d-Σ2 Scott sentence?

For the rest of this introduction, we will shorten finitely presented as f.p. Con-
cerning the first question, in [9] Harrison-Trainor gave a purely group theoretic
characterization of the f.p. groups without a d-Σ2 Scott sentence; despite this the
question remains wide open at the moment. Our paper deals instead with Ques-
tion 1.2. Concerning the existence of computable Scott sentences for f.p. (or more
generally finitely generated) groups little appears to be known (cf. [8, pg. 12]). An
important conceptual result is in [9], in this paper Harrison-Trainor constructs a
finitely generated module with a d-Σ2 Scott sentence but no computable d-Σ2 Scott
sentence. From this, using the universality among finitely generated structures of
finitely generated groups [10], Harrison-Trainor infers the abstract existence of a
finitely generated group with a d-Σ2 Scott sentence but no computable d-Σ2 Scott
sentence, but no explicit example of such a group can be exhibited using his ar-
gument. Furthermore, the argument of Harrison-Trainor from [9] says nothing on
finite presentability. The only known general results that we are aware of come from
our paper [20], already mentioned at the introduction, but the condition isolated
there, although useful for some concrete applications, appeared to be of a rather
technical nature. In this paper we show that, under the assumption of Hopfianity,
the existence of a computable d-Σ2 Scott sentence is equivalent to a weakening of a
well-known algorithmic problem from combinatorial group theory: the Whitehead
problem. This problem asks about the decidability of determining whether two tu-
ples in a f.p. group are automorphic. The problem was first solved for free groups
by Whitehead in [26] (hence the name). There are now several important results
of this kind, see in particular references [4, 13]. We define the weak Whitehead
problem.

Definition 1.3. Given a f.p. computable structure A we say that A has decidable
weak Whitehead problem if for every finite generating tuple ā of A we have that the
set {α(ā) : α ∈ Aut(A)} is a computable subset of An, where n is the length of ā.

Our main result is the following characterization of the existence of a computable
d-Σ2 Scott sentence for a finitely presented structure (in a finite language).

Theorem 1.4. Let A be a computable Hopfian f.p. structure. Then A has a
computable d-Σ2 Scott sentence iff the weak Whitehead problem for A is decidable.

One of the virtues of Theorem 1.4 is that it allows us to use involved results
in group theory to gain knowledge on the existence of computable d-Σ2 Scott sen-
tences. In particular, 1.4 allows us to to settle the questions of existence of com-
putable d-Σ2 Scott sentences for two classes of finitely presented groups which have
been at center of the attention among group theorists in the last decades, namely
hyperbolic groups (see e.g. [5]) and polycyclic-by-finite groups (see e.g. [22]).
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Corollary 1.5. Hyperbolic groups have a computable d-Σ2 Scott sentence.

Corollary 1.6. Polycyclic-by-finite groups have a computable d-Σ2 Scott sentence.

On the negative side, we propose the following conjecture:

Conjecture 1.7. There exists a Hopfian finitely presented group with decidable
word problem (so a computable group) but undecidable weak Whitehead problem.

At first we thought that an affirmative answer to Conjecture 1.7 was known but
correspondence with experts and a careful reading of the literature on the subject
convinced us otherwise. There are two algorithmic problems close to this problem:
the above-mentioned Whitehead problem and the generation problem. The latter
problem asks about the decidability of determining if a given tuple of elements from
the group generates the whole group. It is known that in F2 × F2 the Whitehead
problem is decidable but the generation problem is not (cf. [16, Theorem 4.4]). The
difficulty about finding an example as in Conjecture 1.7 is that both the decidability
of the Whitehead problem and the decidability of the generation problem imply the
decidability of the weak Whitehead problem, and so establishing undecidability of
this latter problem is a harder task.

Our proof of 1.4 amalgamates our proof from [20] with some techniques from [19].
We end this introduction observing that our proof of Theorem 1.4 actually strength-
ens several results from [17], as well as resolving some of the open problems stated
there, e.g. [17, Problem 4]. In fact, in the terminology of [17], our proof implies:

Theorem 1.8. Every weakly Hopfian f.p. group is strongly defined by its ∃+-types.

For the notion of weakly Hopfianity we follow P.M. Neumann [18], for a definition
see 2.5. In Section 3 we explain the connection between our work and reference
[17]. After we finished writing this paper we discovered that André already gave a
solution to [17, Problem 4]; in fact in [1] he proves that if a finitely generated group
G is equationally noetherian, or finitely presented and Hopfian, then it is defined by
its ∃+-types. Our result 1.8 is much stronger than André’s with respect to finitely
presented groups, in fact, as mentioned in the first part of the introduction, it is a
long-standing open problem whether there exists a f.p. non weakly Hopfian group.

2. The proof of the characterization

Our definition of finitely presented structure is standard; for details see e.g. [12,
Section 9.2]. We assume that the underlying language L is finite and contains no
relational symbols. To express the presentation we write A = 〈ā | ψ(x̄)〉, where the
formula ψ(x̄) is a conjunction of atomic positive L-formulas. The main example
that we have in mind is of course the context of finitely presented groups (cf. [14]).

Notation 2.1. In what follows we only consider finitely presented structures. Also,
below we fix one such structure A and one finite presentation A = 〈ā | ψ(x̄)〉.

Remark 2.2. In the context of Notation 2.1, if A |= ψ(b̄), then the map ā 7→ b̄

extends uniquely to an endomorphism of A.

Definition 2.3. In the context of Notation 2.1, given b̄ ∈ An, we let:

T (b̄) = {(t1, ..., tn) ∈ Termn : ∃c̄ ∈ An s.t. A |= ψ(c̄) ∧
∧

i∈[1,n]

bi = ti(c̄)};
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T̂ (b̄) = Termn \ T (b̄),

where by Term we mean the set of L-terms (recall that the language L is fixed).

Lemma 2.4. Given b̄, c̄ ∈ An we have that the following are equivalent:

(1) T (b̄) ⊆ T (c̄);
(2) there is α ∈ End(A) such that α(bi) = ci, for all i ∈ [1, n].

Proof. That (2) implies (1) is obvious. To prove the other direction, recalling that
ā = (a1, ..., an) is fixed and determines a presentation of A, choose (t1, ..., tn) ∈
Termn such that bi = ti(a1, ..., an) for all i ∈ [1, n]. Since T (b̄ ⊆ T (c̄), we may pick
u1, ..., un ∈ A such that A |= ψ(u1, ..., un) ∧

∧
i∈[1,n] ci = ti(u1, ..., un). Let now α

be the endomorphism of A given by α(ai) = ui, then α(bi) = ci, for all i ∈ [1, n].

Definition 2.5. Let A be a structure.

(1) We say that A is Hopfian if α ∈ End(A) and α is onto implies α ∈ Aut(A).
(2) We say that A is weakly Hopfian if when α ∈ End(A) has a left inverse (i.e.,

there exists β ∈ End(A) such that β ◦ α = idA) we have that α ∈ Aut(A).

Lemma 2.6. Suppose that the structure A is weakly Hopfian. Then, given b̄ ∈ An,
the following are equivalent:

(1) T (ā) = T (b̄);
(2) there is β ∈ Aut(A) such that β(ā) = b̄.

Proof. The fact that (2) implies (1) is obvious. Concerning the other direction, by
2.4, we can find α, β ∈ End(A) such that β(ā) = b̄ and α(b̄) = ā. Thus, necessarily
α ◦ β fixes the tuple ā, and so by the choice of ā we have that α ◦ β = idA. Hence,
by weak Hopfianity of A (cf. Definition 2.5), α ∈ Aut(A), and so β ∈ Aut(A).

Lemma 2.7. Suppose that the structure A is weakly Hopfian and let Θ(x̄) be the
following Π1-formula:

ψ(x̄) ∧
∧

t̄∈T̂ (ā)

∀ȳ¬(ψ(ȳ) ∧
∧

i∈[1,n]

xi = ti(ȳ)).

Then, given b̄ ∈ An, the following are equivalent:

(1) A |= Θ(b̄);
(2) there is α ∈ Aut(A) such that α(ā) = b̄.

Proof. Clearly, A |= Θ(ā), and so if α ∈ Aut(A) and b̄ = α(ā), then A |= Θ(b̄).
Concerning the other direction, let b̄ ∈ An be such that A |= Θ(b̄). We claim that

T (b̄) ⊆ T (ā). For the sake of contradiction, suppose not, then there is t̄ ∈ T̂ (ā) s.t.:

A |= ∃ȳ(ψ(ȳ) ∧
∧

i∈[1,n]

bi = ti(ȳ)),

and so clearly it cannot be the case that A |= Θ(b̄). On the other hand, since
A |= ψ(b̄), by 2.2 we have that the map ā 7→ b̄ extends to an endomorphism of A,
and so by 2.4 we have that T (ā) ⊆ T (b̄). Putting everything together we have that
T (ā) = T (b̄). Hence, by Lemma 2.6, we are done.

Lemma 2.8. Suppose that A is Hopfian. Then (recalling 2.3) we have the following:

T (ā) = {(t1, ..., tn) ∈ Termn : ai 7→ ti(ā) ∈ Aut(A)}.
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Proof. Suppose that A is Hopfian. For the inclusion “⊆”, let t̄ = (t1, ..., tn) ∈
T (ā), then there is b̄ ∈ An such that A |= ψ(b̄) ∧

∧
i∈[1,n] ai = ti(b̄). Hence, the

endomorphism α determined by ai 7→ bi is surjective, and thus, by Hopfianity,
α ∈ Aut(A). Hence, we have α−1(ai) = ti(α

−1(b̄)) = ti(ā), and so we are done. For
the inclusion “⊇”, let t̄ = (t1, ..., tn) be such that the endomorphism α determined
by the assignment ai 7→ ti(ā) is an automorphism. For i ∈ [1, n], let ti(ā) = ci,
then we have that ai = α−1(ci) = ti(α

−1(ā)), and so letting b̄ = α−1(ā) we have:

A |= ψ(b̄) ∧
∧

i∈[1,n]

ai = ti(b̄).

Lemma 2.9. Suppose that A is computable and Hopfian. Then the following are
equivalent:

(1) T̂ (ā) (cf. 2.3) is a computably enumerable subset of Termn;
(2) the formula Θ(x̄) from Lemma 2.7 is a computable Π1-formula;
(3) the set of tuples b̄ ∈ An not in the Aut(A)-orbit of ā is computably enumerable.

Proof. Clearly (1) and (2) are equivalent. We show that (1) holds if and only if (3)

does. Suppose that (3) holds, then, by 2.8, to check if t̄ ∈ T̂ (ā) it suffices to let
bi = ti(ā) and then check if b̄ ∈ An is not in the Aut(A)-orbit of ā. Finally, suppose
(1), then, again by 2.8, to check whether b̄ ∈ An is not in the Aut(A)-orbit of ā it

suffices to search for t̄ ∈ T̂ (ā) such that A |=
∧

i∈[1,n] bi = ti(ā).

Definition 2.10. Given a finitely generated structure A = 〈ā〉 we say that (A, ā)
has decidable weak Whitehead problem if there exists an algorithm which decides
whether a tuple b̄ ∈ Gn is automorphic to ā (i.e., if ∃α ∈ Aut(A) s.t. α(ā) = b̄).

Lemma 2.11. Suppose that A is computable and Hopfian. Then the following are
equivalent:

(1) the Aut(A)-orbit of ā is definable by a computable Π1-formula;
(2) the weak Whitehead problem for (A, ā) is decidable.

Proof. The fact that (2) implies (1) is by Lemma 2.9. Concerning the other di-
rection, let ∆(x̄) be a computable Π1-formula defining the Aut(A)-orbit of ā. Ev-
idently, deciding the weak Whitehead problem for A = 〈ā〉 means deciding (algo-
rithmically) whether a tuple b̄ ∈ An is or not in the following set:

X∗ = {b̄ ∈ An : ∃α ∈ Aut(A) such that α(ā) = b̄}.

We show that X∗ is computably enumerable and that X̂∗ := An \X∗ is computably
enumerable, clearly this suffices (as then X∗ is computable).

(⋆1) X̂∗ is computably enumerable.

Why (⋆1)? Recall that ∆(x̄) is a computable Π1-formula defining the Aut(A)-orbit

of ā and so b̄ ∈ X∗ if and only if A |= ∆(b̄). It follows that b̄ ∈ X̂∗ iff A |= ¬∆(b̄),
but the negation of a Π1-formula is a Σ1-formula, and by [3, Theorem 7.5], in a
computable structure a Σ1-formula always defines a computably enumerable set.

(⋆2) X∗ is computably enumerable.

Why (⋆2)? Given b̄ ∈ An search for t̄ ∈ Termn such that we have the following:

A |= ψ(b̄) ∧
∧

i∈[1,n]

ai = ti(b̄).
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As A is assumed to be computable the procedure is algorithmic, and as A is assumed
to be Hopfian, by 2.8, the procedure stops exactly when b̄ ∈ X∗, and so we are done.

Proviso 2.12. We now stop fixing the presentation A = 〈ā | ϕ1(ā), ..., ϕm(ā)〉.

Fact 2.13 ([2, 4.5]). Let A be a computable structure. Then TFAE:

(1) A has a d-Σ2 Scott sentence;
(2) ∃ ā s.t. 〈ā〉A = A and the Aut(A)-orbit of ā is defined by a computable Π1 fmla;
(3) ∀ ā s.t. 〈ā〉A = A, the Aut(A)-orbit of ā is defined by a computable Π1 fmla.

Fact 2.14. Let A be a finitely presented structure. Then for every finite tuple ā
generating A, A can be presented by a finite presentation in the generators ā.

Proof. This is a well-known general algebraic fact.

Conclusion 2.15. Let A be computable, Hopfian and finitely presented. Then TFAE:

(1) ∀ ā s.t. 〈ā〉A = A, the weak Whitehead problem for (A, ā) is decidable;
(2) ∃ ā s.t. 〈ā〉A = A such that the weak Whitehead problem for (A, ā) is decidable;
(3) ∃ ā s.t. 〈ā〉A = A and the Aut(A)-orbit of ā is defined by a computable Π1 frm;
(4) ∀ ā s.t. 〈ā〉A = A, the Aut(A)-orbit of ā is defined by a computable Π1 frm.

Proof. This is clear from 2.11, 2.14 and 2.13.

We recall the definition of A having a decidable weak Whitehead problem.

Definition 2.16. Given a f.p. computable structure A we say that A has decidable
weak Whitehead problem if for every finite generating tuple ā of A we have that the
set {α(ā) : α ∈ Aut(A)} is a computable subset of An, where n is the length of ā.

Proof of Theorem 1.4. This is clear by 2.13 and 2.15.

Proof of Corollary 1.5. This follows from Theorem 1.4 and the solution of the iso-
morphism problem for hyperbolic groups [13] (cf. also [25, Theorem 2.7(ii)]).

Proof of Corollary 1.6. This follows from Theorem 1.4 and [23, Theorem A]).

3. Groups defined by their types

In [17] the authors introduced the following notion (cf. [17, Proposition 2]):

Definition 3.1. Let F be a set of first-order formulas in the variables {xi : i < ω}
such that F contains all the positive quantifier-free formulas in the group theory
language, F is closed under ∧ and ∨, and F is closed under substitution of variables
in words in {xi : i < ω}. We say that f : A → B is an F-embedding if, for every
ϕ(ā) ∈ F and ā ∈ Alg(x̄), we have that A |= ϕ(x̄) if and only if B |= ϕ(f(ā)).
We say that a finitely generated group A (or, more generally, structure) is strongly
defined by its F-types iff any F-embedding f : A→ A is an automorphism of A.

Notation 3.2. If F consists of the positive quantifier-free formulas, then an F-
embedding is referred to as an ∃+-embedding (as usual in model theory literature).

Lemma 3.3. Let A = 〈ā | ϕ1(ā), ..., ϕm(ā)〉 be as in Notation 2.1 and let f : A→ A

be an ∃+-embedding. Then A |= Θ(f(ā)), where Θ(x̄) is as in Lemma 2.7.
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Proof. Let f(ā) = b̄. Suppose not, then there is t̄ ∈ T̂ (ā) such that we have:

A |= ∃ȳ(ψ(ȳ) ∧
∧

i∈[1,n]

bi = ti(ȳ)).

But then, as f : A→ A is an ∃+-embedding and f(ā) = b̄ we have that:

A |= ∃ȳ(ψ(ȳ) ∧
∧

i∈[1,n]

ai = ti(ȳ)),

but clearly this is a contradiction, as t̄ ∈ T̂ (ā) (recalling Definition 2.3).

Proof of Theorem 1.8. This is immediate by 2.7 and 3.3.

Notice that the notion of being strongly defined by its ∃+-types is the strongest
notion considered in [17], and so our result subsumes all the results of [17], if the
group is assumed to be finitely presented. Furthermore, our result solves many of
the questions they pose there (cf. [17, pp. 5-6]), in the case the group is finitely
presented. In particular, the following specific corollary solves [17, Problem 4].

Corollary 3.4. Every hyperbolic group is strongly defined by its ∃+-types.

Proof. It suffices to show that hyperbolic groups are finitely presented and Hopfian.
The fact that they are finitely presented is well-known. Concerning being Hopfian,
see e.g. [24].
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