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Abstract

In a scenario where multi-modal cameras are operating
together, the problem of working with non-aligned images
cannot be avoided. Yet, existing image fusion algorithms
rely heavily on strictly registered input image pairs to pro-
duce more precise fusion results, as a way to improve the
performance of downstream high-level vision tasks. In or-
der to relax this assumption, one can attempt to register
images first. However, the existing methods for register-
ing multiple modalities have limitations, such as complex
structures and reliance on significant semantic information.
This paper aims to address the problem of image registra-
tion and fusion in a single framework, called BusRef. We
focus on Infrared-Visible image registration and fusion task
(IVRF). In this framework, the input unaligned image pairs
will pass through three stages: Coarse registration, Fine
registration and Fusion. It will be shown that the unified ap-
proach enables more robust IVRF. We also propose a novel
training and evaluation strategy, involving the use of masks
to reduce the influence of non-reconstructible regions on the
loss functions, which greatly improves the accuracy and ro-
bustness of the fusion task. Last but not least, a gradient-
aware fusion network is designed to preserve the comple-
mentary information. The advanced performance of this
algorithm is demonstrated by comparing it with different
registration/fusion algorithms.

1 Introduction
Image fusion is an important technique in the field of com-
puter vision. The main purpose of image fusion is to gener-
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Figure 1. Comparison of frameworks. Existing serial training
methods and our proposed Bus like training.

ate fused images by integrating complementary information
from multiple source images of the same scene, with the
aim to improve the performance of downstream high-level
semantic vision tasks [14, 24, 36].

Typically, image fusion involves multiple sensors to cap-
ture scene data and the use of fusion algorithms to integrate
the complementary information [23]. The normal prereq-
uisite for multi-modal image fusion is that the input image
pairs are strictly aligned. The impact of misalignment is se-
vere ghosting [34]. However, in most scenarios, due to the
difference between the internal and external parameters of
infrared cameras and digital RGB cameras, it is very hard
to obtain strictly aligned multi-modal image pairs. To rem-
edy this situation, it is crucial to perform the registration of
multiple images before the fusion task.

Due to the difference in imaging principles between in-
frared and digital cameras, feature-point matching-based
registration algorithms often achieve unsatisfactory results.
In most cases, the gradients of the salient target edges have a
negative correlation between the two modalities, and some-
times the salient targets are even lost due to factors such as
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smoke occlusion. In these cases, most similarity operators
lose effectiveness and even mislead the image registration.

In general, there are three existing solutions for Infrared
- Visible image registration:
• Specially designed similarity loss [13]
• Search for identical information between modalities [30,

34, 35]
• Semantic based methods [33]
Most of the existing algorithms contain multiple stages,
with no interdependence between them. For example, a
method may include a modality alignment module, a coarse
registration module, and a fine registration module, which
are trained [30, 33–35] independently. However, this one-
at-a-time training approach from scratch is very unsatisfac-
tory, as it limits the feature extraction capabilities of each
model. It ignores the fact that the image registration task
often requires fine-grained structural descriptions [35].

In this paper, we design a unified framework for multi-
modal image fusion, linking coarse and fine registration
modules through a backbone. The unique features of our
framework are shown in the comparison with conventional
approaches in Figure 1. The representation extracted by
the backbone network provides the fine-grain features to
sub-modules for registration. Specifically, an Auto-Encoder
(AE) framework [15, 17] is trained as the bus of our pro-
posed algorithm. Once the training is completed, the param-
eters of AE are fixed, and the design proceeds with training
the coarse registration module [19], fine registration mod-
ule [1], and multi-modal image fusion module [4, 5, 16, 18]
mounted on the bus (BusReF).

In our approach, we also address the problem of fusing
unaligned multi-modal images subject to content inconsis-
tencies. In many existing algorithms, one assumes that the
information from one modality is used as a reference and
the other as a moving image [13]. Under this assumption,
the registration methods tend to resample the moving image
on a grid to match the reference image. However, due to
the difference in the perspective projections of multimodal
cameras, resulting in incongruent magnifications, some of
the information in the reference images, compared to the
moving images, during the un-warping process may be
missing. It is worth noting that most of the ”missing infor-
mation” continuously affects the reference image, constitut-
ing ”non-reconstructible” regions. Existing algorithms of-
ten ignore the impact of these ”non-reconstructible” regions
on the registration problem, and their model will forcibly
attempt to register these parts regardless. To address this
problem, we propose a reconstructible mask and apply it to
the loss function during the training process, which greatly
improves the registration ability of the model and reduces
the risk of false matches.

Finally, in order to improve the performance further, the
task of image fusion and registration should be in a mutu-

ally reinforcing relationship [35]. We propose a gradient-
aware fusion network(GAF) and use it as guidance during
the training phase of image registration.

2 Related Work

Multi-modal image registration has been widely discussed
mainly in the field of medical images [6, 11, 41]. Due to
the differences in imaging principles between modalities,
the appearance of a target rendered by different modalities
may vary greatly. In general, solving the image registration
problem involves two major approaches: i) finding similar
features between modalities and computing a spatial trans-
formation based on them, ii) learning a spatial transforma-
tion to maximise the similarity between the modalities.

2.1 Multi-Modality Registration

Nowadays there are many methods based on feature match-
ing. SIFT [21] is used as a local feature description
operator. LoFTR [29] innovatively combines CNN and
Transformer for feature matching [7, 20, 26, 27]. Match-
Former [31] leverages the powerful global feature interac-
tion capabilities of the Transformer to perform multi-scale
feature matching through a hierarchical structure. How-
ever, the aforementioned algorithms are designed for single
modality image pairs and the performance will be seriously
degraded when directly applied to processing multi-modal
unaligned image pairs. Due to the different imaging princi-
ples of different sensors, the corresponding regions of dif-
ferent images may exhibit only a weak correlation. When it
comes to Thermal Infrared–Visible (TIR) image pairs, the
gradients of salient target regions at the edges are likely
to show a negative correlation. Sometimes the target will
be completely invisible. Semantics led all (SemLA) [33]
achieves robust feature matching in simple scenes by using
the results of semantic segmentation and restricting the fea-
ture matching to significant semantic target regions.

Many works seek a representation that is shared by mul-
tiple modalities. Cross-modality Perceptual Style Transfer
Network (CPSTN) [30] was the first method to apply Cycle-
GAN [42] to perform style transformation and reduce inter-
modality differences. Mutually Reinforcing Multi-modal
Image Registration and Fusion (MURF) [25, 35] has a sim-
ilar idea. The only difference is that it uses contrastive
learning to learn a robust and unified description of multi-
modality images.

The quest for a unified description of multi-modal data
is challenging. In most cases the intermediate features are
less detailed, making it difficult to achieve high accuracy in
learning multi-modal registration. Another promising ap-
proach has been suggested by Li et al. [19] who directly and



dynamically align the features of the convolutional network
and depends on these features for image reconstruction.

However, all existing methods suffer from low coupling
between the modules, task fragmentation and poor feature
reusability. Finding intermediate features, performing a
coarse registration, refining it and finally conducting image
fusion are all formulated as unrelated multiple tasks, with
multiple models to solve (rather than sub-modules within a
model), and trained separately. This serial training approach
makes it necessary for each of the models to learn feature
descriptions from scratch, and it is difficult to ensure that
the features learned by each model are optimal for different
scenarios.

2.2 Multi-Modality Fusion
Multi-modal image fusion requires a high-precision align-
ment of image pairs. Otherwise, artefacts will appear in
the fused image, hindering subsequent high-level semantic
tasks [40]. The fusion algorithm should be able to preserve
complementary information between multi-modal images
and present it clearly in the fused image. For infrared-
visible fusion, the widely accepted definition of comple-
mentary information is that the fused image should reflect
the texture details of the visible image and the highlighted
salient targets in the infrared image [39].

In deep learning-based image fusion algorithms,
DenseFuse [14] pioneered the application of Auto-Encoder,
while encouraging feature reuse and specially designed fea-
ture fusion rules to improve the performance of image fu-
sion dramatically. In recent years, end-to-end fusion also
has gained wide attention due to its limited dependence on
human heuristics, and its high robustness.

In this paper, a multi-modal image registration and fu-
sion network that imitates a bus structure is proposed.
Specifically, our multi-modality registration network has an
Auto-Encoder as a bus, and the sub-modules required for
registration are mounted on the bus one by one for coopera-
tive training. Since the Auto-Encoder requires features that
can reconstruct the original image, they are inevitably rich
in texture details, and therefore well suited for the registra-
tion task. Other innovations of our approach are the pro-
posed reconstructible region mask, a gradient-aware fusion
network, and a fusion strategy for registration training, de-
signed to provide more robust registration and better visual
results for unaligned multi-modal image fusion.

3 Methods

3.1 Reconstructible Mask
Due to the differences in intrinsic and extrinsic parameters
of different sensors, it is normal that captured image pairs
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Figure 2. (a) Original image. The red mask represents the unre-
constructible area, the green represents our reconstructible content
mask. (b) Artificially generated unaligned image. (c) Ground truth
registration results. (d) Possible artifacts of not applying the recon-
structible mask.

are not fully registered. As shown in Figure 2, the red por-
tion represents the area of missing information in the mov-
ing image.

In this work, we propose the use of a reconstructible
mask, which is used to guide the network to focus on image
information that can be registered. Let us assume that Ix
and Iy are a strictly registered multi-modal image pair. θ is
a randomly generated 6-dof affine transformation parame-
ters [12] to simulate the rigid deformation between the im-
ages, while the deformation field ϕ is to simulate the elastic
deformation [10]. See the appendix for details of the gener-
ation process.

θ =

[
a b dx
c d dy

]
, θ−1 =

[
a b
c d

]−1 [−dx
−dy

]
(1)

ϕ−1 = −ϕ (2)

Then the spatial mapping between the images can be de-
fined by an affine transformation S(). The spatially trans-
formed image Iy is IRy = S(Iy, θ). The deformation field
can be modelled by elastic deformation, denoted as E(),
the elastic transformed IRy is IRF

y = E(IRy , ϕ). Here S()
and E() are grid sample functions. By this formulation, we
have obtained an artificially unaligned image pair and for-
ward and backward transforms. For strictly aligned images,
the reconstructible region would be the full image. Hence,
the mask M can be initialised as a matrix of ones, of size
Ix, Iy . The forward transformation is applied to M :

MRF = E(S(M,ϕ), θ),

M ′ = E(S(MRF , ϕ−1), θ−1),

M̄ =

{
1, M ′ > 0,

0, else.

(3)



where M̄ represents the reconstructible area between the
reference images and moving images.

3.2 Bus Like Training Strategy

Multi-modality image registration requires the inputs to
contain detailed information, which is difficult to achieve by
training each module from scratch. As shown in Figure 3,
Auto-Encoder is used as the bus in our framework, the fea-
tures are extracted by Encoder from source images which
are also reconstructed by Decoder with these features. This
processing can ensure that all the detailed information is re-
tained in the extracted feature maps. The Auto-Encoder as a
reconstructor contains three down-sampling modules, four
residual feature extraction modules (RFE) and three up-
sampling modules. Four RFEs are denoted as {R1 ∼ R4},
and their outputs are {F1 ∼ F4}, representing the features
from shallow to deep, respectively. The loss function for the
reconstructor is composed of the l2 norm based pixel loss
and structural similarity index measure(SSIM) loss [32],

Lre = ∥I − Ire∥2 + λ(1− SSIM(I, Ire)) (4)

where λ is a balancing hyperparameter, making the two
loss functions to be of similar magnitude, Ire is the recon-
structed image.

To make the registration server better for multi-modal
image fusion, the fusion module should be trained in coor-
dination with the registration modules to enhance the per-
formance of each module. When edges in the multi-modal
images perfectly overlap in the fused image, it represents a
highly accurate alignment.

Gradient information tends to reflect edges in the images.
The greater the consistency between the edges, the better
the registration. Therefore the fusion network should be
able to gauge the gradient. As shown in Figure 4, the spa-
tial attention is utilized to establish the gradient map, based
on the existing gradient-weighted fusion network [35]. The
loss function of the fusion network includes a weighted
SSIM Lwsim and gradient loss Lgrad.

Lwsim = 1− SSIM(If , Iv) + SSIM(If , Ir)

2
(5)

where If is the fused image, Iv is the visible light image
and Ir is the infrared light image.

Lgrad requires If and It to have similar gradient infor-
mation:

Lgrad = ∥∇If −∇It∥2 (6)

where ∇ is the laplacian operator. The target gradient we
want to retain is ∇It:

∇It = w(
∇Iv · |∇Iv|γ

|∇Iv|
) + (1− w)(

∇Ir · |∇Ir|γ

|∇Ir|
)

s.t. w[i, j] =

{
1, |∇Ix[i, j]| > |∇Iy[i, j]|
0, else.

(7)

where γ is the enhancement factor, which is set to 0.7.
The loss function of the fusion network is the weighted

summation of Lwsim and Lgrad

Lfuse = σLwsim + Lgrad (8)

Once the reconstruction and fusion network is designed,
we treat it as a bus for the framework and freeze the param-
eters in it. Then we mount Affine Net for learning coarse
registration. The input unaligned image pairs are first pro-
cessed {F1 ∼ F4} by the reconstructor and used as the in-
put to Affine Net. Multiple down-sampling processes are
included in Affine Net and before each down-sampling we
use a large scale 7 × 7 convolution and a dynamic convo-
lution to achieve a sufficiently large receptive field [3]. Fi-
nally, the global pooling and MLP are used to obtain the
desired affine transformation parameter θ.

At the same time, we mount up Deformable Net for elas-
tic deformation learning. The input of Deformable Net is
{F1 ∼ F4}. It is worth noting that the output layer of De-
formable Net is a simple 3 × 3 convolution with 8 input
channels and 2 output channels. We perform group con-
volution [37] on {F1 ∼ F4} to ensure that each Fi only
outputs 2 channels. This is equivalent to each layer of the
RFE giving an elastic deformation proposal. Finally, we use
a convolutional layer to linearly weight these 4 deformation
proposals to output the final Deformation Field.

IRf
y = E(IRF

y , A({F1 ∼ F4}x, {F1 ∼ F4}y)),
Irfy = S(IRf

y , D({F1 ∼ F4}x, {F1 ∼ F4}y))
(9)

where A() is Affine Net, D() is Deformable Net and Irfy
is the reversed transformation result. During the training of
the registration module, A() and D() are simultaneously
mounted on the bus, and the loss function at this stage
is constituted by the masked NCC loss LMNCC and the
masked gradient loss LMG [38].

LMNCC = −MNCC(Irfy , Iy, M̄) (10)

MNCC(x, y, M̄) =

i∈M̄=1∑
i

j∈M̄=1∑
j

(xi,j − x̄)(yi,j − ȳ)√
i∈M̄=1∑

i

j∈M̄=1∑
j

(xi,j − x̄)2

√
i∈M̄=1∑

i

j∈M̄=1∑
j

(yi,j − ȳ)2

(11)
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Figure 3. The Reconstructor is an Auto-Encoder framework that is trained by simultaneously inputting Infrared-Visible images and requir-
ing the reconstruction of the input images to ensure the ability to extract multi-modal features. The registration module is mounted on this
pre-trained framework to ensure the acquisition of detailed features. Finally, the affine transformation parameter θ and the deformation field
ϕ corresponding to the rigid and elastic transforms are learnt. Finally, the mesh resampling is performed to achieve the image registration.
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Figure 4. The architecture of GAF. The registered image pairs are inputted to the feature extractor, and gradient sensing is performed on the
extracted features. G is the Laplacian operator. After separating the high-frequency part and low-frequency part by Maxpool and Avgpool
respectively, two MLPs are used to learn inter-modality weighting. Finally, the fused image is obtained by output convolutional layers and
Tanh activation.

where x, y indicate two images. x̄, ȳ denote their mean val-
ues.

LMG = ∥(∇F (Ix, I
rf
y )−∇F (Ix, Iy)) · M̄∥2 (12)

where F () is the GAF. The loss function to train registration
is Lreg

Lreg = ϵLMNCC + LMG (13)

4 Experiments
Unaligned multi-modality image registration and fusion is
a very challenging task and there are a few competitive

works to compare with BusReF. In this section, some single
modality registration algorithms such as LoFTR and SIFT
operator are chosen for comparison, using GAF to perform
the fusion. The algorithms compared include also some rep-
resentative state-of-the-art multi-modality registration and
fusion algorithms such as SemLA and MURF.

4.1 Qualitative Comparison

The TIR registration and fusion results are given in Figure 5.
The red and green edge salient maps are the superimposed
gradient maps of the registered IR images and the human
manually registered images.



(f) MURF(d) SIFT (e) LoFTR (g) SemLA (h) BusReF(c) Directly (a) Vi (b) Tir

Figure 5. A qualitative comparison of fusion and registration on the TIR task (RoadScene) dataset. (a), (b) the original visible image and
thermal Infrared image, respectively. (c) the directly fused results obtained by GAF. (d) SIFT+GAF. (e) LoFTR+GAF. (f), (g) the results
obtained by MURF and SemLA. (h) the results of BusReF.

(f) MURF(d) SIFT (e) LoFTR (g) SemLA (h) BusReF(c) Directly (a) Vi (b) Nir

Figure 6. A qualitative comparison of fusion and registration on the NIR task. The setup of the experiment was kept consistent with
Figure 5.

As seen in Figure 5 (c) and its edge salient maps, a direct
fusion of unaligned multi-modality images produces many
artefacts, resulting in the injection of additional noise in-
stead. The SIFT operator and LoFTR are designed for uni-
modal unaligned images, where SIFT is completely inca-
pable of solving the TIR-VI task, whereas LoFTR, thanks
to the deep features extracted by Convolution and Trans-
former networks, is able to perform the registration in some
of the cases.

Observing the results of the fourth row in Figure 5, the
woods in the image are highlighted in the infrared modal-
ity and almost completely black and invisible in the visible

modality, which shows a negative correlation trend. In con-
trast, the traffic lines and symbols on the road belong to the
same highlighted information, and their gradients show a
positive correlation.

It can be seen that LoFTR based on feature matching
is able to register positively correlated information but not
negatively correlated information. SemLA belongs to the
family of algorithms based on feature matching, but some
regions of the registered images are too distorted. The pro-
posed method, BusReF, predicts the affine transformations
in the TIR-VI task more accurately and can correct most of
the elastic deformations. Moreover, BusReF is also able to



(a) Vi/Tir (f) SemLA(b) GAF (c) U2Fusion (e) MURF(d) DeFusion

(a) Vi/Nir (f) SemLA(b) GAF (c) U2Fusion (e) MURF(d) DeFusion

Figure 7. A qualitative comparison of the GAF with state-of-the-art multi-modality fusion algorithms. The left set is from the RoadScene
dataset, showing a car parked by a railing, and the right set is from the NIRScene dataset showing a mountain scene. (a) the original images
from the datasets (b) the GAF fusion result. (c),(d) the output of state-of-the-art unified image fusion algorithms. The (e),(f) The two works
include both registration and fusion modules, we only show the results of their fusion modules here.

perform high-precision registration in dark scenes, such as
the penultimate and penultimate rows of Figure 5.

Figure 6 shows the registration and fusion results of NIR-
VI. Five representative scenes are selected for a qualita-
tive comparison. Starting from the first row of Figure 6
shows ”Mountain”, ”Country”, ”Old-Building”, ”Water”,
”Indoor” scenes. The differences between NIR-VI modali-
ties are small, and there are fewer areas of negative correla-
tion between the NIR-VI image pairs. Therefore most of the
algorithms are able to complete the alignment to some ex-
tent. However, as seen by visualising the gradient salient
maps, BusReF results in fewer artefacts and better edge
overlap.

When evaluating the fusion performance of GAF for the
thermal infrared modality, as can be seen from the image
of the car parked by the guardrail in Figure 7, the fusion
result of GAF has sharper edges and the clouds in the sky
are well preserved. The thermal infrared information of the
TIR modality is also well represented in the fused image.

We also give the NIR-VI fusion results of the mountains
in Figure 7. Among all the compared algorithms, the GAF’s
fusion image has the clearest distant mountains and the in-
frared radiation information of the near mountains is well
represented. The result obtained by U2Fusion produces
a better view, but the distant mountains become transpar-
ent and invisible after fusion. The SemLA fusion was the
brightest, but too close to the TIR image and the distant
mountains were also less visible.

4.2 Quantitative Comparison
For objective evaluation of the BusReF registration capa-
bilities, we give the results of quantitative experiments in
Table 1.

The first two rows of these two tables show the metrics
computed on a full-map scale, with the higher NCC repre-
senting a higher correlation between the registration results

Table 1. A comparison of the registrations of 221 image pairs
on the RoadScene dataset and 469 image pairs on the NIRScene
dataset. Red bold is the best, blue bold is the second.

RoadScene
(TIR) SIFT LoFTR

SemLA
(Matchformer) MURF BusReF

NCC 0.113±0.277 0.801±0.034 0.820±0.023 0.442±0.111 0.876±0.028
MSE↓ 0.256±0.009 0.059±0.001 0.040±0.004 0.106±0.010 0.042±0.005
MNCC 0.073±0.024 0.755±0.019 0.813±0.007 0.373±0.071 0.916±0.002
MMSE↓ 0.228±0.007 0.035±0.006 0.025±0.000 0.110±0.007 0.011±0.005

NIRScene
(NIR) SIFT LoFTR

SemLA
(Matchformer) MURF BusReF

NCC 0.345±0.117 0.832±0.036 0.851±0.033 0.796±0.042 0.869±0.040
MSE↓ 0.125±0.018 0.029±0.000 0.028±0.000 0.097±0.002 0.030±0.000
MNCC 0.361±0.098 0.647±0.034 0.619±0.032 0.450±0.027 0.897±0.005
MMSE↓ 0.117±0.142 0.353±0.006 0.036±0.001 0.078±0.001 0.009±0.004

Table 2. A comparison of the fusion of 221 image pairs on the
RoadScene dataset and 469 image pairs on the NIRScene dataset.

RoadScene
(TIR) DeFusion SemLA U2Fusion MURF GAF

EI 35.06±5.7 48.98±7.6 50.49±10.9 50.59±11.2 63.98±7.0
CE↓ 0.91±0.1 0.93±0.1 0.99±0.2 0.81±0.3 0.79±0.2
SF 9.16±1.1 18.76±2.5 12.37±1.8 15.36±3.6 17.45±2.4

FMIw 0.27±0.0 0.36±0.1 0.37±0.0 0.26±0.0 0.24±0.0
Qcv 172.31±64.1 687.53±53.2 255.47±25.5 497.67±43.6 556.34±35.8

NIRScene
(NIR) DeFusion SemLA U2Fusion MURF GAF

EI 57.97±12.3 69.04±14.5 64.77±8.2 67.37±15.6 70.01±16.6
CE↓ 0.75±0.1 0.98±0.2 0.90±0.1 0.88±0.3 0.72±0.3
SF 18.05±5.7 25.02±6.8 21.40±8.5 20.43±6.2 22.50±4.6

FMIw 0.54±0.2 0.41±0.1 0.34±0.0 0.37±0.0 0.48±0.1
Qcv 659.47±160.3 845.23±210.5 1192.17±126.4 946.89±266.2 832.02±136.7

and those manual registration results in the dataset. BusReF
is marginally better in NCC and MSE metrics (around 0.01)
than SOTA.

Furthermore, observing the third and fourth rows of the
two tables, MNCC and MMSE demonstrate that the calcu-
lation of these two metrics occurs only within the theoreti-
cally reconstructible area. In the TIR-VI task, the MNCC of
BusReF is 0.1 higher than the SOTA with less variance, and
BusReF leads in the NIR-VI task. Meanwhile, from Fig-
ure 2(c) and (d), a higher full-map NCC does not necessarily
represent higher registration accuracy, and accordingly, the



improvement of MNCC is more in line with human view-
ing.

The current SOTA fusion algorithms do not have multi-
modality registration algorithms that can be used directly.
In order to compare the performance of the fusion module
GAF and the SOTA fusion algorithms, we input the strictly
aligned image pairs from the original dataset into GAF and
other fusion algorithms. The results are presented in Ta-
ble 2.

To evaluate the performance of multi-modal image fu-
sion, we targeted EI [22], SF [8], Qcv [2], FMIw [9] and
CE [28] as evaluation metrics. EI and SF reflect the den-
sity and sharpness of the edges in the fused image, and Qcv

reflects the image quality of the local region, calculated as
the mean square error of the weighted difference between
the fused image and the source image. FMIw denotes the
degree of correlation between the two images, and CE anal-
yses the degree of information retention between the fused
image and the source image from an information theoretic
perspective.

From Table 2, GAF achieves two best values and two
second-best values in TIR-VI image fusion. The EI and SF
show that the images fused by our algorithm have richer and
sharper edges. CE achieving the first place represents that
the fusion result of GAF is able to retain more information
of the source image and no additional noise is introduced.
However, the FMIw metric appears not to be good in the
fusion task of TIR-VI, but this is not supported by the results
of the visualization. This is due to the fact that the fused
image is able to reflect the information of both modalities
at the same time. In the TIR-VI task, the value decreases
when correlation calculations are performed with a single
modality.

Referring to NIR-VI, GAF achieves second place in the
FMIw metric, which is not consistent with TIR-VI. This
inconsistency arises from the magnitude of variability in the
multi-modality data, with less variability between NIR-VI
modes and more variability between TIR-VI modes. Thus
the correlation between the fused images of the TIR-VI task
and any single modality is small, whereas the correlation
between the fused images of the NIR-VI task is consider-
able. This discrepancy reflects the ability of the GAF to
embody multi-modal information simultaneously. The re-
maining metrics achieved two firsts and one second in the
NIR-VI task, and the Qcv metric exhibited a small gap com-
pared to the remaining algorithms.

4.3 Ablation Study

We conducted ablation experiments investigating the three
proposed improvement measures. In order to capture the
impact of the method on the combined TIR and NIR tasks,
the metrics we adopted were averaged over the two datasets.

Table 3. A quantitative comparison of full BusReF without the
reconstructible region masks, no Bus training, and lack of fusion
task guidance. The data in the table are averaged over the TIR and
NIR datasets for the registration results.

Avg
TIR & NIR Full Mask

Bus
Training

Fusion
Guide

NCC 0.872 0.852 0.574 0.829
MSE ↓ 0.036 0.014 0.124 0.071
MNCC 0.906 0.638 0.418 0.839

MMSE ↓ 0.010 0.087 0.201 0.036

First, we use the same training strategy, but without us-
ing the Reconstructible mask in the loss function for train-
ing. As seen in the third column of Table 3, NCC and MSE
are almost indistinguishable from the full method, and the
MSE metric is even better than the full method, but the
MNCC and MMSE metrics decrease substantially. This
means that networks trained without Reconstructible masks
are likely to forcefully register the regions that cannot be
reconstructed to optimise the loss functions. This can lead
to regions that should be interested not being handled well.

In the second ablation study, the registration modules
Affine Net and Deformable Net were removed from the bus
for serial individual training. Specifically, the unaligned
multi-modal image pairs are fed to the registration modules,
which output the transformation parameters to register in-
frared images. As seen in the fourth column of Table 3, all
four metrics show a substantial improvement, but the net-
work is unable to complete registration. This is because the
registration modules require a lot of capacity for learning an
adaptive feature representation. This implies that the diffi-
cult task of multi-modality registration can not be learned.

Finally, we removed the guidance signal from the fusion
module during the registration training process. As can be
seen in the fourth column of Table 3 all the four metrics
have undergone only a slight decrease and the network is
still able to perform most of the registration. This suggests
that the guidance signals, given by the fusion module, are
mainly local details of the registration and are able to refine
the BusReF performance.

5 Conclusion

In this paper, we proposed a bus-like architecture for train-
ing a multi-modal image registration and fusion network.
The method, for the first time, unifies the features of mul-
tiple registration modules. The commonly used registra-
tion training and evaluation metrics are improved so that
the network focuses on learning the registration and fusion
in reconstructible regions. The experiments show that Bus-
ReF registered multi-modal images are more in line with
the apriori knowledge based on human vision and are able



to achieve higher registration accuracy.
However, the proposed multi-modal image registration

still has a lot of room for development. Although Bus-
ReF achieves feature reuse by mounting multiple registra-
tion modules to a bus, the gradient during training cannot
be carried through the whole network. Perhaps end-to-
end multi-modality registration algorithms will emerge in
the future, which will further simplify the process and im-
prove accuracy. Furthermore, is it possible for the results
of multi-modality registration and fusion to be solved com-
pletely by end-to-end training? Although it is difficult, it
is a very meaningful and promising topic. If a fully end-to-
end output of registration and fusion can be achieved, it will
be possible to find the correlation between the features for
registration and the features for fusion.
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