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Abstract

In machine learning (ML), a widespread claim
is that the area under the precision-recall curve
(AUPRC) is a superior metric for model compari-
son to the area under the receiver operating char-
acteristic (AUROC) for tasks with class imbal-
ance. This paper refutes this notion on two fronts.
First, we theoretically characterize the behavior
of AUROC and AUPRC in the presence of model
mistakes, establishing clearly that AUPRC is not
generally superior in cases of class imbalance. We
further show that AUPRC can be a harmful met-
ric as it can unduly favor model improvements in
subpopulations with more frequent positive labels,
heightening algorithmic disparities. Next, we em-
pirically support our theory using experiments
on both semi-synthetic and real-world fairness
datasets. Prompted by these insights, we conduct
a review of over 1.5 million scientific papers to
understand the origin of this invalid claim, finding
that it is often made without citation, misattributed
to papers that do not argue this point, and aggres-
sively over-generalized from source arguments.
Our findings represent a dual contribution: a sig-
nificant technical advancement in understanding
the relationship between AUROC and AUPRC
and a stark warning about unchecked assumptions
in the ML community.

1. Introduction

Machine learning (ML), especially in critical domains like
healthcare, necessitates carefully selecting and applying
evaluation metrics to guide appropriate model choices and
understand performance nuances (Hicks et al., 2022). Model
evaluation can happen in one of two settings: (1) a method-
ologicallmodel comparison setting, which occurs outside of
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a specific deployment setting and target model usage work-
flows, optimal decision thresholds, or specific false-positive
(FP) and false-negative (FN) costs are typically not known,
or (2) an application/deployment setting, where reasonably
specific estimates of model usage workflows and FP/FN
costs can be made. In both of these settings, appropriate
evaluation metric choice is critical—inappropriate evalua-
tion metrics can hinder innovation when used for model
comparison and can lead to significant real world costs (e.g.,
mis-diagnosis in a medical setting) in deployment settings.

This study focuses on two pivotal metrics for binary classifi-
cation tasks that are widely used in both evaluation contexts:
the Area Under the Precision-Recall Curve (AUPRC) and
the Area Under the Receiver Operating Characteristic (AU-
ROC). Central to this paper is the following key claim:

Claim 1. Let f be a model which outputs continuous prob-
abilistic predictions trained to solve a binary classification
task for which the prevalence of negative labels is signif-
icantly higher than the prevalence of positive labels. For
this problem, the AUPRC will yield a “better” or “more
accurate” or “fairer” evaluation of f than the AUROC.

Claim 1 is made widely in both the scientific literature (Wag-
ner et al., 2023; Choi et al., 2018; Hsu et al., 2020; Gong
et al., 2021) and in popular press sources (Czakon, 2022;
Mazzanti, 2023) and has been justified on numerous grounds
(See sources collated in the literature review in Section 5).
Despite this, we show in this work that this claim is, in fact,
wrong, and many of its justifications are invalid or misap-
plied in common ML settings. More specifically, we show
the following:

1) AUROC and AUPRC only differ with respect to model-
dependent parameters in that AUROC weighs all false
positives equally, whereas AUPRC weighs false positives
at a threshold 7 with the inverse of the model’s likelihood
of outputting any scores greater than 7 (Theorem 1). This
result shows that we can reason about the suitability of
optimizing or selecting by AUROC vs. AUPRC on the basis
of whether we care more about reducing false positives
above low thresholds or high thresholds. In particular,

2) AUROC favors model improvements uniformly over
all positive samples, whereas AUPRC favors improve-
ments for samples assigned higher scores over those as-
signed lower scores (Theorem 2). This indicates that the
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key factor differentiating the utility of AUROC or AUPRC as
an evaluation metric is not class imbalance at all, but it is
rather based on the target use case of the model in question.
See Figure 1 for a visual explanation. It also reveals that
AUPRC can amplify algorithmic biases. In particular,

3) AUPRC can unduely prioritize improvements to
higher-prevalence subpopulations at the expense of
lower-prevalence subpopulations, raising serious fairness
concerns in any multi-population use cases (Theorem 3).

In this work, we will establish these three claims theoret-
ically, via synthetic experiments, and with real-world val-
idation on popular public fairness datasets. We will addi-
tionally demonstrate through an extensive, large-language
model aided literature review of over 1.5 million scientific
papers, that Claim 1 has been used to motivate numerous
improper uses of AUPRC relative to AUROC across high-
impact domains like healthcare in a range of well known
venues, including Cancer Cell, Nature Scientific Reports,
AAALI and NeurIPS. Through this paper, we hope to shed
greater light on the nuances of appropriate evaluation and
provide key guidance to limit future misuse of evaluation
metrics in the scientific and machine learning communities.

2. Theoretical Analyses

All notation used is defined in Appendix Section B.

2.1. Relationship Between AUROC and AUPRC

In this section, we introduce Theorem 1, which is as follows:
Theorem 1. Let X, Y = 0, 1 represent a paired feature and
binary classification label space from which i.i.d. samples
(z,y) € X x ) are drawn via the joint distribution over the
random variables x,y. Let f : X — (0, 1) be a binary clas-
sification model outputting continuous probability scores
over this space. Then,

AUROC(f) = 1 — Eyy)jy=1 [FPR(f, 1)]

FPR(f,1) }

AUPRC(f) =1 — py(0)E;w s x)y=1 { P(f(x) > t)

We provide the proof in Appendix Section C. The two
key intuitions are that integrating over the TPR is equiv-
alent to taking the expectation over the induced distribu-
tion of positive sample scores, and that via Bayes rule,

FPR(f,7
Prec(f,7) =1 —py(O)W()];r))'

Despite its simplicity, Theorem 1 has far-reaching implica-
tions. Namely, it reveals that the only difference between
AUROC and AUPRC with respect to model dependent pa-
rameters (i.e., omitting the dependence of AUPRC on the
fixed prevalence of the dataset, which is not model vary-
ing) is that optimizing AUROC equates to minimizing the

expected false positive rate over all positive samples in an
unweighted manner (equivalently, in expectation over the
distribution of positive sample scores) whereas optimizing
AUPRC equates to minimizing the expected false positive
rate over all positive samples weighted by the inverse of the
model’s “firing rate” (P(f(x) > 7)) at the given positive
sample score. This preference can be crystallized when we
examine how AUROC vs. AUPRC would prioritize cor-
recting indivisible units of model improvements, termed
“mistakes” which we will discuss next.

2.2. AUPRC prioritizes high-score mistakes, AUROC
treats all mistakes equally

Understanding how a given evaluation metric prioritizes
the correction of various kinds of model mistakes or errors
offers significant insight into when that metric should be
used for optimization or model selection. To examine this
topic for AUROC and AUPRC, consider the following def-
inition of an “incorrectly ranked adjacent pair”’, which we
will colloquially refer to as a “model mistake™:

Definition 2.1. Let f, X' ), x,y be defined as in Theorem 1.
Further, let us suppose we have sampled a static dataset
from x,y for evaluation which will be denoted X,y =
{(xl,yl), Cey (SCN,yN)}, for x; € X,y; € {07 1}7 and
N € N. We assume for convenience that f is an injective
map and all z; are distinct (i.e., V(4, j) : z; # x; which, by
injectivity of f, implies that f(x;) # f(x;)).

We say that (2;,2;) are an incorrectly ranked adjacent
pair and thus that the model makes a “mistake” at samples
(2, z5) if:

1. Yi :1andyj =0
2. flzi) < f(=;)
3. Pay such that f(z;) < f(zx) < f(x).

Essentially, Definition 2.1 states that a mistake occurs when
a model assigns adjacent probability scores to a pair of
samples with discordant labels, as shown in Figure 1. With
this in mind, we can then introduce Theorem 2 which states
that AUROC improves by a constant amount regardless of
which mistake is corrected for a given model and dataset
whereas AUPRC improves more when the mistake corrected
occurs at a higher score than when it occurs at a lower score:

Theorem 2. Define f,X X y and N as in Defi-
nition 2.1.  Further, suppose without loss of gen-
erality that the dataset X is ordered such that
f(zi) < f(xiq1) for all i. Then, let us define M =

{i|(z;,x;41) is an incorrectly ranked adjacent pair for model f}.

Define f/ to be a model that is identical to f except that the
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Figure 1. a) Consider a model f yielding continuous output scores for a binary classification task applied to a dataset consisting of two
distinct subpopulations, A € {0, 1} (e.g., race). If we order samples in ascending order of output score, we define a mistake to be when
two neighboring samples are out-of-order with respect to the classification label (such as Mistake 1, 2, 3, and 4 in the figure). Each such
mistake represents an unambiguous, indivisible opportunity for model improvement; namely, swap the out-of-order samples, and the
model will improve. Under any such swapping operation, the model’s AUROC will improve by the same amount, while the model’s
AUPRC will improve by an amount correlated with the inverse of the number of samples the model assigns a higher score than the
samples in the mistake (Theorem 2). b) If we are performing model comparison outside of a deployment setting, the we will have no
insight into the expected costs of various kinds of mistakes and we have no reason to believe we will primarily be concerned with samples
x that are drawn from any particular region in the model output space. Therefore, in this setting, an appropriate model evaluation metric
should improve by the same amount regardless of which mistake is corrected. ¢) In a deployment setting where false negatives have
a high cost relative to false positives, such as a routine screening test for a serious disease like cancer, then an appropriate evaluation
metric should optimize for ensuring that we can most efficiently catch all cases of the disease and minimize the number of false negatives.
This corresponds to favoring mistakes that have lower scores, regardless of the fact that many such tasks have significant rates of class
imbalance. d) In a deployment setting where a limited number of key resources will be distributed among members of a large population,
in a manner that requires certain subpopulations to be offered commensurate possible benefit from the intervention for ethical reasons, a
proper evaluation metric should prioritize the importance of within-group, high-score mistakes such that the highest risk members of each
subgroup can receive the limited number of interventions. e) In a deployment setting where false positives are expensive relative to false
negatives and there are no fairness concerns, such as prioritizing small molecule leads for drug development, where the top k most likely
molecules will be presented for expensive follow-up experimental validation, appropriate evaluation should favor model improvements in
decreasing order with score, to maximize the likelihood of successfully identifying appropriate molecules among the limited set of k
selections.
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probabilities assigned to x; and ;1 are swapped:

f(x) if o ¢ {@i, vip1}
f(CUZ) if x = Ti41-

Then, AUROC(f;) = AUROC(f) forall 4,j € M, and
AUPRC(f]) < AUPRC(f}) for all 4, j € M such that
1< 7.

The proof for Theorem 2 can be found in Appendix D. This
proof simply stems from the fact that correcting a single mis-
take (z;, ;) (as defined in Definition 2.1) always changes
the false positive rate by the same amount, and only changes
it at the threshold f(x;). This, combined with the formal-
ization of AUROC and AUPRC in Theorem 1, establishes
the proof. Note that this Theorem can be trivially extended
to include a case where ties are possible simply by noting
that “swapping” two samples x; and x; in the manner of the
theorem results in no change to either AUROC or AUPRC,
and similarly by the same reasoning separating any tie in the
appropriate direction will improve AUROC uniformly over
samples and will improve AUPRC in a manner monotonic
with model score.

2.3. AUPRC is explicitly discriminatory in favor of
high-scoring subpopulations

The reliance on a model’s firing rate revealed in Theorem 1
and the optimization behavior in Theorem 2 reveals signif-
icant issues with the fairness of AUPRC. In particular, in
this section we introduce Theorem 3:

Theorem 3. Let f, X, X,y, N, M, and fJ/ all be defined
as in Theorem 2. Further, suppose that in this setting the
domain X’ now contains an attribute defining two subgroups,
A = {0, 1}, such that for any sample (z;, y;), a; denotes the
subgroup to which that sample belongs. Let f be perfectly
calibrated for samples in subgroup a = 0, such that P(y =
lla =0, f(z) =t) = t. Let pg = p(y = 1|a = 0) denote
the prevalence of the label y over subgroup a = 0. Then,

lim P <ai = Qj41 = 1

po—0

i = arg max (AUPRC(fJ{))) =1
jeEM

Essentially, Theorem 3 (proof provided in Appendix E)
shows that for any model of interest, provided the model
is calibrated, there exists a prevalence disparity sufficiently
severe such that the likelihood of the mistake occurring with
highest score (which will maximally improve AUPRC) be-
longing to anything other than the high prevalence subgroup
goes to zero. This demonstrates that AUPRC provably fa-
vors higher prevalence subpopulations under sufficiently
severe class imbalance.

Note that this property is, generally speaking, not desirable.
In particular, this property establishes that in settings where

model fairness among a set of subpopulations in the data
is important, AUPRC should not be used as an evaluation
metric due to the risk that it will introduce biases in favor
of the highest prevalence subpopulations. We validate this
result empirically over both synthetic and real-world data
in Section 3, demonstrating that the import of Theorem 3 is
not merely limited to an analytical curiosity but can have
real world impact on algorithmic disparities in practice.

Furthermore, note that this theorem does not indicate that
AUPRC will be superior to AUROC for differentiating a low
prevalence (or low risk) subpopulation relative to a high-risk
subpopulation, a property that is sometimes attributed to
AUPRC in the literature. Rather, Theorem 3 shows that
maximizing AUPRC will be more likely to optimize solely
within the high-risk subgroup, rather than optimizing to dif-
ferentiate across subgroups, as low-risk subgroup samples
will only occur in lower-score regions under severe class
imbalance.

3. Experimental Validation

In this section, we establish via synthetic and real-world
experiments that Theorem 3 is not merely an analytical
effect but has real world consequences on the implications
of optimizing or performing model selection via AUPRC.

3.1. Synthetic Optimization Experiments Demonstrate
AUPRC-induced Disparities

Experimental Setup. LetY € {0,1} be the binary la-
bel, S € [0, 1] be the predicted score, and G € {Gy, G2}
be the subpopulation. We fix P(Y = 1|G = G;) = 0.05
and P(Y = 1|G = G3) = 0.01. We sample a dataset
for each group Dy, = {(S1,Y1), ..., (Sn,, Yn,)}, such that
0.85 (A target AUROC of 0.65 was also profiled in Ap-
pendix Figure 5).

Our main experimental challenge is to determine how to
simulate “optimizing” or “selecting” a model by AUROC
or AUPRC. We explore two approaches here. First, we can
simply correct the atomic mistake that maximally improves
AUROC or AUPRC in each optimization iteration. In our
experiments, we use n; = ng = 200 and optimize for 50
steps for this experiment. This is the most straightforward
optimization procedure to analyze, but it is unrealistic. In
real optimization scenarios, larger model changes will be
made at once, and a model will have an opportunity to
degrade performance in some regions in order to improve it
in others.

Next, we profile an optimization procedure that randomly
permutes all the (sorted) model scores up to 3 positions.
This has the effect of randomly adjusting all model scores,
and can worsen model performance under some random
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permutations, but offset precisely the same capacity to the
low and high prevalence subgroups. To ensure the model
is under some optimization constraint (and therefore does
not always find the “perfect” permutation to maximize both
metrics identically), we allow the model to sample only 15
possible permutations before choosing the best option. This
means the system will be forced to navigate optimization
trade-offs between which permutations improve the right
regions of the score most effectively among its limited set.
We use n; = ng = 100 for these experiments and optimize
for 25 total steps.

a) Mistakes Fixed by AUROC b) Mistakes Fixed by AUPRC
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Figure 2. Synthetic experiment per-group AUROC after succes-
sively either fixing individual mistakes, as defined in Definition 2.1,
(a) and b)) or successively choosing the optimal score permuta-
tion (c¢) and d)) in order to optimize either AUROC (a) and c¢))
or AUPRC (b) and d)). It is clear across both forms of opti-
mization that AUPRC definitively favors the higher prevalence
subpopulation, whereas AUROC treats subgroups approximately
equally. Similar patterns were observed when comparing per-
group AUPRC:s over the same experimental procedures, as shown
in Appendix Figure 4.

Across both settings, we run these experiments across 20
randomly sampled datasets and show the mean and an em-
pirical 90% confidence interval around the mean in Figure 2.
We present a formal mathematical formulation of these per-
turbations, as well as profile a third random perturbation
method, in Appendix F.3.

Results. Our results demonstrate the impact of the opti-
mization metric on subpopulation disparity. In particular, in
Figure 2, we observe a notable disparity introduced when
optimizing under the AUPRC metric regardless of the op-
timization procedure. This is evident in the performance

metrics across the high and low prevalence subpopulations,
which exhibit significant divergence as the optimization pro-
cess favors the group with higher prevalence. In the more
realistic, random-permutation optimization procedure (Fig-
ure 2d), this even results in a decrease in the AUROC for the
low prevalence subgroup. In comparison, when optimizing
for overall AUROC, the AUROC of both groups increase
together. Note that we show the effect of this optimization
on the AUPRC metric, which shows very similar trends, in
Appendix Figure 4.

3.2. Real-World Experimental Validation

To demonstrate the generalizability of our finding to the real
world, we evaluate fairness gaps induced by AUROC and
AUPRC selection on four common datasets in the fairness
literature (Zhang et al., 2018; Fabris et al., 2022; Lahoti
et al., 2020).

Datasets. We use the following four tabular binary clas-
sification datasets: adult (Asuncion & Newman, 2007),
compas (Angwin et al., 2022), 1sac (Wightman, 1998),
and mimic (Johnson et al., 2016). In each dataset, we con-
sider both sex and race as sensitive attributes. To mimic
the setting of our theorems, we balance each dataset by the
sensitive attribute during both training and test, by randomly
subsampling the majority group. Further details about each
dataset, as well as preprocessing steps, can be found in
Appendix G.

Experimental Setup. We train XGBoost models (Chen &
Guestrin, 2016) on each dataset. For each task, we iterate
over a grid of per-group weights in order to create a diverse
set of models that favor different groups. For each setting
of task and per-group weight, we conduct a random hyper-
parameter search (Bergstra & Bengio, 2012) with 50 runs.
We evaluate the validation set overall AUROC and AUPRC.
We also evaluate the test set AUROC gap and AUPRC gap
between groups, where gaps are defined as the value of the
metric for the higher prevalence group minus the value for
the lower prevalence group. Based on our theorems, our
hypothesis is that overall AUPRC should be more positively
correlated with the signed AUROC gap than overall AU-
ROC, indicating that it better favors the higher prevalence
group, especially when the prevalence ratio between groups
is high. To test this hypothesis, we evaluate the Spearman
correlation coefficient between these quantities. We repeat
this experiment 5 times, with different random data splits,
to obtain a 95% confidence interval.

Results. In Figure 3, we plot the difference in the Spear-
man correlation coefficient of the AUROC gap versus the
overall AUPRC, and AUROC gap versus overall AUROC.
We observe mixed results in datasets with low prevalence
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Figure 3. Difference in the Spearman’s p between the test-set
signed AUROC gap versus the validation set overall AUPRC, and
the AUROC gap versus the overall AUROC. Numbers in paren-
theses are the prevalence ratios between the two groups for the
particular attribute, and datasets are sorted by this quantity. Error
bars are 95% confidence intervals from five different random data
splits.

ratio. In dataset with higher prevalence ratio, we find that
overall AUPRC is more positively correlated with the AU-
ROC gap than overall AUROC, indicating that AUPRC more
favors the higher prevalence group. We emphasize that the
prevalence ratios observed in these real-world datasets is
much lower than the ratio of 5 used in our synthetic exper-
iments, which may account for the mild effect observed.
To see raw results from these experiments, see Appendix
Figure 7.

Next, in Appendix Figure 8, we plot the difference in the
Spearman’s p from Figure 3, versus the prevalence gap. We
find that there is a statistically significant correlation be-
tween the two (Spearman’s p = 0.714, p = 0.047). Thus,
while our power to detect a prevalence mediated AUPRC
bias amplification effect is limited due to the limited preva-
lence disparities in these datasets, we nonetheless observe a
strong positive correlation between the extent of the preva-
lence mismatch between the low and high prevalence group
and the amount that AUPRC favors the high prevalence
group over AUROC. In other words, our results show that
across these fairness datasets and attributes, as the preva-
lence disparity grows more extreme, we observe a statis-
tically significant corresponding increase in the extent to
which AUPRC introduces algorithmic bias, exactly in ac-
cordance with what Theorem 3 suggests.

4. If not for class imbalance, then when should
we use AUPRC vs. AUROC?

In Sections 2 and 3, we have shown that AUPRC is not
universally superior in cases of class imbalance (and that
instead it merely preferentially optimizes high-score regions
over low-score regions) and that it also poses serious risks to
the model fairness in settings where subgroup prevalences

differ. In light of this, how should we revise Claim 1 to
reflect when we actually should use AUPRC instead of
AUROC or vice versa?

In this section, we explore this question, and provide practi-
cal guidance on metric selection. We build on our existing
theoretical results and argue that the decision to utilize the
AUROC or the AUPRC as the metric for evaluating binary
classification models is intricately linked to the specific
context in which the model operates, including the rela-
tive impact of false positives versus false negatives and the
planned model workflow in deployment settings. To demon-
strate this, here we return to the four example problems first
depicted in Figure 1:

For context-independent model evaluation, use AUROC:
For model evaluations conducted outside of specific deploy-
ment contexts, where the differential costs of errors are
undefined, the necessity for a metric that impartially values
improvements across the entire model output space becomes
paramount. As shown in Figure 1a, in this setting, as it is
not known in advance where samples of interest will live
in the output space nor are particular cost ratios known,
correcting any model mistake should be prioritized equally
to any other. This scenario inherently advantages AUROC,
attributing to its capacity to uniformly account for every
correction, thereby offering a comprehensive assessment of
model performance irrespective of decision thresholds.

For deployment scenarios with elevated false negative
costs, use AUROC: In applications where the conse-
quences of false negatives are especially grave, such as
in the early screening for critical illnesses like cancer (re-
fer to Figure 1c), the primary focus of the model in use
will be to ensure that as few positive samples are missed
as possible. This equates to prioritizing model recall. In
such a scenario, the most important mistakes to correct are
actually those that occur at lower score thresholds, because
high-score mistakes will not change which positive samples
are missed in deployment settings as chosen thresholds are
likely to be low. This behavior is the inverse of what AUPRC
prioritizes, demonstrating that in such situations, AUROC
should be preferred over AUPRC. This choice will better
ensure a reduction in false negatives, enhancing the model’s
proficiency in detecting all possible disease instances.

For ethical resource distribution among large popula-
tions, use AUROC: When faced with the challenge of
ethically allocating scarce resources across a broad popu-
lation, necessitating equitable benefit distribution among
subgroups (illustrated in Figure 1d), it is crucial to avoid
prioritizing model improvements that selectively favor one
subpopulation. As AUPRC will target high-score regions se-
lectively, it risks unduely favoring high-prevalence subpop-
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ulations, as shown in Theorem 3 and Figures 2 and 3. Even
though in this resource distribution problem, high-score
regions are selectively important compared to low-score re-
gions, the fact that in this problem, we must prioritize across
all subpopulations equally means that AUPRC’s global pref-
erence is untenable as it could induce bias. Thus, as shown
in Figure 1d, we should prefer AUROC in this scenario as it
will ensure uniform preference across groups, even though
it prioritizes both low and high-score regions within each

group.

For reducing false positives in high-cost, single-group
intervention prioritization or information retrieval set-
tings, use AUPRC: In scenarios where the cost associ-
ated with false positives significantly outweighs that of false
negatives, absent of equity concerns—such as in selecting
candidate molecules from a fragment library for drug devel-
opment trials, where only the most promising molecules will
proceed to costly experimental validation (Figure 1e)—the
metric of choice should facilitate a reduction in high-score
false positives. This necessitates a focus on correcting high-
score errors, for which AUROC might not be ideal due to
its uniform treatment of errors across the score spectrum,
potentially obscuring improvements in critical high-stake
decisions.

5. If AUPRC is not better than AUROC under
class imbalance, why did we think it was?

Claim 1, which states that “AUPRC is better than AUROC
in cases of class imbalance” is widespread in the litera-
ture. Via both a manual literature search and an automated
search of over 1.5M arXiv papers (see Appendix H for
methodology), we observed 128 publications making this
claim. We analyzed these papers to answer the following
two key questions: (1) how has this incorrect claim become
so widespread in ML and (2) has this claim led to inappro-
priate usage of evaluation metrics in high-impact settings?

5.1. Finding 1: This claim is often made without
attribution or with inappropriate attribution.

This claim is frequently stated without any citation.
Among the 128 papers we discovered referencing this claim,
31 did so with no associated citation (Liu et al., 2023; Randl
et al., 2023; Tusfiqur et al., 2022; Piermarini et al., 2023;
Zhang & Bondell, 2018; Torfi et al., 2022; Wu et al., 2020;
Navarro et al., 2022; Wagner et al., 2023; Herbach, 2021;
Si & Roberts, 2021; Narayanan et al., 2022; Rayhan et al.,
2017; Yang et al., 2022a;b; Harer et al., 2018; Lee et al.,
2020; Zavrtanik et al., 2021; Rezvani et al., 2021; Prapas
et al., 2023; Thambawita et al., 2020; Vijayan et al., 2017;
Brophy & Lowd, 2020; Lyu et al., 2021; Chakraborty et al.,
2023; Rajabi & He, 2021; Kim et al., 2022; Kiran et al.,

2018; Mousavian et al., 2016; Rohani & Eslahchi, 2019;
Rao et al., 2022). These papers were published in venues
ranging from arXiv only to Nature Scientific Reports, ICCV,
ECCY, and Bioinformatics, among others. This reflects not
only the widespread belief in this claim, but also that we may
be too comfortable making seemingly “correct” assertions
without appropriate attribution in ML today.

This claim is frequently attributed to papers that do not
make this claim. Among the 97 that reference this claim
and cite a source for this assertion, 39 do not cite any papers
that make this claim in the first place (Yang et al., 2015;
Li et al., 2020; Kyono et al., 2018; Seo et al., 2021; Hong
et al., 2019; Hagedoorn & Spanakis, 2017; Babaei et al.,
2021; Zou et al., 2022; Mangolin et al., 2022; Mosteiro et al.,
2021; Showalter & Wu, 2019; Cranmer & Desmarais, 2016;
Bryan & Moriano, 2023; Zhang et al., 2017; Domingues
et al., 2020; Shukla & Marlin, 2019; Blevins et al., 2021;
Hsu et al., 2020; Smith et al., 2023; Chu et al., 2018; Desh-
war et al., 2015; Mongia et al., 2021; Rubin et al., 2012;
Ahmed & Courville, 2020; Gong et al., 2021; Shukla &
Marlin, 2018; Ma et al., 2022; Lei Ba et al., 2015; Newby
et al., 2022; Ando & Huang, 2017; Stolman et al., 2022;
Won et al., 2019; Stephenson et al., 2022; Srivastava et al.,
2019; Karadzhov et al., 2022; Vens et al., 2008; Lopez et al.,
2013; Hall et al., 2023; Goyal & Khiari, 2020). In total,
13 sources are cited that neither reference nor argue this
claim (Davis & Goadrich, 2006; Branco et al., 2016; Provost
& Fawcett, 1997; Sokolova & Lapalme, 2009; Wahid-Ul-
Ashraf et al., 2019; Ezzat et al., 2017; Burez & Van den
Poel, 2009; Flach et al., 2011; Krawczyk, 2016; He & Gar-
cia, 2009; LCT14558, 2017; Lobo et al., 2008). Most often,
papers erroneously attribute this claim to Davis & Goadrich
(2006), which was cited as a source for this claim 47 times.
While Davis & Goadrich (2006) makes many interesting,
meaningful claims about the ROC and PR curves, and does
argue that the precision-recall curve is more informative
than the ROC in cases of class imbalance it never asserts
that the area under the PR curve should be preferred over
the area under the ROC in cases of class imbalance. It ref-
erences the emergence of the use of AUPRC instead of or in
addition to the AUROC in this context, citing among those
references a paper that would later be re-published as (Goad-
rich et al., 2006), which does make this claim, but (Davis &
Goadrich, 2006) itself makes no claim about whether or not
AUPRC should be preferred in this way, even by proxy to
those prior references. The fact that, despite this, it receives
so much citation volume for this claim reflects poorly on
the accuracy of our scientific discourse in ML today.

Arguments associated with this claim frequently over-
generalize the applicability of this claim or are biased by
the appearance of metric superiority rather than true
metric utility. As noted in Section 4, there are real world



A Closer Look at AUROC and AUPRC under Class Imbalance

settings in which AUPRC is more aligned with real-world
usage than is AUROC (e.g., in a single-group, top-k retrieval
setting). However, Claim 1 is often made as a statement
about all settings featuring class imbalance. Given this
over-generalization, it is unsurprising that many arguments
presented in favor Claim 1 when it is used in the literature
are similarly over-generalized beyond the cases in which
they would be appropriate. For example, claims such as that
“precision-recall curves are more informative of deployment
metrics” are often used to justify why AUPRC should be
used in all cases of class imbalance, rather than just in cases
where the relevant deployment metrics are most directly
associated with the PR curve. Another class of arguments
made in favor of Claim 1 can be reduced to arguments that
the metric AUROC is poor in cases of class imbalance be-
cause the scores it produces are misleadingly high. While
this argument can reflect a meaningful limitation of the com-
munication value of the AUROC, comments about singleton
metric results (rather than model comparison through metric
values) are inherently orthogonal to the goal of model eval-
uation. In other words, what matters for model evaluation is
not how high a given metric is, but rather the extent to which
the metric meaningfully captures the right improvements
in the model in the right ways. For a full breakdown of
the arguments we observed in the literature and the sources
making them, see Appendix Tables 2 and 3.

5.2. Finding 2: Claim 1 has led to inappropriate
evaluation usage across a variety of high impact
settings and in high-impact publication venues

We find that Claim 1 has been used to justify the use of
AUPRC in a variety of settings where AUROC would ac-
tually be a superior evaluation metric, in high-impact do-
mains including healthcare and safety, across high-impact
venues including NeurIPS, AAAI, Cancer Cell, Nature Sci-
entific Reports, Briefings in Bioinformatics, and Critical
Care Medicine, among others. Many of the papers in ques-
tion here have been cited numerous times, further underscor-
ing the potential negative impact erroneous metric choices
in these sources could have. These sources include the fol-
lowing works: (Wagner et al., 2023; Yuan et al., 2015; Lim
& van der Schaar, 2018; Leisman, 2018; Cho et al., 2021;
Kyono et al., 2018; Yang et al., 2022b; Meister et al., 2022;
Mosteiro et al., 2021; Hashemi et al., 2018; Ozyegen et al.,
2022; Thambawita et al., 2020; Hsu et al., 2020; Choi et al.,
2018; Tiulpin et al., 2019; Lopez-Martinez et al., 2022;
Gong et al., 2021; Moor et al., 2019; Ding et al., 2018).

For a representative example of these works, consider Wag-
ner et al. (2023), in which the authors use ML methods to
predict colorectal cancer status from medical imaging data.
They suggest the following workflow for their model “Our
intended clinical use of this workflow is as follows... First,
a patient attends a clinic either with suspected CRC or for

routine CRC screening. A colonoscopy shows a suspicious
tumor, which is evaluated histologically and found to be an
adenocarcinoma... Because of its high sensitivity, our algo-
rithm could serve as a filtering step followed by affirmative
testing for MSI-high predicted cases. Applying Al-based
biomarker prediction would reduce the additional testing
burden and therefore speed up the step between taking the
biopsy and the molecular determination of MSI-high status,
thus enabling an earlier treatment with immunotherapy if
indicated.” Under this workflow, two things are clear: (1)
the cost of a false positive in this setting is comparatively
lower than a false negative, as a false positive only results in
unnecessary “molecular determination of MSI-high status”
whereas a false negative results in a delay of treatment with
immunotherapy, and (2) as motivated by this cost ratio, the
model is appropriately designed for (and achieves) a high
sensitivity (a.k.a. recall).

As illustrated visually in Figure 1 and argued from first
principles through our theoretical analyses in Sections 2
and 4, in this setting given points 1 and 2 above, AUPRC
is very much not the right metric to use, precisely because
it will favor improvements in high-score regions that will
optimize precision rather than those in low-score regions
that will help minimize false negatives. Despite this, the
authors of this work, as motivated by Claim 1’s extensive
publication history, explicitly use AUPRC over AUROC in
this setting due to the class imbalance of their problem. This
demonstrates the real-world negative impact that the spread
of Claim 1 has had in the scientific community.

6. Limitations and Future Works

While our analyses are thorough and compelling, there are
still a number of areas for further improvement and future
work. Firstly, our theoretical findings can be refined and
generalized to less restrictive settings, that take into account
the difficulty of the target task (which may differ between
subgroups) or does not require models to be calibrated (in
the case of Theorem 3). Further, extending our real-world
experiments to more fairness datasets and identifying more
nuanced ways to probe the impact of metric choice on dis-
parity measures would significantly strengthen this work.
Lastly, These analyses can be extended to consider other
metrics, such as the area under the precision-recall-gain
curve (Flach & Kull, 2015), the area under the net benefit
curve (Talluri & Shete, 2016; Pfohl et al., 2022), and single-
threshold, deployment centric metrics as well. In addition,
further expanding theoretical analyses, such as examining
how Theorem 3 can be softened to have less restrictive re-
quirements regarding calibration or whether or not these
results imply anything about the viability or safety of post-
hoc calibration of models optimized either through AUPRC
or AUROC would also be extremely interesting.
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7. Conclusion

This study rigorously interrogates the pervasive assumption
within the machine learning community that AUPRC is a
more appropriate evaluation metric than AUROC in class-
imbalanced settings. Our empirical analyses, along with an
exhaustive literature review, have revealed several important
findings that critically challenge this belief. In particular, we
show that while optimizing for AUROC equates to minimiz-
ing the model’s FPR in an unbiased manner over positive
sample scores, optimizing for AUPRC equates to minimiz-
ing the FPR specifically for regions where the model outputs
higher scores relative to lower scores. We further show both
theoretically and empirically over synthetic and real-world
fairness datasets that AUPRC can be an explicitly discrimi-
natory metric in that it favors higher-prevalence subgroups.

In summary, our research advocates for a more thoughtful
and context-aware approach to selecting evaluation metrics
in machine learning. This paradigm shift, favoring a bal-
anced and conscientious approach to metric selection, is
essential in advancing the field towards developing not only
technically sound, but also equitable and just models.
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Broader Impact and Ethical Considerations

This research paper challenges the conventional wisdom
regarding the superiority of the AUPRC over AUROC in
binary classification tasks with class imbalance and has
several ethical implications and impacts.

Our analysis reveals that the preference for AUPRC in cer-
tain ML applications may not be empirically justified and
could inadvertently amplify algorithmic biases. This calls
for a re-examination of prevalent metrics within ML, espe-
cially in high-stakes domains like healthcare, finance, and
criminal justice where biased models can have profound
societal repercussions. The tendency of AUPRC to dispro-
portionately favor models with higher prevalence of positive
labels could exacerbate existing disparities, underscoring
the ethical need for rigorous validation and scrutiny of eval-
uation metrics.

Additionally, our use of large language models for litera-
ture analysis demonstrates a novel approach in scrutinizing
and re-evaluating long-standing assumptions in ML. This
method could set a precedent for more comprehensive and
robust scientific investigations in the field, fostering a cul-
ture of empirical rigor and ethical awareness.

The ethical dimension of our work lies in the spotlight it
casts on metric selection in ML model evaluation. The po-
tential of metrics like AUPRC to skew model performance
favoring certain groups raises pressing concerns about fair-
ness in algorithmic decision-making. This is particularly
critical when algorithms influence key decisions affecting
individuals and communities.

While we use the COMPAS dataset for recividism prediction
in this work, we recognize the many societal issues with
automated predictions of recidivism (Dressel & Farid, 2018).
We utilize this dataset as it is a commonly used dataset in
the fairness literature, but do not advocate for deployment
of these models in any way.

Our study contributes to the technical discourse on metric
behaviors in ML and serves as a cautionary tale against
uncritically embracing established norms. It underscores the
imperative for careful metric selection aligned with ethical
principles and fairness objectives in ML, highlighting the far-
reaching consequences of these choices in shaping societal
outcomes and advancing the field of ML.
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A. Code Availability

All code is available at https://github.com/mmcdermott /AUC_is_all_you_needand https://github.
com/Lassehhansen/arxiv—-search.

B. Notation

Let X', Y = 0, 1 represent a paired feature and binary classification label space from which i.i.d. samples (z,y) € X x Y
are drawn via the joint distribution over the random variables x,y. Let fg : X — (0, 1) be a binary classification model
parametrized by 8 € R for some d € N outputting continuous probability scores over this space.

We define random variable p = fg(x) to be the distribution of scores output by the model over input samples. Throughout
the paper, @ may be omitted if it is clear from context. We will occasionally also use the notation p; and p_ to reflect the
conditional distributions of model outputs conditioned on the label being 1 or 0, respectively:

Let Np be the number of data points with a positive label and Ny the number with a negative label. Further, given a
threshold 7, define

TPo(7) = |{z: € X|p{® > 7,9, = 1}

(
(6)
FNg(7) = {z; € X|p;’ < T,y; =1}
(r) = [{zi € Xp{® <790 =0}
(

FPy(r) = [{z: € X[p{” > 7y, = 0}

FR(f,7) = Pp(p>7)
TPg(7

TPRo(7) = Tp, 7y +(F;\19(T)
= Byy=1(p> 1)
= P(p+ > 1)
_ FPg(1)

FPg(7) + TNg(7)
= Pyy—o(p > 1)
=P(p_>1)
_ TPg(7)

TPe(7) + FPg(7)
= y|p>r(y =1)

FPRg(7)

Prece(7)
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Lastly, recall

1 FP
AUROCy = / TPRgd Ro

0

dr

1
= / TPRedFPRg
0

1
—1- / FPRydTPRg
0

dTPRg

d
dr T

1
AUPRCg:/ Precg
0

1
= / PrecgdTPRg
0

C. Proof of Theorem 1

Recall that all notation is defined formally in Appendix B.

Here, we prove Theorem 1, which states

Theorem 1. Let X,) = 0,1 represent a paired feature and binary classification label space from which i.i.d. samples
(z,y) € X x Y are drawn via the joint distribution over the random variables x,y. Let f : X — (0,1) be a binary
classification model outputting continuous probability scores over this space. Then,

AUROC(f) =1 — Eywpy=1 [FPR(, t)]
AUPRC(f) =1 = py(0)Ese f(x)jy=1 [m}

Proof. Recall that AUROC and AUPRC are as follows:

1 1
AUROC = / TPR dFPR =1 — / FPR dTPR
0 0

1
AUPRC :/ Prec dTPR
0

However, we can further clarify these by leveraging the fact that TPR(7) = P, (p4 > 7) = f: p4(t)dt, as below:

! (% dTPR(r)
| saerin) = [“gtn = ar

Il
=
2
N
0
]

+
&
N
N
U
3
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So, AUROC =1 —E,, [FPR] & AUPRC = E,;, [Prec|. To further simplify, we expand Prec via Bayes rule:
Prec =1— P,p~-(y = 0)

Py =
=1—P.. _ y
G2 D55

FPR(7)

Thus,
AUROC =1 -E,, [FPR]
AUPRC =E,_ [Prec]
FPR
=1-P,(y=0E —_—,
O ]
as desired. O

Synthetic validation of Theorem 1 can also be found in our public code.

D. Proof of Theorem 2

Here, we prove Theorem 2, which states

Theorem 2. Define f, X, X,y and N as in Definition 2.1. Further, suppose without loss of general-
ity that the dataset X is ordered such that f(z;) < f(zi41) for all 4.  Then, let us define M =
{i|(zi, xi41) is an incorrectly ranked adjacent pair for model f}. Define f/ to be a model that is identical to f except
that the probabilities assigned to z; and x; 1 are swapped:

fx) it ¢ {x v}
fl/ . f(xi+1) ifl’ =T
f(xt) ifx = Ti41-

Then, AUROC(f]) = AUROC(f}) forall i, j € M, and AUPRC(f]) < AUPRC(f;) forall 7, j € M such thati < j.

Proof. Suppose f has a given, non-empty set M of atomic mistakes, such that, without loss of generality, (z;, z;11) € M.
Suppose we construct a new model f" with empirical distributions p’, and p’ by replicating the scores assigned by the
model f with z; and z;, swapped (i.e., we correct the mistake (x;, Z;41), S0 2] = x;11 and 2], | = ).

For which thresholds drawn from the original distribution p will the number of false positives of f differ from the number
of false positives of f at that same threshold? For any threshold 7 < z;, fixing the mistake (x;, z;41) will not change the
number of false positives with threshold 7, because both z; and x;4; are above 7. For any threshold 7 > x,;, the number
will likewise not change as both x; and ;1 are below 7. The only 7 that will have an impact is 7 = z; (recall that this
is for an empirical distribution p; which contains x; and by the definition of atomic mistakes, there are no samples in f
with scores between z; and x;11). In f, the fact that ;1 > z; yet has a negative label means that there will be one false
positive corresponding to sample 7 + 1 greater than x; in addition to all those that exist with scores greater than ;. For
J', however, the samples have swapped, so = > x; , ; and thus there is no false positive corresponding to sample i + 1 at
the positive score threshold corresponding to z;. Therefore, the number of false positives will only change to decrease by
one for the threshold x; when the mistake (z;, x;11) is corrected.

As AUROC weights the false positive rate at all positive samples equally and the false positive rate is proportional to the
number of false positives, this shows that AUROC will improve by a constant amount no matter which atomic mistake is
fixed. In contrast, as AUPRC weights false positives inversely by the model’s firing rate, it will improve by an amount that is
directly linearly correlated with the inverse of the model’s firing rate, implying that it favors mistakes with higher scores and
disfavors mistakes with lower scores.

Note that as we use strict inequalities in our definition of the decision rule underlying the FPR here, a pair of scores that are
tied but have different labels will not induce a false positive at the corresponding positively labeled sample’s threshold, so
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separating such ties will have no impact on AUROC whatsoever. It would similarly not impact AUPRC as neither the FPR
nor the model firing rate will decrease when the negative sample within the tie is perturbed to be strictly below the positive
sample. O

Synthetic empirical validation of Theorem 2 can also be found in our public code.

E. Proof of Theorem 3

In this section, we formally prove Theorem 2. We begin by establishing Lemma 1 and 2.

Lemma 1. Ler a model f be perfectly calibrated and yield score distributions for positive and negative samples from p..

andp_. Then py(t) = ﬁiig;p, (t)

Proof. As this model is calibrated perfectly, we have that

er(t) = Pp|y:1(t)
Pylp=t(1)Pp(t)

py(1)
_ 2yWp+(t) + p, (O)p_ (1)
py(1)
=1p4(t) + tiigp (t)-
Thus, p, (t) = ﬁgg?;p, (t) as desired. O

Lemma 2. Let a model f be perfectly calibrated and yield score distributions for positive and negative samples from p
and p_, with overall distribution given by p(t) = py(1)p+(t) + py(0)p—(t). Then forall T € (0,1), FR(f,7) < %1).

Proof. By definition, we have

1

R(f,7) = [ py(1)ps(t) +py(0)p_(t)dt

1

Dy (8) + py (1) =L p (1)t

t

/
/

(1) [ ottt

where step two leverages the fact that f is perfectly calibrated and the result in Lemma 1.

Ast > 7,3+ < 1. Then, as pi(t) > 0, f 1p(t 1f py (t)dt. Finally, as fO py(t)dt = 1, we see that

f py (t)dt < 1. Therefore,

O

Theorem 3. Let f, X, X,y, N, M, and fJ’» all be defined as in Theorem 2. Further, suppose that in this setting the
domain X now contains an attribute defining two subgroups, A = {0, 1}, such that for any sample (z;,y;), a; denotes
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the subgroup to which that sample belongs. Let f be perfectly calibrated for samples in subgroup a = 0, such that
P(y=1la=0, f(z) =t) =t. Let po = p(y = 1|a = 0) denote the prevalence of the label y over subgroup a = 0. Then,

lim P <0,Z‘ = Qj+1 = 1

po—0

i = arg max (AUPRC(fJ{))) =1
jeM

Proof. Given Theorem 2, the atomic mistake that would, upon correction, result in the largest improvement to AUPRC is
the mistake which occurs at maximal score (as this minimizes the firing rate, which is the denominator in the weighting term
for AUPRC). Suppose that at threshold 7, the probability that a mistake will occur above score 7 in subgroup 1 with N
samples drawn is at least 6 € (0, 1]. As the parameters for subgroup 1 are fixed as we vary the prevalence for subgroup 2, 7
can be seen as a constant with respect to the limit we are taking.

But, by Lemma 2 and by the fact that f is perfectly calibrated for subgroup 2, we know that the probability that f will output
2

e
a score for sample 2 regardless of its label that exceeds 7 is upper bounded by pyT In the limit as p}(,Q) tends to zero, the

probability that any probabilities will be observed at our greater than 7 from subgroup 2 likewise tends to zero.

This means that while the probability that we observe a mistake from subgroup 1 stays fixed at at least 6 > 0, the probability
that we could observe any mistake that involves any sample from subgroup 2 (either a cross-group mistake or a purely
subgroup 2 mistake) tends to zero, establishing the claim. O
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F. Details for Synthetic Experiments
F.1. Sampling a random model with a given AUROC

A key component of our synthetic experiments is the ability to sample a set of model scores and labels randomly that will
have a target AUROC. To do this, we use the following procedure (which may or may not be previously known; we derived
it from scratch for this work, but make no claim about its novelty). Let N be the number of points we are sampling overall,
and IV, be the number of positive points being sampled (which is dictated by the user given prevalence).

1. Uniformly sample a random collection of positive-label sample scores between zero and one.

2. Between each (ascending) model positive score indexed from 1 pgf) and pE:H), we can count the number of positive

samples that have scores less than any value in this window () and the number that have scores greater than any value
in this window (which will be N} — 1).

3. As the target AUROC is the probability that a randomly sampled negative will be ranked more highly than a randomly
sampled positive, we can leverage the number of less-than positive scores 7 and greater than positive scores N — ¢ to
compute the probability that a randomly sampled negative score will live in the window (pgf) , pSfH)) via the binomial
distribution.

4. Now, to sample a random negative, we simply first sample a random window (pgf), p$+1)) with the probabilities

assigned above, then uniformly sample a value p_ within that window. We can repeat this process to the target number
of negative samples /N — IV, to form our final set of scores.

5. If desired, the output scores can further be scaled to have expectation given by the dataset’s prevalence or can be
adjusted via a calibration method to be calibrated given the assigned labels. Both procedures can be done without
affecting the AUROC. Note that as any calibrated model will have expected probability given by the label’s prevalence
(See Appendix F.2), the former condition is strictly weaker than the latter.

F.2. Calibration includes prevalence matching

Let p be a random variable describing the probabilities output by the model over the input distribution defined by the data
generative function. If a model is calibrated, this means that P,,(y = 1|p = q) = q — that the probability that the label for
a given point is 1 is given precisely by the models output probability for that sample. With that in mind, we have:

Ep lq] = Ep [Py\p(y =1p= Q)]

F.3. Details on optimization procedures

MI1. Adding Random Noise. We sample a vector ¢ € R”, where each element is uniformly drawn from [—¢, d]. We
compute the selection metric for S’ = S + e. We repeat this procedure 100 times, and return the S’ that achieves the
maximum value for the selection metric. We vary the maximum magnitude of the perturbation § € [0,0.1] in a grid.
Results for this setting are shown in Figure 6.

We note that this approach is subtly biased in favor of the lower-prevalence group. In particular, because scores for the
low-prevalence group tend to be “squished” into a smaller region of the probability space, a random perturbation of fixed
magnitude will proportionally induce more score permutations in the low-prevalence group than the high-prevalence
group, which affords the system greater capacity to improve the model for the low-prevalence group independent of the
choice of AUROC or AUPRC.

M2. Sequentially Fixing Atomic Mistakes. We sequentially correct atomic mistakes, as defined in Figure 1. At each step,
we first discover the set of all atomic mistakes M. To maximize AUROC, we randomly select a pair (S;, S;) € M,
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M3.

and swap their scores in S, i.e. S; = S;, S} = S;. To maximize AUPRC, we swap the scores for the pair (5;, S;) =
arg max(s, s,)em S;. We repeat this process for 50 steps, with each one sequentially fixing another atomic mistake in
S. Results for this setting are shown in Figures 4b and 4a.

Sequentially Permuting Nearby Scores. We first sort S and Y such that S is in ascending order. We apply a random
permutation to S by re-indexing it using a random ordering, but such that scores are not shuffled too far from their
original index. Let o be the ordered sequence (1,2, ...,n). Define € to be the set of all permutations of o, such that
forallw € Q, |w; — 0| < vy fori € {1,...,n}. Ateach step, we sample w € 2 with v = 3 twenty times, where each
w corresponds to a new candidate ordering of S. We compute the selection metric for each of the twenty orderings,
and return S’ to be the score permutation that achieves the maximum value for the selection metric. We repeat this
procedure for 25 steps, setting S at each step to be the S’ output from the previous step. Results for this setting are
shown in Figures 4d and 4c.
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Figure 4. Comparison of the impact of optimizing for overall AUROC and overall AUPRC on the per-group AUROC and AUPRCs
of two groups in a synthetic setting, using both the sequentially fixing individual mistakes optimization procedure (M2; top) and the
sequentially permuting nearby scores optimization procedure (M3; bottom) described in Section 3.1. Note that the prevalence of Y in the
high-prevalence group and the low-prevalence group are 0.05 and 0.01 respectively.
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Figure 5. Comparison of the impact of optimizing for overall AUROC and overall AUPRC on the per-group AUROC and AUPRCs of
two groups in a synthetic setting where the initial AUROC was set to 0.65 rather than 0.85, using both the sequentially fixing individual
mistakes optimization procedure (M2; fop) and the sequentially permuting nearby scores optimization procedure (M3; bottom) described
in Section 3.1. Note that the prevalence of Y in the high-prevalence group and the low-prevalence group are 0.05 and 0.01 respectively.
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Figure 6. Comparison of the impact of optimizing for overall AUROC and overall AUPRC on the per-group AUROC and AUPRCs of
two groups in a synthetic setting, using the adding random noise optimization procedure (M1) described in Section 3.1. Note that the
prevalence of Y in G1 and G2 are 0.05 and 0.01 respectively.

G. Additional Details on Real World Experiments
G.1. Dataset Details

We use the following four datasets. In all datasets, we use sex and race as protected attributes.

e adult (Asuncion & Newman, 2007): The UCI Adult dataset, where the goal is to predict whether an individual’s
income is > $50k.

compas (Angwin et al., 2022): The task to predict two-year recidivism. We only select samples belonging to
“African-American” and “Caucasian”, leading to a binary race variable.

lsac (Wightman, 1998): The task is to predict whether a law school applicant will pass the bar. We only select
samples belonging to White and Black applicants.

mimic (Johnson et al., 2016): We use the in-hospital mortality task proposed by Harutyunyan et al. (2019), where the
goal is to predict whether a patient will die in the ICU given labs and vitals from the first 48 hours of their hospital stay.
We only select samples belonging to White and Black patients.

In each dataset, we balance the groups by subsampling the majority group. We then split each dataset into 50% training,
25% validation, 25% test sets, stratified by the group. Dataset statistics can be found in Table 1.

G.2. Hyperparameter Grid
We use the following hyperparameter grid for our experiments:

» max depth: {1, 2, ..., 9}

e learning rate: [0,01, 0.3]

¢ number of estimators: [50, 1000]

* min child weight: {1, 2, ..., 9}

* use protected attribute as input feature: {yes, no}

* group weight of higher prevalence group: {1, 2, 3, 4, 5, 10, 15, 20, 25, 50}

G.3. Additional Results
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Table 1. Dataset statistics for the four binary classification datasets used in this study. Note that n refers to the number of samples after
balancing by the corresponding attribute.

Dataset  Attribute n #Features Prevalence (Higher) Prevalence (Lower)
adult Sex 20,394 12 30.1% 10.7%
adult Race 6,248 12 24.6% 12.2%
compas Sex 2,438 6 52.0% 39.4%
compas Race 4,908 6 55.4% 42.3%
lsac Sex 15,906 8 96.0% 95.0%
lsac Race 2,396 8 96.5% 77.2%
mimic Sex 15,632 49 12.5% 11.9%
mimic Race 4,030 49 13.9% 9.3%
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Figure 7. Spearman’s p between the test-set signed AUROC gap versus the validation set overall AUPRC, and the AUROC gap versus the
overall AUROC. Numbers in parentheses are the prevalence ratios between the two groups for the particular attribute, and datasets are
sorted by this quantity. Error bars are 95% confidence intervals from five different random data splits.
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Figure 8. Correlation between the prevalence ratio, and the difference between the Spearman’s p of the AUROC gap versus AUROC and
the AUROC gap versus AUPRC. Each point represents a dataset and attribute combination. This correlation itself has a Spearman’s p of
0.714 (p = 0.047).
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H. Literature Review Methodology
H.1. Paper Acquisition

The initial phase of our comprehensive literature search involved the acquisition of datasets from both the Arxiv repository
and NeurIPS conference proceedings. Utilizing the RedPajama dataset available through Hugging Face for Arxiv papers,
and a custom scraper for NeurIPS papers, we specifically targeted these sources for our literature review. The Arxiv dataset,
approximately 93.8 GB in size, encompassed over 1.5 million texts in JSONL format. For NeurIPS, we developed a script to
scrape conference papers from 1987 to 2019 (9680 texts), aiming to enrich our search.

H.2. Keyword-Driven Filtering Process

1. Keyword List Development: We developed two distinct keyword lists to systematically identify papers relevant to our
research on AUROC (Area Under the Receiver Operating Characteristic) and AUPRC (Area Under the Precision-Recall
Curve) in our initial screening phase. The keyword lists can be accessed here for AUPRC and here for AUROC.

2. Automated Script-Based Search: Python scripts were employed to traverse the Arxiv and NeurIPS datasets. These
scripts detected occurrences of our predefined keywords, allowing efficient parsing of a vast number of texts from both
sources.

3. Dual Mention Selection Criterion: We focused on papers discussing both AUROC and AUPRC. This criterion
ensured the relevance of the papers to our research question. Through this process, we narrowed the pool from 16,022
texts (containing either set of keywords) to 8,244 texts mentioning both in the Arxiv dataset. In the NeurIPS dataset,
out of 9,680 texts reviewed, 78 were found to contain keywords from AUPRC and AUROC.

H.3. Al-Assisted Screening and Refinement

1. Preliminary Analysis with GPT-3.5: We utilized OpenAI’s GPT-3.5 model for an initial round of Al-assisted analysis
for the arXiv dataset. This model identified and extracted papers making explicit claims regarding the comparative
effectiveness of AUPRC over AUROC in scenarios of class imbalance, reducing our dataset from Arxiv to 2,728 papers.

2. Further Refinement Using GPT-4.0 Turbo: To refine our dataset further, we employed the GPT-4.0 Turbo model.
Out of the 2,728 papers scrutinized from Arxiv using this model, 201 were found to be relevant. For NeurIPS, our
focused search with GPT-4 resulted in identifying 2 papers of particular relevance to our thesis from the initial set that
contained keywords related to both AUPRC and AUROC.

H.4. Manual Review

* Shared Document for Collaborative Analysis: We compiled all pertinent papers, along with their respective Arxiv
IDs and the claims identified by GPT-4.0 Turbo, into a shared Google document for team review. Claims made in
papers were found manually, and the specific quote of the claim they made was highlighted along with whether or not
they had a citation for this claim.

H.4.1. FINAL PAPERS

After manual review, we identified 128 papers that make or reference some version of the claim that “AUPRC is better than
AUROC in cases of class imbalance.” (Cook & Ramadas, 2020; Leisman, 2018; Yang et al., 2015; Gaudreault et al., 2021; Albora & Zaccaria, 2022; Lim & van der Schaar, 2018;
Liu et al., 2023; Randl et al., 2023; Tusfiqur et al., 2022; Piermarini et al., 2023; Zhang & Bondell, 2018; Weiss & Tonella, 2021; Afanasiev et al., 2021; Li et al., 2022; Torfi et al., 2022; Wu et al., 2020; Miao
& Zhu, 2022; Navarro et al., 2022; Cho et al., 2021; Wagner et al., 2023; Isupova et al., 2017; Sarvari et al., 2021; Hiri et al., 2022; Herbach, 2021; Si & Roberts, 2021; Narayanan et al., 2022; Li et al., 2020;
Lee et al., 2013; Rayhan et al., 2017; Kyono et al., 2018; Adler, 2021; Seo et al., 2021; Hong et al., 2019; Hagedoorn & Spanakis, 2017; Yang et al., 2022a; Babaei et al., 2021; Garcin & Stéphan, 2021;
Mehboudi et al., 2022; Yang et al., 2022b; Shen & Kursun, 2021; Muthukrishna et al., 2019; Deng et al., 2023; Yang, 2021; Harer et al., 2018; Meister et al., 2022; Skarding et al., 2021; Alvarez et al., 2022;
Zou et al., 2022; Mangolin et al., 2022; Mosteiro et al., 2021; Hashemi et al., 2018; Lee et al., 2020; Zavrtanik et al., 2021; Showalter & Wu, 2019; Cranmer & Desmarais, 2016; Bryan & Moriano, 2023;
Zhang et al., 2017; Domingues et al., 2020; Markdahl et al., 2017; Fu et al., 2021; Pang et al., 2023; Rezvani et al., 2021; Ozyegen et al., 2022; Prapas et al., 2023; Rayhan et al., 2020; Thambawita et al.,
2020; Shukla & Marlin, 2019; Blevins et al., 2021; Vijayan et al., 2017; Budka et al., 2021; Hsu et al., 2020; Smith et al., 2023; Choi et al., 2018; Ju et al., 2018; Pashchenko et al., 2018; Chu et al., 2018;
Silva et al., 2022; Bach Nguyen et al., 2022; Deshwar et al., 2015; Brophy & Lowd, 2020; Mayaki & Riveill, 2022; Mongia et al., 2021; Tiulpin et al., 2019; Romero et al., 2022; Rubin et al., 2012; Schwarz
etal., 2021; Lyu et al., 2021; Lopez-Martinez et al., 2022; Ahmed & Courville, 2020; Gong et al., 2021; Zhang et al., 2021; Shukla & Marlin, 2018; Lund et al., 2019; Ma et al., 2022; Ruff et al., 2021; Lei Ba

et al., 2015; Chakraborty et al., 2023; Rajabi & He, 2021; Newby et al., 2022; Axelrod & Gomez-Bombarelli, 2023; Kim et al., 2022; Ando & Huang, 2017; Stolman et al., 2022; Mosquera et al., 2022;
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Claim

References

Commentary

Precision-recall curves or other associated metrics
may more appropriately reflect deployment objec-
tives than the receiver operating characteristic.

AUPRC does not depend on the number of true-
negatives, so will be less optimistic than the AU-
ROC

AUPRC will often be significantly lower, farther
from optimality, and/or will grow more non-linearly
as model performance improves than AUROC for
low-prevalence tasks

AUPRC depends on prevalence, which is a desirable
property

AUPRC better captures differentiating a positive
sample with high score from a “hard” negative sam-
ple (“hard” meaning one also with high score)
AUROC is otherwise “optimistic” in low-prevalence
settings

AUPRC focues more on the positive (minority) class

AUROC can not appropriately detect models with
poor recall

(Cook & Ramadas, 2020; Leisman, 2018; Yang
et al., 2015; Muthukrishna et al., 2019; Deng et al.,
2023; Harer et al., 2018; Ahmed & Courville, 2020)

(Leisman, 2018; Kyono et al., 2018; Adler, 2021;
Meister et al., 2022; Mosteiro et al., 2021; Showal-
ter & Wu, 2019; Cranmer & Desmarais, 2016;
Domingues et al., 2020; Rezvani et al., 2021; Hsu
et al., 2020; Ju et al., 2018; Pashchenko et al., 2018;
Romero et al., 2022; Vens et al., 2008)

(Leisman, 2018; Yang et al., 2015; Mehboudi et al.,
2022; Cranmer & Desmarais, 2016)

(Navarro et al., 2022)

(Kiran et al., 2018)

(Cook & Ramadas, 2020; Afanasiev et al., 2021; Wu
et al., 2020; Miao & Zhu, 2022; Cho et al., 2021;
Hagedoorn & Spanakis, 2017; Yang et al., 2022a;
Mangolin et al., 2022; Silva et al., 2022; Lyu et al.,
2021; Ahmed & Courville, 2020; Zhang et al., 2021;
Lund et al., 2019; Ruff et al., 2021; Chakraborty
et al., 2023; Rajabi & He, 2021; Ando & Huang,
2017; Kulkarni et al., 2021; Karadzhov et al., 2022;
Hibshman & Weninger, 2023)

(Tusfiqur et al., 2022; Wu et al., 2020; Si & Roberts,
2021; Narayanan et al., 2022; Babaei et al., 2021;
Garcin & Stéphan, 2021; Deng et al., 2023; Al-
varez et al., 2022; Mosteiro et al., 2021; Showalter
& Wu, 2019; Pang et al., 2023; Ozyegen et al., 2022;
Danesh Pazho et al., 2023; Kiran et al., 2018; Lépez
etal., 2013; Rao et al., 2022; Ntroumpogiannis et al.,
2023)

(Navarro et al., 2022)

While this claim is true, the informativeness of the PR curve for target deployment
metrics is not sufficient to conclude that the AUPRC is superior to the AUROC
in all cases of class imbalance. Despite this, it is often taken to assert this more
general claim without caveat.

As shown in Theorem 1, AUROC and AUPRC can both be naturally expressed
as a function of the expectation of the model’s false positive rate. More generally,
lack of dependence on one quadrant among the mutually dependent four quadrants
of a confusion matrix is not an informative property for the AUROC and AUPRC
metrics.

Metric utility for model comparison depends on how appropriately it prioritizes
model improvements, and is therefore less about the raw magnitude of the metric
and more about the situations in which the order of a set of models will differ under
one metric vs. another. One could easily make AUROC yield smaller values or
grow more quickly near optimality by simply exponentiating it, but this would not
yield a better metric.

This statement is too vague to be formally evaluated; whether or not this dependence
on prevalence is desirable depends on the context. For model comparison in general,
we argue it is not desirable in this form as it induces the biases inhere in AUPRC
previously discussed.

While this claim is true by Theorem 2, it is not clear why this would be desired in
general; this implicitly favors comparing “hard” negatives against “easy” positives
as opposed to “easy” negatives against “hard” positives.

This claim is underspecified, and un-true. AUROC always means the same thing,
probabilistically, and that meaning independent from class imbalance.

This is unfounded; both AUROC and AUPRC are weighted expectations over the
model’s false positive rate—AUPRC cares more about samples in regions of low
firing rate, not explicitly about positive or minority samples.

This claim is unfounded; the AUROC clearly depends on the model’s recall.
Besides, if recall is the measure of interest, then that should be measured explicitly.

Table 2. Various arguments and our responses to them present for this claim in the literature.

Kulkarni et al., 2021; Won et al., 2019; Stephenson et al., 2022; Srivastava et al., 2019; Moor et al., 2019; Danesh Pazho et al., 2023; Kiran et al., 2018; Steinbuss & Bohm, 2021; Ma et al., 2020; Karadzhov
et al., 2022; Ding et al., 2018; Mousavian et al., 2016; Rayhan et al., 2017; Vens et al., 2008; Rohani & Eslahchi, 2019; Lépez et al., 2013; Sahiner et al., 2017; Rao et al., 2022; Hibshman & Weninger, 2023;

Ntroumpogiannis et al., 2023; Weiss & Tonella, 2023; Hall et al., 2023; Goyal & Khiari, 2020; Boyd et al., 2013).

All papers identified, manual screening results, and extracted quotes can be found here: https://docs.google.com/
spreadsheets/d/1NjDpwoj_8EkIwtGZzwM6o6w2nbst-L1GIJPAqQUcCVINmMPEK/edit?usp=sharing.

H.5. Code Availability

All code pertaining to the literature review search can be found in the following GitHub repository: https://anonymous.
4open.science/r/arxiv_neurips_search-3127/README.md
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Claim

References

Valid?

Commentary

Precision-recall curves or other as-
sociated metrics may more appro-
priately reflect deployment objec-
tives than the receiver operating
characteristic.

AUPRC does not depend on the
number of true negatives, so will
be less optimistic than the AUROC

AUPRC will often be significantly
lower, farther from optimality,
and/or will grow more non-linearly
as model performance improves
than AUROC for low-prevalence
tasks

AUPRC depends on prevalence,
which is a desirable property

AUPRC better captures differenti-
ating a positive sample with high
score from a “hard” negative sam-
ple (“hard” meaning one also with
high score)

(Cook & Ramadas, 2020; Leisman,
2018; Saito & Rehmsmeier, 2015;
Yuan et al., 2015; Bleakley et al.,
2007; Ozenne et al., 2015; Rosen-
berg, 2022; Zhou et al., 2020;
Lichtnwalter & Chawla, 2012;
Yang et al., 2015)

(Leisman, 2018; Goadrich et al.,
2006; Cranmer & Desmarais,
2016)

(Leisman, 2018; Yuan et al.,
2015; Goadrich et al., 2006; Maz-
zanti, 2023; Rosenberg, 2022;
Zhou et al., 2020; Lichtnwalter &
Chawla, 2012; Yang et al., 2015;
Cranmer & Desmarais, 2016)

(Saito & Rehmsmeier, 2015; Goad-
rich et al., 2006; Yuan et al., 2015)

(Rosenberg, 2022)

v

While this claim is true, the informativeness of the PR
curve for target deployment metrics is insufficient to
conclude that the AUPRC is superior to the AUROC
in all cases of class imbalance. Despite this, it is often
taken to assert this more general claim without caveat.

As shown in Theorem 1, AUROC and AUPRC can
both be naturally expressed as a function of the expec-
tation of the model’s false positive rate. More generally,
the lack of dependence on one quadrant among the
mutually dependent four quadrants of a confusion ma-
trix is not an informative property for the AUROC and
AUPRC metrics.

Metric utility for model comparison depends on how
appropriately it prioritizes model improvements. There-
fore, it is less about the raw magnitude of the metric
and more about the situations in which the order of a set
of models will differ under one metric vs. another. One
could easily make AUROC yield smaller values or grow
more quickly near optimality by simply exponentiating
it, but this would not yield a better metric.

This statement is too vague to be formally evaluated;
whether or not this dependence on prevalence is desir-
able depends on the context. For model comparison in
general, we argue it is not desirable in this form as it
induces the biases in AUPRC previously discussed.
While this claim is true by Theorem 2, it is not clear why
this would be desired in general; this implicitly favors
comparing “hard” negatives against “easy” positives as
opposed to “easy” negatives against “hard” positives.

Table 3. Various arguments and our responses to them present for this claim in the literature.
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