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A Ginzburg-Landau approach to the vortex-domain wall interaction in
superconductors with nematic order
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In this work we study the interaction between vortices and nematic domain walls within the
framework of a Ginzburg Landau approach. The free energy of the system is written in terms of
a complex order parameter characteristic of s-wave superconductivity and a real (Ising type) order
parameter associated to nematicity. The interaction between both order parameters is described by
a biquadratic and a trilinear derivative term. To study the effects of these interactions we solve the
time-dependent dissipative Ginzburg Landau equations using a highly performant pseudospectral
method by which we calculate the trajectories of a vortex that, for different coupling parameters,
is either attracted or repelled by a wall, as well as of the wall dynamics. We show that despite
its simplicity, this theory displays many phenomena observed experimentally in Fe-based super-
conductors. In particular we find that the sign of the biquadratic term determines the attractive
(pining) or repulsive (antipining) character of the interaction, as observed in FeSe and BaFeCoAs
compounds respectively. The trilinear term is responsible for the elliptical shape of vortex cores as
well as for the orientation of the axes of the ellipses and vortex trajectories with respect to the axes
of the structural lattice. For the case of pining, we show that the vortex core is well described by a

heart-shaped structure in agreement with STM experiments performed in FeSe.

I. INTRODUCTION

The existence of the theoretically proposed electronic
nematic phase in strongly correlated systems [Il 2] has
been confirmed through an amount of experimental work
conducted in several systems [2]. The best documented
examples of electronic nematicity are two-dimensional
electron fluids in large magnetic fields at Landau levels
N >1 [3l[] and in the bi-layer ruthenate SrsRu2O7 (in
a range of magnetic fields) [5]. Nematicity is also seen in
diverse systems and it is believed to play a central role
in unconventional superconductors [6][7], in both cuprate
[BHIO] and iron-based [ITTHIR] family compounds. A key
fact supporting the interplay between nematic and super-
conducting orders is the fact that their phase boundaries,
as a function of doping, intersect near the composition
that maximises the superconducting critical temperature
[12], where the signature of a nematic quantum critical
point has been reported [I3]. A similar behaviour has
been reported recently in the family of nickel compounds
BalwaI‘wNiQASQ mm

Electronic nematic order [2] is a state of the electronic
fluid that spontaneously breaks the point group symme-
try of the underlying lattice. In this paper we will con-
sider the case of systems with translational symmetry
along the c axis and native Cy point group symmetry of
the a — b plane spontaneously broken down to one of its
C subgroups, with symmetry d,2_,2 or dz,. Although
this is the most common case, other point group sym-
metries, such as Cg, are relevant in several systems such
as dichalcogenide [21] and kagome materials [22]. Several

microscopic mechanisms can give rise to an electronic ne-
matic state including a Pomeranchuk instability [23H25],
orbital order [26] 27], or can arise as a vestigial order
of a magnetically [28, [29] and/or charge ordered state
[30, B1]. Electronic nematic states typically do not arise
in weakly interacting systems and are the result of strong
correlation effects.

In most experimental situations, the nematic phase
manifests as the result of the breaking of a discrete Cy
point-group symmetry of the underlying crystal struc-
ture of the material. It is generally expected that in a
nematic state the crystal should distort since there is al-
ways a coupling between the electronic degrees of freedom
and the lattice. How large this distortion is depends on
the microscopic mechanism behind the nematic order. In
some systems, such as in the underdoped YBasCusO7_s
the orthorhombic crystal structure sets in at high temper-
atures and electron nematicity is observed as an ordering
effect seen at lower temperatures [9]. On the other hand,
in some pnictides, such as in Ba(Fe;_,Co,)2Ass, nematic
order (without long range magnetic order) arises on a rel-
atively small fraction of the phase diagram while in FeSe
this situation occurs in a broader range of temperatures
and doping.

We should note that it is conceptually important to
distinguish a tetragonal-to-orthorhombic structural tran-
sition from an electronic nematic transition even though
both break the same point group symmetry. Most struc-
tural transitions are typically first order phase transi-
tions and generally do not exhibit significant thermal
ordering effects. In contrast, electronic nematic tran-



sitions can be continuous and have significant thermal
fluctuations near the ordering transition. The nematic
transition in the Fe superconductors appears to be either
continuous or weakly first order, which strongly suggests
that it is primarily driven by an electronic mechanism.
The Curie Law divergence of the nematic susceptibility
in the tetragonal phase is another evidence supporting
its electronic origin [13 [32]. However, since the nematic
state breaks the same symmetries as an orthorhombic
crystal structure it is hard to disentangle both effects.
In particular, many experiments often show a concur-
rent breaking of the C4 symmetry in the structural and
transport properties consistent with a transition driven
by electronic degrees of freedom [I4HIg]. On the other
hand, despite the considerable amount of experimental
evidence of the existence of electronic nematicity in the
Fe superconductors, there is still no consensus on its mi-
croscopic origin.

One of the consequences of the appearance of a
symmetry-breaking nematic phase is the formation of
a dense array of structural and nematic domains (ND),
that has been observed and characterised by several tech-
niques [12], 33]. The role of these domains and the walls
separating them, the so-called nematic domain walls
(NDW), in the properties of the normal metallic phase is
still under intense study and debate [34] 35].

An interesting and less explored issue concerns the rel-
evance of the nematic domains in the superconducting
phase. For instance NDW will, in principle, interact with
superconducting vortices. As nematicity is naturally cou-
pled to anisotropic strain, the existence of nematic do-
mains has been linked in some systems to the existence
and location of structural twin boundaries (TB), which
have been identified in several works as sources of corre-
lated vortex pinning (and in some cases of vortex chan-
nels) on their own [36H39]. The influence of NDW/TB in
the vortex dynamics in Fe based nematic superconduc-
tors has been reported in different magnetic and trans-
port experiments [12] 40l 4], and the NDW /TB-vortex
interaction has been directly observed in FeSe [42H45]
and Ba(Fe;_,Coy)2Asg [46H48] compounds. While in the
first case vortices are pinned by domain boundaries, in
the second case vortices avoid them.

At a phenomenological level the interplay between ne-
maticity and superconductivity can be in principle de-
scribed via the Ginzburg-Landau (GL) formalism. In its
simpler version, the GL free energy can be expressed as a
functional of two order parameters, a complex field asso-
ciated to superconductivity and a real (Ising type) field
associated to nematicity. To lowest order, these fields are
coupled via a trilinear term (involving derivatives) and a
biquadratic term. The main effect of the trilinear term
is to give rise to an anisotropy in the superfluid density
of the superconducting state, and manifests in the ellip-
tical shape of vortex cores. Although the coefficient of
the biquadratic term has to satisfy certain bounds, its
sign is not fixed a priori, representing order competition
(cooperation) when it is positive (negative). Experimen-

tally, the cooperative or competitive coupling manifests
in several ways. For example, in-plane anisotropic super-
conducting properties are reflected in elongated super-
conducting vortices oriented along the crystallographic
axes of the orthorhombic phase, as observed in early STM
studies in FeSe superconductors [42]. Also, flux flow re-
sistivity anisotropy [41], anisotropic critical current den-
sity [49], and anisotropic superconducting gap [50] are
additional evidences for in-plane broken symmetry in the
superconducting properties.

Finally, it is worth mentioning that the coupling of
electronic nematicity with strain might be more complex
than generally believed [51]. However, even in a simpler
scenario where NDW are univocally linked with struc-
tural TB they are an additional source of pinning (or
antipinning), in a way such that the final vortex-domain
wall interaction will result from the combination of struc-
tural and nematic vortex interactions.

The purpose of this work is to analyse from a the-
oretical perspective some properties of the NDW-vortex
interaction in the framework of a time-dependent GL the-
ory. To this end, we will use the simplest GL theory of a
nematic superconductor, with an s-wave superconductor
order parameter and an Ising-like nematic order param-
eter. Nematic domain walls can be present for two types
of nematic orders with d,, and d,>_,» symmetry respec-
tively, and the elliptically distorted vortices are oriented
differently relative to the crystallographic axis. For defi-
niteness, in the body of the paper we consider primarily
the d, nematic ordering. To further characterise the in-
teraction we calculate trajectories, energies and forces as
a function of time and distance. Despite the simplicity of
the model, we find that many features are qualitatively
consistent with experimental findings. The model can
successfully capture the elongation of vortex cores in the
presence of nematic ordering, and reproduces the pinning
(antipinning) of vortices on domain walls as well as other
features observed in experiments.

This paper is organised as follows. In Section [[I] we
describe the phenomenological GL model for the coupled
superconducting and scalar nematic order parameters.
The main calculations are presented in Section [[II] or-
ganised in different subsections. The numerical method
is first described, followed by the domain boundary effect
in the superconducting order parameter and in the single
vortex dynamics, where the role of the biquadratic and
trilinear coupling terms is considered. Finally, a sum-
mary and conclusions are presented in Section [[V]

II. GINZBURG-LANDAU MODEL

The total Ginzburg-Landau (GL) free energy of inter-
est is

F =Fs+ Fn + Fsn, (1)

where Fg is the standard energy for an s-wave complex
superconductor order parameter 1, F is the free energy
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FIG. 1. (a) Schematic representation of the domain wall and
the broken orthorhombic symmetry. Notice that the crys-
talline orthorhombic axes at each side of the wall form a 45
degree angle with the wall. (b) Profile of the normalised su-

~ ~ 9 -
perconductor ¥% = ‘3‘2 and nematic iy = 7L (see Egs. (10)

and (16) for deﬁnition;) order parameters for the competing
case with A2 > 0 (c) Same as (b) but for the cooperative case
with A2 < 0

for a real Ising-type nematic order parameter, and Fgy
is the coupling energy between them. For Fg we write

(VxA)?
87 ’
(2)
where the superfluid Cooper pair density is n, = [1|?, A
is the magnetic vector potential that relates to the mag-
netic induction as Vx A = B and D = —iV — ;= A is the
covariant derivative. Although m stands for a parameter
with dimensions of mass, it should not be taken as the
mass of any particle or quasiparticle but as a parameter
related to the phase stiffness of the order parameter. The
charge of the Cooper pairs (twice the electron charge)
will be noted as e while i and ¢ are the reduced Planck
constant and the speed of light respectively.

We will consider configurations that are translational
invariant along the c-direction, which implies that any de-
pendence on this coordinate will be hereby ignored. As
for the coordinates in the ab plane, attention has to be
drawn to the choice of axes. In Fe-based superconductors
(as well as in many cuprates), nematicity occurs simul-
taneously with a tetragonal to orthorhombic structural
phase transition, with the ab basis rotated in a /4 angle
between the different phases. In this work we will choose

_ o Bia, P 2
Fg = agr|y| +§|1/)| +*2 Dy +
v m

our ab base to coincide with that one of the tetragonal
phase.

The contribution of the nematic Ising type order pa-
rameter to the GL free energy is given by

Fy = / [72(V77)2 +v3m® + %n“], (3)
\%

while the coupling between superconductivity and ne-
maticity is given by two terms

Fsn = Fyi + Fypi. (4)

The first one is a biquadratic coupling of the form

Foi = A /V 2. (5)

This term indeed does not depend on the specific char-
acter of the nematic order parameter, and it could be
present even if n was a true scalar field.

In addition, there could be a trilinear term of the form

K2 .
Fy = %Al/‘/neijpﬂzb(pjw) ) (6)
where
1
eij = 2(ninj — 55@')7 (7)

and n = (cosq,sina) is the director signalling orienta-
tion of the nematic order with respect to the coordinate
basis (which in this work corresponds to the tetragonal
phase). A model of this type was used, for instance, in
[52] to study vortices in the London limit, and more re-
cently in [53] where vortex-vortex interactions were anal-
ysed.

In the present paper, and inspired by nematicity in Fe-
based superconductors, we will choose « as follows: As
the director aligns according to one of the orthorhombic
axes, if we choose & and gy directions to coincide with
the tetragonal axis, then o = 7/4 (¢f. [62] B3], where
Z and gy were chosen as the orthorhombic axis and then
a = 0). During the phase transition, structural domains
with different orientations of the orthorhombic axes can
form, separated by a domain wall or twin boundary as
shown schematically in Fig

Note that while the biquadratic coupling between the
nematic and superconductor order parameters can be
present even in the case in which 7 is a standard scalar
field, the trilinear term is instead a genuine nematic cou-
pling. The biquadratic coupling parameter Ay can be
either positive or negative (within some bounds), result-
ing in competition or cooperation of the nematic order
parameter with superconductivity. A non-zero A; on the
other hand will result in elliptical vortices and its sign
will select the orientation of the major axis of the ellipse
with respect to the nematic order director.
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(a, b and c): Snapshots of the density plot of [)|? for the purely biquadratic case in the attractive regime with

A2 = —0.5 and a wall width of I, = £ = 0.04. The vertical (horizontal) dashed line represents the z = 7/2 ( y = 7/2) axis, for
visual guidance. Once the vortex is pinned, it changes its symmetry to align with the direction selected by the wall. (c, d and

e): same plots as in a, b and ¢ but for the repulsive case with A2 = 0.5 and the same wall width. The domain wall bends
sharply as the vortex is repelled and retakes its original form once the vortex is far from the wall. Notice that once the vortex
leaves the domain wall it retains its cylindrical symmetry. (see text below).

As we did in [53], we consider dissipative dynamics
[54] and write the time dependent equations for the order
parameters and the electromagnetic fields as

h? 0F o SF  h? oF

Maﬂﬁ = —w, C—zatA =T 5A —2mDn8tn = _ﬁ)
8

In the above expressions, D and D, are two diffusion
constants (one for each order parameter, and not neces-
sarily equal), and o is the electrical conductivity of the
normal state.

Three different length scales are present in the system,
namely

K2 mc? Y2
A7 ;

&=

- 2mlacr|’

dme?po’ T sl ®)
where &, A\;, and [, are the bare superconductor coher-
ence length, the bare London penetration length (where
po = %), and the bare nematic coherence length re-
spectively. We can rewrite the superconductor and ne-
matic order parameters in terms of two dimensionless
order parameters ¥ and 77 as

Y =1/pot, 1 =10 (10)

%, and redefine the vector potential in

terms of a simpler quantity a as

where nZ =

melagr|
A= ——""""14 11
P (11)

In terms of the newly defined variables, the total free
energy can be written as:

F=laculm [ 5097 - D+ VI - alm(@*Vi)+
\%
1
e
Aoii*? = EMi(Det)) Dy + (Dy)) D],

2
- r
0% + “L(V x @)? + Ta(Vi)? + (7 = 1)+

(12)

where as we mentioned before, we have set the director
angle for the nematic parameter as o = /4, and have
redefined parameters as

_ V2 o um
Py = oy, Ta= o
lacr|(po/ng) lacr|(po/ng) (13)
Q Aon? Q Ao
Az = s A=
|OcGL| h



We have also introduced the GL parameter in its usual
definition as

_ A
-

Notice that these redefinitions imply that I'y has dimen-
sions of [L]?, while the rest of the parameters are dimen-
sionless. The nematic coherence length with these new
variables is calculated as l% = 1%

We will work under the assumption that both super-
conducting and nematic symmetries are broken. For con-
stant order parameters, the minimum energy is achieved

when the interaction potential is minimised,

K (14)

T2 = Los9 19
V(3P 3 =placel | 5057 - 0%+
ry
B

(15)
(7% — 1) + Ao 9| %72

On the minimum, the order parameters take the values

2 A
~2_1_)\2 ~2_17F7421 (16)
v \2’ v A2’
1 22 1— 22
I'4 I'4

and thus the free energy is

(17)

b2 —1)(92 + 72
Fy = |OZGL|p0V(¢U ;(¢u 771;).

Uk
For further convenience we will refer the energy to this
value,

F=F—F,. (18)

The theory can be reformulated in terms of a dimension-
less time parameter 7, related to the physical time t by

h2

= —rcr 19
27)’1D|OLGL‘T7 ( )

if we also redefine the conductivity and the nematic di-
fussion constant as

_4mo 2mD|agr|

2 72 ) D, = Dn(PO/Ug)' (20)

g1

The explicit form of the equations can be found in [53].

III. VORTEX-DOMAIN WALL INTERACTION

A. Numerical method

Calculations were performed using the Geophysi-
cal High-Order Suite for Turbulence (or GHOST for
short [55] 56]), which uses a high-order pseudo-spectral
method. Following Ref. [57] we consider configurations
in a [0, 27] x [0, 27] simulation box using 512 x 512 grid
points. We only focus on a [0, 7] x [0, 7] sector, since the

other sectors serve as images to satisfy the periodicity
in the [0,27] x [0,27] domain required by the pseudo-
spectral method. The initial conditions depend on the
number of singularities (domain walls or superconduct-
ing vortices) under consideration.

As discussed in [53], the initial condition for a single
vortex located at (x/L,y/L) = (w/2,7/2) is taken as

A /\e 1 12
\(//\:—Tw/; anh %, (21)

where the Clebsch potentials are A\(z) = v/2cosz and
u(y) = V2 cosy (a shift in the vortex position is trivially
achieved by modifying the Clebsch potentials), and the
initial condition for the vector potential is

111(5671/,15 = 0) = %

az(x,y,t =0) = agsin (x) cos (y), (22)
ay(z,y,t =0) = —ag cos () sin (y), (23)

which is a well known initial condition in fluid dynam-
ics known as a Taylor-Green flow. The resulting initial
magnetic field B,(z,y,t = 0) = 2a¢sinzsiny (with ag
a normalisation constant related to the total flux in the
simulation box, see [53]) satisfies the necessary conditions
of periodicity and is easy to implement numerically.

For the simulations carried out in this paper we set
the nematic coherence length to be equal to the super-
conducting coherence length I, = £ = 0.04. We set

K= % (this choice might no be realistic for real super-

conductors, but makes simulations simpler as all relevant
length scales are of the same order). For simplicity we
have also set pg = g = 1 and T'y = 1 (notice that this
choice also sets the value of I';). On the other hand,
we have chosen D,, = D = %, and the dimensionless
conductivity as g1 = 15. The values of these constants
can be relevant in setting time scales for equilibration
processes and energy dissipation but will not alter the
main conclusions of this work. An integration time step
dt = 6 x 107° was used, consistent with the required
Courant—Friedrichs—Lewy condition for stability of the

numerical solution (see [53]).

B. The superconductor order parameter and the
domain wall

It is well known that an Ising type order parameter
theory admits non trivial solutions representing a two
dimensional defect, or a domain wall. For instance, it is
easy to check that when 5\1 = 5\2 = 0 a static solution for

7 is

i(x) = 7, tanh (é) (24)

which represents a domain wall located at x = 0, follow-
ing the typical orientation of a structural twin boundary
(the position and orientation of the wall can be easily
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FIG. 3. (a) Distance of the vortex from the NDW, measured from the center of the wall, as a function of time for different
values of Ay (with A\; = 0) (b) Dimensionless interaction energy as a function of the distance of the vortex to the center of the
NDW (see Eqs. (27-30) for definitions) (c¢) Dimensionless interaction force as a function of the vortex distance from the NDW.

The dashed vertical line indicates the domain wall edge.

changed). Here, [, is the nematic coherence length de-
fined in Eq. @[) and related to the domain wall thickness.

In this subsection we explore the interaction of a do-
main wall of this type with a superconducting vortex,
placed at different distances from the nematic domain
wall. In order to induce the domain wall formation at
the /L = 7/2 plane, we take the initial condition corre-
sponding to the nematic order parameter as

n(z,y,t =0) = 7771)1 tanh <)\2(lx)> (25)
tanh (\/il,,,) n

As a first test of the numerical method, we verified
that for the pure nematic theory the initial condition
evolves to the exact solution . The energy per area
of the domain wall can be calculated explicitly, resulting

4
Eyaun = §P0|QGL|\/ 21y, (26)

where the area of the wall is L, x L, = 2. Our simula-
tions indicate that the initial condition proposed for the
nematic order parameter rapidly converges to the exact
solution for the wall, and the energy can be numerically
computed with precision down to O(107%).

We continue studying the behaviour of the supercon-
ductor order parameter in the presence of a domain wall.
We first consider the case in which A\ # 0, A\; = 0, and
the initial configuration for the superconductor order pa-
rameter is [1)|?> = po (i.e, there is no vortex). We show
in Fig. (Fig. that superconductivity is enhanced
(depressed) for positive (negative) values of Ay. This is
consistent with the fact that the order parameters com-
pete (cooperate) for positive (negative) values of As.

C. A single vortex in the presence of a nematic
domain wall

We now turn to study the case of a single vortex in
the presence of a nematic domain wall. We first study
the effect of the biquadratic coupling and after that we
see how these results are modified when the trilinear cou-
pling is active. As we mentioned before, the biquadratic
coupling would be present even in cases where the order
parameter was a scalar, so results in this subsection could
apply to a more general range of theories.

1.  Biquadratic coupling

Before entering into the details of the simulations, it
is clear that for A > 0 (A2 < 0) the interaction will
be repulsive (attractive). Because superconductivity is
enhanced for positive coupling, the vortex will move its
normal core away from the wall in order to minimise the
free energy, thus exhibiting a repulsive interaction be-
tween the vortex and the domain wall. On the other
hand, since superconductivity is depressed for negative
coupling, we expect that the normal core will tend to
remain on the domain wall, resulting instead in an at-
tractive interaction. It is also easy to predict that the
interaction is short ranged.

_We show in the top panel of Fig. [2| the density plot of
|¢(z,y)|? for the attractive case (A2 < 0). We start with
a vortex at a distance d = 3¢ from the domain wall, and
after a finite time the vortex becomes pinned to the wall.
Notice that the wall has its own dynamics, and it bends
during the pinning process. The rigidity of the wall is
controlled by the parameters of the theory. In the bot-
tom panel of Fig. [2| we show the same density plot but



5\2 50 C1 C2

0.1 0.617 1.658 2.434
0.2 1.176 2.490 2.757
0.3 1.703 3.358 3.044
0.4 2.223 4.546 3.413
0.5 2.761 6.328 3.922

TABLE I. Fitting parameters for the energy as a function of
the vortex-domain wall distance in the biquadratic repulsive
regime (see text for details).

for the repulsive case (A2 > 0). For this simulation we
placed the vortex within the domain wall and waited until
it was repelled. Remember that the effective supercon-
ducting coherence length depends on the value and sign
of Ao, and thus the core size is noticeable larger than in
the attractive case. The wall bending effect is also more
pronounced in the repulsive than in the attractive case.

Far from the domain wall the vortex core has cylin-
drical symmetry, but as it is attracted to the NDW the
vortex loses this symmetry and ends up elongated along
the direction selected by the domain wall. The lack of
cylindrical symmetry is more evident when the A; cou-
pling is turned on, as we will discuss soon. Since there is
no direct coupling between the vector potential and the
nematic order parameter, the lack of cylindrical symme-
try is less pronounced in the magnetic field (not shown).

We now characterise the interaction between the vor-
tex and the domain wall in a more quantitative way. For
the sake of clarity we mostly focus on the repulsive case
(a similar analysis can be performed for the attractive
case). In Fig. |3| we show the trajectory of the vortex
core as a function of time, the interaction energy per
unit length, and the force per unit length as a function
of the distance of the vortex core to the wall, for different
values of the biquadratic coupling parameter. For these
simulations the vortex was placed on top of the domain
wall in an unstable equilibrium, signed by the transient
time that it takes for the vortex to begin its movement.
We see that the vortex acquires maximum acceleration
at the boundary of the wall, as shown in Fig.

To calculate the interaction energy we first calculate
the domain wall energy and the energy of an isolated
vortex (with no domain wall), and we then substract
these energies from the total energy in the simulation
domain. More precisely, we are interested in energies per
unit length of the vortex. As we are assuming traslational
symmetry along the ¢ axes, this amounts to integrating
over the ab plane. Notice that we defined dimensionless
coordinates & = z /€, § = y/&, and field & = a/€. Thus,
energies per unit length can be expressed as

E = E,¢, (27)

where £ is a dimensionless function of the variables k, 5\1,
Ao, Ty, and T'y/€2, and Ej sets the scale for the energy

per unit length,

2 2
~ QG H
Eq = |agr|poé® = |ﬂ|§2 = 477:_527 (28)

where H, is the thermodynamic superconducting critical
magnetic field.

We can define the dimensionless interaction energy be-
tween the vortex and the NDW as:

ET - Evortez - Ewall

gin = =~
t EO

(29)

Using this data we can reconstruct &;,:(x) and calculate
the effective force per unit length F, sy between the vor-
tex and the wall as

~ 851nt HCQ

Fery =— o :Fo]::Eff, (30)

where F is a dimensionless function. The data can be
fitted by a simple expression of the type
&o

. 2 x *
1 + ¢;sinh o

Epit = (31)

The coefficients that fit the aforementioned energies can
be found in Table [Il

Figure [3c| shows the calculated interaction force be-
tween the domain wall and the vortex, where we have
scaled the position in units of the coherence length. No-
tice that the maximum of the force occurs in the vicinity
of the domain wall edge, marked by the dashed vertical
line in Fig. The force exponentially tends to zero
as the vortex leaves the wall, confirming the short range
nature of the interaction.

2. The effect of the trilinear term

We next study the case in which the Cy breaking cou-
pling is present. It has been observed in many exper-
iments (see below) that vortices are elliptical with the
axes of the ellipsoid oriented along the axes of the or-
thorhombic phase. The trilinear term in our model re-
produces that effect. To see this we take the trilinear
term with n constant and fixed. Then, the free energy is

- B2 . (VxA)?
Fs:/ QGL"I;ZJ|2+§|¢|4+7Z1JDZ’¢)D1¢ +ua
% 2 2m 8m
where dgr, = agr, + A\2n? and
lij = (5” + /\161']' = (1 — )\177)(51']‘ +2\17 NN (32)

After using the expression of n; with a = 7/4, this
becomes

1=15,2 + )\1’/] o1, (33)
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FIG. 4. Snapshots of the superconductor order parameter |1j~)|2 with C4 symmetry-breaking coupling A = 0.5 and a repulsive

interaction with the wall 5\2 = 0.5. The GL parameter is set as Kk =

%. The wall width is the same as the superconductor

coherence length. As the vortex leaves the wall the trajectory is deviated from the y = /2 line, as opposed to the purely
biquadratic coupling, where the trajectory evolves along curves with constant y.

with oy the symmetric Pauli matrix. The eigenvalues of
1 are

Il =1+ |\, (34)
resulting in elliptical vortices with core size axes

Ry

Smdcy (35)

&=
Defining the eccentricity of an ellipse as e = (1 —
a% /a?2)V/?, where a> (a<) are the larger and smaller
axes, we obtain that e = [2|A1n]/(1 + [\179])]'/? (remem-
ber that within our approach |A1n| < 1, and hence e < 1).

We next consider the dynamics of an elliptical vortex
in the presence of a domain wall. The description in this
case is not intuitive as we find the opposite behavior as
that observed before for \; = 0: the trajectory of the
vortex is not a straight line perpendicular to the wall.
In Fig. @ we present snapshots of the superconductor
order parameter for Ao = 0.5 and A\; = 0.5, As before, we
have chosen for this figure the bare nematic coherence
length to be I, = £ A positive Ao causes the vortex
to be repelled perpendicular to the wall into a region
of increasing nematic order parameter, where the vortex
becomes more elliptical as the nematicity increases, as
5\1 = 0.5. This causes the vortex to deviate from its
expected perpendicular trajectory.

In Fig. we show the coordinates Z(t), g(¢) of the
vortex as a function of time, and the trajectories in the
plane §(Z) for fixed Ay and varying ;. Contrary to the
purely biquadratic case, the vortex trajectory has a com-
ponent parallel to the wall. While the component per-
pendicular to the wall is weakly affected by the value of
A1 (see Fig. , the component parallel to the wall (see
Fig. is roughly linear with A Plotting the trajec-
tories followed by the vortices (Fig. we notice that
deviation angles are directly proportional to M and, as
expected, the angle tends to zero when A; — 0.

For the attractive case the vortex is pinned to the wall.
Due to the different values of the nematic order param-
eter across the wall, the vortex core displays a peculiar
symmetry pattern corresponding to the superposition of
two ellipses with axes that are rotated at different sides
of the wall, producing a structure with a heart-shaped
core. Indeed, as shown in Fig. [6a] the vortex core is well
described by the contour lines of the “heart” function,

hx,y) = (2 = 20)* + (y — y0)* £ 2PMam ||z — 0| (y —(yo)),

36
where (x0,y0) = (7/2,7/2) corresponds to the center of
the vortex. This pattern for a vortex core pinned to a wall
is indeed very similar to the one observed via STM mea-
surements for FeSe in Ref. [44]. Note that even though
the GL theory considered here is simpler than the one
used in Ref. [44], the pinned vortex shape is very similar
to that found in theoretical and experimental studies.

IV. SUMMARY AND CONCLUSIONS

In this paper we addressed vortex-nematic domain wall
interactions in a Ginzburg-Landau theory of an s-wave
superconductor interacting with a real (Ising type) ne-
matic order parameter. The choice of a real order param-
eter (as opposed to nematic order in liquids described by
a tensor order parameter) is inspired by the phenomenol-
ogy of Fe-based superconductors, where nematicity man-
ifests as the breaking of a Cj symmetry down to a Cy
symmetry. Since the nematic order parameter is of Ising-
type, it gives rise to domains whose presence is eventually
dictated by boundary conditions, thermal history, and
additional interactions of the nematic order parameter
with other degrees of freedom.

In the simple GL theory we have considered the super-
conductor order parameter, and the nematic order pa-
rameter interaction is introduced via two terms: a bi-
quadratic coupling and a trilinear derivative coupling.
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FIG. 5. Panels (a) and (b) respectively show Z(¢) and g(t), measured from the centre of the NDW, as a function of time for
different values of A;. (c): Vortex trajectories g(Z(t)) for several values of A\;. As the coupling tends to zero, the trajectory

becomes perpendicular to the NDW.

The biquadratic term is mainly responsible for the at-
tractive or repulsive character of the interaction, while
the trilinear term modifies the in-plane superconductiv-
ity, affecting the shape of the vortex and its trajectory
(that is not necessarily a straight line perpendicular to
the wall in the repulsive case).

In Fe-based superconductors, the nematic domain
walls are often linked to twin boundaries separating two
different orthorhombic domains. A more complete treat-
ment of the problem would then require the introduction
of elastic terms in the free energy, taking into account the
coupling of these elastic terms with the superconductor
order parameters and the nematic order parameter. For
symmetry reasons, it is expected that twin-boundaries
and nematic walls will be strongly coupled. In the sim-
plest scenario it is usually assumed that they are super-
imposed. Yet their properties could be different. For
instance, their width, and as a consequence the extent
of its influence on the superconducting properties, could
differ. Thus, the final behaviour of the vortex will be the
result of these two combined effects, i.e., vortex-nematic
domain wall and vortex-twin boundary interaction.

Despite its simplicity, the model captures some rele-
vant features of vortices in Fe based superconductors.
As an example, the elongated vortex shape, related in
our calculations to the trilinear derivative coupling, has
been observed in FeSe crystalline films (see, e.g, [42]).
The attractive vortex-domain wall interaction that re-
sults in our model mainly from a negative bi-quadratic
coupling term, is consistent with the observed vortex ac-
cumulation on FeSe domain boundaries, where degraded
superconductivity was found [42, @4]. On the other
hand, the repulsive character observed in underdoped
Ba(Fe;_,Co,)2Ass, explained by the observation of en-
hanced superfluid density on twin boundaries [33], is con-
sistent with a positive bi-quadratic coupling term. As for

0.00

FIG. 6. (a) Calculated density of the superconductor order
parameter \1p|2 for a vortex pinned to a nematic domain wall

with \1 = 0.5 and x = jﬁ The nematic domain wall is

represented by the black dotted line, and the orthorhombic a
and b axes on each domain are shown with white arrows. (b)
Experimental zero-bias conductance image from T. Watashige
et al. [44], showing vortices pinned to a domain wall at T =
1.5 K and a magnetic field of 1 T applied along the c axis.
Crystallographic axes are shown in white arrows. Note that
the color code between figures in both panels is inverted: in
panel (a) dark corresponds to the vortex core while in (b) the
core is represented with white.

the calculated peculiar cordate vortex core shape formed
when the vortex is pinned on a domain wall, as shown
in Fig. [6a] , it is remarkably similar to the shape ob-
served by the STM measurements shown in Fig. [6H] for
cleaved single FeSe crystals [44]. Furthermore, there are
some interesting features predicted by the model still to
be explored experimentally through direct observation
techniques in Fe-based compounds, as the relationship
between the anisotropy of the vortex core, domain wall
directions, and vortex trajectories.



Finally, there are several lines of research in which
our research can be extended. As mentioned before, the
introduction in the formalism of the elastic degrees of
freedom is fundamental to understanding the resulting
NDM/TB interaction. Finally, the implementation of
appropriate boundary conditions to describe vortex lat-
tices, and the way lattices are affected by the presence
of domains and the introduction of external currents to
study the dynamics of pinning are of interest. We hope
to return to these questions in future studies.
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