
ar
X

iv
:2

40
1.

17
90

8v
3 

 [
m

at
h-

ph
] 

 2
7 

M
ar

 2
02

4

Duality of quantum geometries

Jan Naudts

Universiteit Antwerpen
Physics Department, Universiteitsplein 1, 2610 Antwerpen, Belgium

Jan.Naudts@uantwerpen.be

https://orcid.org/0000-0002-4646-1190

Abstract

Quantum connections are defined by parallel transport operators

acting on a Hilbert space. They transport tangent operators along

paths in parameter space. The metric tensor of a Riemannian mani-

fold is replaced by an inner product of pairs of operator fields, similar

to the inner product of the Kubo-Mori formalism of Linear Response

Theory. The metric is used to define the dual of a quantum connec-

tion. The gradient of the parallel transport operators is the quantum

vector potential. It defines the covariant derivative of operator fields.

The covariant derivatives are used to quantify the holonomy of the

quantum connection. It is shown that a quantum connection is holo-

nomic if and only if its dual is holonomic. If the parallel transport

operators are unitary then an alpha-family of quantum connections

can be defined in a way similar to Amari’s alpha family of connections

in Information Geometry. The minus alpha connection is the dual of

the alpha connection. In particular, the alpha equal zero connection

is self-dual. An operator field can be combined with a path in pa-

rameter space to produce a path in operator space. A definition is

given for such a path in operator space to be autoparallel. The path

in parameter space is then a geodesic for the induced connection.

1 Introduction

This research is part of an effort to generalize results of Information Geometry
[11, 16, 23, 24] to the non-commutative context. Several approaches have
been tried out already.
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Chapter 7 of [16] starts from a quantum state space formed by density ma-
trices on a Hilbert space. Hasegawa [13] introduced an alpha family of quan-
tum divergences for pairs of density matrices. More generally, the density
matrices are replaced by states on a C∗-algebra. These states form a dif-
ferentiable manifold that can be studied by the techniques of Information
Geometry. Many authors have followed this approach [26, 27, 28, 29, 32, 33].
The approach has two drawbacks. Based on works of Araki [5] it is argued
in [31, 32] that the definition of quantum exponential families is highly non-
unique because of the non-uniqueness of the Radon–Nikodym derivative in a
non-commutative context. The other drawback is that the approach with a
differentiable manifold of quantum states is far away of the current practices
in both Solid State Physics and in Quantum Field Theory.

The present work shifts the emphasis from quantum states to tangent op-
erators. Intuitively, tangent operators are directional derivatives of smooth
paths in the space of bounded operators on the Hilbert space. This yields a
different starting point than when one considers paths in the space of quan-
tum states. The latter point of view is worked out in [30] for a relativistic
field of quantum harmonic oscillators. The quantum states are parameter-
ized by positions in spacetime. The tangent vectors are linear function-
als on a von Neumann algebra. Gauge transformations implement parallel
transport along paths in spacetime. Much of this approach is taken over
by the present work. However, spacetime is replaced by an arbitrary finite-
dimensional space of parameters. The usual identification of a vector of
parameters with a point in a differentiable manifold is replaced by an iden-
tification with a tangent space of wave functions, subspace of the Hilbert
space. After introduction of an inner product in the way it is done in the
Kubo-Mori formalism [3, 4, 6, 7] this tangent space becomes a tangent space
of operators.

Parameterized statistical models belonging to an exponential family are the
central study object of Information Geometry. Their geometry is described
by a connection which is the dual of the Euclidean connection on the space
of canonical parameters. An important result (see Theorem 3.6 of [16] or
Theorem 2 of [34]) states that if a connection is flat then the dual connection
is flat as well. Hence, the geometry of a statistical model belonging to an
exponential family is flat. In the present work the analogue of the Euclidean
connection is a quantum connection with unitary parallel transport opera-
tors. It is shown in Proposition 12.2 below that if a unitary connection is
holonomic then the dual connection is holonomic as well.

The structure of the paper is as follows. Sections 2 to 6 introduce the notion
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of a quantum connection and of a metric operator. The dual of a quantum
connection is defined in an obvious manner. Unitary connections are dis-
cussed in Section 4. Starting from Section 7 the parallel transport operators
are considered as gauge transformations, the directional derivatives of which
define the quantum vector potential. Sections 9 and 10 elucidate the relation
that exists between the antisymmetric force tensor and the holonomy of the
quantum connection. Sections 13 and 14 show how the quantum geometry
makes the parameter space into a Riemannian manifold.

Section 15 treats the quantum exponential family as an example. Next it
is shown that the dually flat geometry of Amari [11, 16], with its e- and
m-connections, is a commutative subcase of a dually holonomic quantum
geometry.

Section 17 contains a discussion of various issues that arise in the previous
sections. Finally, Section 18 evaluates the results obtained so far.

2 Tangent operators

In Solid State Physics the Kubo-Mori formalism of Linear Response Theory
[3, 4, 6] replaces the tangent vectors of a Riemannian manifold by operators
acting on a Hilbert space. For a mathematical foundation see [7, 8]. The
Riemannian metric is replaced by a complex inner product/scalar product
defined on pairs of operators. It is of the form

(X, Y )∼ = (T X Ω, T Y Ω), X, Y ∈ M. (1)

with X, Y bounded operators on H belonging to some von Neumann algebra
M. The vector Ω is a normalized element of the Hilbert space H . Its is called
the wave vector in what follows. The operator T is a strictly positive self-
adjoint operator with domain including MΩ. It is called the metric operator
in what follows,

The situation described above can depend on a vector of parameters θp,
p = 1, 2, · · · , n, belonging to some convex open domain M in Rn. For the
sake of simplicity the Hilbert space H is assumed to be independent of θ.
The von Neumann algebra M, the metric operator T , the wave function Ω
and the inner product receive a lower index θ to stress there dependence on
the parameters θp.

In the Literature the inner product (·, ·)∼ is interpreted as a quantum sta-
tistical correlation between pairs X, Y of observable operators. Here, the
operators belonging to M are called tangent operators and are considered
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to be the analogues of the tangent vectors of a Riemannian manifold. For
convenience, also unbounded operators affiliated with M are considered to
be tangent operators. The inner product (·, ·)θ is the inner product defined
in the tangent space of the quantum manifold at the point labeled θ, i.e.

(X, Y )θ = (TθXΩθ, TθY Ωθ), X, Y ∈ Mθ. (2)

The points of the quantum manifold are the quantum states. However, they
are not further specified in the present paper. The quantum manifold is
assumed to be fully specified by its tangent spaces. The conventional iden-
tification between the set of parameters M and the manifold is replaced by
an identification between a vector of parameters θ and the corresponding
tangent space.

For convenience, it is assumed throughout the paper that the metric oper-
ators Tθ are bounded operators with bounded inverse. This avoids some of
the technical discussions about domains of unbounded operators. In addi-
tion, they satisfy

TθΩθ = Ωθ, θ ∈ M.

It is also assumed that MθΩθ is dense in the Hilbert space H . This implies
that the inner product (·, ·)θ is non-degenerate. It makes the linear space M

into a pre-Hilbert space the completion of which is denoted Hθ. The adjoint
of an operator X on the Hilbert space H is denoted X†. On the other hand,
the adjoint of an operator X̂ on Hθ is denoted X̂∗.

3 Quantum connections

Definition 3.1 A quantum connection Π̂ is determined by a collection of
parallel transport operators Π(γ)ts. These are bounded linear operators acting
on the Hilbert space H . They describe the transport of tangent operators
from γs to γt along a smooth path γ : t 7→ γt in the space of parameters M.

The following properties are assumed.

A1 Π(γ)tt is the identity operator;

A2 The inverse of Π(γ)ts exists and equals Π(γ)st ;

A3 If X is a tangent operator at γs then Π(γ)tsX Π(γ)st is a tangent oper-
ator at γt, i.e.

Π(γ)tsMsΠ(γ)
s
t = Mt;
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A4 The wave vector Ωθ appearing in the definition (1) of the quantum
metric is covariant in the sense that

Π(γ)tsΩs = [Π(γ)st ]
†Ωs = Ωt.

Note that Ms is written instead of Mγs if it is clear which path γ is intended.
A similar remark holds for other quantities.

From the transport operators one can derive [1] covariant derivatives and
connection coefficients. This will be done further on.

Introduce operators Π̂(γ)ts acting on Hs, defined by

Π̂(γ)tsX = Π(γ)tsX Π(γ)st , X ∈ Ms. (3)

The operator Π̂(γ)tsX belongs to Mt by assumption A3.

Proposition 3.2 Assume that Tt is a bounded operator with bounded in-
verse. Then Π̂(γ)ts is a bounded operator. Its adjoint is given by

[Π̂(γ)ts]
∗ = Ẑs

t with Zs
t = T−2

s [Π(γ)ts]
† T 2

t . (4)

Proof

Calculate

(Π̂(γ)tsX, Π̂(γ)
t
sX)t =

(

TtΠ(γ)
t
sX Ωt, TtΠ(γ)

t
sX Ωt

)

≤ ||Tt||
2 ||Π(γ)ts||

2 ||X Ωt||
2

≤ ||Tt||
2 ||Π(γ)ts||

2 ||T−1
t ||2 (X,X)t.

This shows that Π̂(γ)ts is bounded by

||Π̂(γ)ts||t ≤ ||Tt|| ||Π(γ)
t
s|| ||T

−1
t ||.

Let us finally show (4). One has

[Zs
t ]

−1Ωs = T−2
t [Π(γ)st ]

† T 2
sΩs

= Zt
sΩs

= Ωt.
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Use this to calculate for X in Ms and Y in Mt

(X, Ẑs
t Y )s = (TsXΩs, TsZ

s
t Y [Zs

t ]
−1Ωs)

= (TsXΩs, TsZ
s
t Y Ωt)

= (XΩs, [Π(γ)
t
s]
† T 2

t Y Ωt)

= (TtΠ(γ)
t
sXΩs, Tt Y Ωt)

= (Tt Π̂(γ)
t
sXΩt, Tt Y Ωt)

= (Π̂(γ)tsX, Tt Y )t.

This shows that the adjoint of Π̂(γ)ts is Ẑ
s
t .

�

4 Dual connections

In the context of Differential Geometry dual connections are defined rela-
tive to the metric in the tangent space and relative to a path t 7→ γt in
the manifold. In an analoguous way one can define the dual of a quantum
connection.

Definition 4.1 A dual quantum connection Π̂⋆, if it exists, is defined by
transport operators Π∗(γ)ts which satisfy

(

Π̂(γ)tsX, Π̂
⋆(γ)ts Y

)

t

=

(

X, Y

)

s

, X, Y ∈ Ms. (5)

The proof of the following proposition is straightforward.

Proposition 4.2 If the assumptions of Proposition 3.2 are satisfied and the
dual quantum connection Π̂⋆ exists then it is unique and it is given by the
adjoint of the inverse of Π̂, i.e.

Π̂⋆(γ)ts = [Π̂(γ)st ]
∗. (6)

The problem of the existence of the dual quantum connection is that a dual
defined by (6) should satisfy the assumptions A1, A2, A3, A4 formulated in
Section 3.

Proposition 4.3 Assume that the metric operators Tθ are bounded opera-
tors with bounded inverse. Assume in addition that X in Mθ implies that
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T−2
θ X†T 2

θ belongs to Mθ as well. Then each quantum connection Π̂ has a
unique dual w.r.t. the metric operators Tθ. It is given by

Π⋆(γ)ts = T−2
t [Π(γ)st ]

† T 2
s (7)

and it satisfies (6).

Proof

Let Π⋆(γ)ts be defined by (7), i.e.

Π⋆(γ)ts = Zt
s with Zt

s = T−2
t [Π(γ)st ]

† T 2
s .

These operators clearly satisfy assumptions A1, A2 and A4 of Section 3.

One has for an arbitrary X in Ms

Ẑt
sX = Zt

sX Zs
t

= T−2
t [Π(γ)st ]

† T 2
s X T−2

s [Π(γ)ts]
† T 2

t

= T−2
t

(

Π(γ)ts T
−2
s X† T 2

s Π(γ)
s
t

)†

T 2
t .

It is easy to see using twice the additional assumption of the proposition that
this operator belongs to Mt. Hence, assumption A3 is also satisfied.

One concludes that Π̂⋆, as defined by (7) satisfies the assumptions A1 to
A4 of Section 3. Hence, it is a quantum connection. It then follows from
Proposition 3.2 that (6) is satisfied.

�

Another way of writing (7) is

T 2
s = Π†(γ)ts T

2
t Π

⋆(γ)ts. (8)

Hence, if the connection Π̂ and its dual Π̂⋆ are known and the metric operator
Tt is known at a single site γt in M then it can be calculated all along the
path γ by the above expression.

5 Unitary transport

A special role is played by the quantum connections Π̂ for which the parallel
transport operators Π(γ)ts are unitary operators. Such a connection is said to
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be unitary in what follows. Unitary connections have an additional symmetry
which is exploited to introduce alpha-families of connections.

From a Physics point of view it is obvious to require that the transport oper-
ators are unitary because then they conserve the normalization of the wave
vectors and conserve the probabilistic interpretation of Quantum Mechanics.

If the connection is unitary and the operators Tm appearing in the definition
(1) of the metric are bounded with bounded inverse then (7) becomes

Π⋆(γ)ts = T−2(γt) Π(γ)
t
s T

2(γs). (9)

This suggests to introduce a family of connections Π̂α labeled by a parameter
α and defined by the following parallel transport operators

Πα(γ)
t
s = T−(1−α)(γt) Π1(γ)

t
s T

1−α(γs), (10)

where Π̂1 is a unitary connection. Clearly is Π̂−1 = Π̂⋆
1.

The folllowing proposition requires a sharpening of the assumptions made in
Proposition 4.3.

Proposition 5.1 Assume that X ∈ Mθ implies Y ∈ Mθ for any Y of the
form

Y = T λ(θ)X† T−λ(θ) (11)

with λ ∈ R. Then the parallel transport operators Πα(γ)
t
s defined by (10)

satisfy the axioms A1 to A4 of Section 3 and hence determine a quantum
connection Π̂α.

Proof

Assumptions A1 and A2 are satisfied in a rather trivial manner.

Take X in Ms and calculate using unitarity of the connection

Πα(γ)
t
sX Πα(γ)

s
t = T−(1−α)(γt) Π1(γ)

t
s

[

T 1−α(γs)X T−(1−α)(γs)

]

×Π1(γ)
s
t T

1−α(γt)

= T−(1−α)(γt) Π1(γ)
t
s Y

†Π1(γ)
s
t T

1−α(γt)

= T−(1−α)(γt)

[

Π1(γ)
t
s Y Π1(γ)

s
t

]†

T 1−α(γt),
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with
Y = T−(1−α)(γs)X

† T (1−α)(γs).

Use now the assumption of the proposition to see that Y belongs to Ms so
that Π1(γ)

t
s YΠ1(γ)

s
t belongs to Mt. Apply again the assumption to conclude

that the whole expression belongs to Mt. This proves that assumption A3 is
satisfied.

Finally consider assumption A4. A calculation gives

[Πα(γ)
s
t ]
†Ωs = Πα(γ)

t
sΩs = T−(1−α)(γt) Π1(γ)

t
s T

1−α(γs) Ωs

= Ωt.

This proves A4.

�

A short calculation shows that
[

Πα(γ)
t
s

]†
= Π2−α(γ)

s
t . (12)

Hence, the connection Π̂α is unitary when α is such that Πα = Π2−α. This
is of course the case for α = 1.

An important property is the following.

Proposition 5.2 The dual connection of Π̂α is Π̂−α. In particular, Π̂0 is
self-dual.

Proof

A short calculation using (9) gives

T 2(γt) Π
⋆
α(γ)

t
s = Π†

α(γ)
s
t T

2(γs)

=

[

T−(1−α)(γs) Π(γ)
s
t T

1−α(γt)

]†

T 2(γs)

= T 1−α(γt) Π
†(γ)st T

1+α(γs)

= T 2(γt) T
−(1+α)(γt) Π(γ)

t
s T

1+α(γs)

= T 2(γt)Π−α(γ)
t
s.

This implies Π̂⋆
α = Π̂−α.

�
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6 Connections of the product form

A subclass of connections is formed by those for which a composition law
holds.

A connection Π̂ is of the product form if there exists a non-degenerate oper-
ator field V (θ) such that for any smooth path γ one has

Π(γ)ts = V (γt) V
−1(γs); (13)

Such a connection satisfies the composition law

Π(γ)tsΠ(γ)
s
p = Π(γ)tp (14)

for any path γ in M.

If a unitary connection Π̂ is of the product form then all members of the
corresponding alpha-family are of the product form as well.

7 The quantum vector potential

In Differential Geometry connection coefficients Γr
pq can be obtained from the

parallel transport operators by taking partial derivatives. The story here is
slightly different due to the appearance of non-commuting operators.

Consider a path in parameter space M of the form

γθp : t 7→ θ + tgp

where gp is the vector in Rn with components gqp, which equal 1 if p = q and
zero otherwise. The directional derivative of the parallel transport operator
Π along the path γθp at t = 0 is denoted Ap(θ). It is given by

Ap(θ) = i~
d

dt
Π(γθp)

t
0

∣

∣

∣

∣

t=0

= −i~
d

dt
Π(γθp)

0
t

∣

∣

∣

∣

t=0

. (15)

The imaginary number i is added in the definition of Ap to guarantee that the
latter is a Hermitian operator on H in the case of a unitary connection. The
constant of Planck ~ is added for agreement with applications in Physics.

The assumptions needed in what follows are the following.

A5 The directional derivatives Ap(θ) exist and are linear so that for any
smooth path γ in M one has

i~
d

dt
Π(γ)ts

∣

∣

∣

∣

s=t

= γ̇pAp(γt); (16)
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A6 The domains of the operators Ap(θ), of the commutators

i

~
[Ap, Aq]–

and of the directional derivatives

∂

∂θq
Ap(θ) =

d

dt
Ap(θ + tgq)

∣

∣

∣

∣

t=0

.

include MθΩθ; These operators belong to Mθ or are affiliated with it.

As a consequence of (16) the field of wave functions Ωθ satisfies

i~
d

dt
Ωt = γ̇pAp(γt)Ωt (17)

along any smooth path γ in the parameter space M. This is the Schrödinger
equation with Hamiltonian

Hγ(t) = γ̇pAp(γt).

8 Covariant derivatives

The vector of operators Ap(θ), p = 1, 2, · · · , n, is known as the quantum
vector potential. It is used to define an operator-valued covariant derivative
∇γ̇ by

[∇γ̇X ]t = γ̇p [∇pX ]t with [∇pX ]θ =
∂X

∂θp
+
i

~

[

Ap(θ), X(θ)

]

–

, (18)

where γ is any smooth path in M and X is an operator-valued field over M.

The justification for this definition is that for any smooth path γ in the
parameter space M and any smooth operator-valued field X(θ) one has

d

dt

[

Π(γ)st X(γt) Π(γ)
t
s

]
∣

∣

∣

∣

s=t

= [∇γ̇X ]t. (19)

Defined in this way ∇γ̇ has the properties one usually requests a covariant
derivative to satisfy:

1) The map
n 7→ ∇nX = np∇pX

is linear by construction;
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2) ∇pX is additive in X ;

3) The product rule holds; Indeed, one has for any function f(θ)

[∇pfX ]θ =
∂fX

∂θp
+
i

~

[

Ap(θ), f(θ)X(θ)

]

–

=
∂f

∂θp
X(θ) + f(θ)

∂X

∂θp
+ f(θ)

i

~

[

Ap(θ), X(θ)

]

–

=
∂f

∂θp
X(θ) + f(θ) [∇pX ]θ.

The obvious definition of connection coefficients Γqp,r is

Γqp,r(θ) = Re (∇qAp, Ar)θ, (20)

where (·, ·)θ is the inner product defined by (2). Introduce a metric tensor
g(θ) defined by

gpq(θ) = Re

[

(Ap, Aq)θ − (Ap, I)θ (I, Aq)θ

]

. (21)

The matrix g is symmetric and its eigenvalues cannot be negative.

Assume that g is non-degenerate. Then one has

∇qAp = Γr
qpAr + · · · , (22)

where the missing term is orthogonal to the tangent operators Ap for the real
part of the inner product (·, ·)θ and where

Γr
qp := grsΓqp,s.

9 The force field tensor

Let γθp denote the path t 7→ θ+ tgp, as before. Consider two composed paths
which both go from θ to θ + sgp + tgq:

θ → θ + sgp → θ + sgp + tgq,

θ → θ + tgq → θ + sgp + tgq. (23)

See the figure. Introduce operators Hpq(θ) which are formally defined by

Hpq(θ) = i~
d

ds

d

dt

(

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 −Π(γθ+sgp

q )t0Π(γ
θ
p)

s
0

)
∣

∣

∣

∣

s=t=0

. (24)

They are called the holonomy operators in what follows.

12



Figure 1: Infinitesimal paths considered in Section 9.

Proposition 9.1 The holonomy operators satisfy

Hpq(θ) = Fpq(θ)−
i

~
[Ap(θ), Aq(θ)]–, (25)

with the antisymmetric force field tensor F defined by

Fpq(θ) =
∂

∂θq
Ap(θ)−

∂

∂θp
Aq(θ). (26)

Proof

One has

d

ds

d

dt

(

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0

)

∣

∣

∣

∣

s=t=0

= −
i

~

d

dt
Ap(θ + tgq) Π(γ

θ
q )

t
0

∣

∣

∣

∣

t=0

= −
i

~

d

dt
Ap(θ + tgq)

∣

∣

∣

∣

t=0

−
1

~2
Ap(θ)Aq(θ)

= −
i

~

∂

∂θq
Ap(θ)−

1

~2
Ap(θ)Aq(θ).

This result implies (25).

�

Remember that the partial derivative ∂Ap(θ)/∂θ
q is a shortcut notation for

the directional derivative

∂

∂θq
Ap(θ) =

d

dt
Ap(θ + tgq)

∣

∣

∣

∣

t=0

.

13



In particular, consecutive partial derivatives of operators do not necessarily
commute with each other.

If Hpq vanishes then one has

Fpq =
i

~
[Ap, Aq]–, (27)

which is a well-known expression for the anti-symmetric force tensor.

Note that (25) implies that the operator-valued tensor Hpq is anti-symmetric.

Some further properties follow now.

Proposition 9.2 The covariant derivatives of the elements Ap of the vector
potential satisfy

[∇qAp]θ =
∂

∂θp
Aq −Hqp. (28)

Proof

From the definition (18) of ∇q one obtains

[∇qAp]θ =
∂Ap

∂θq
+
i

~

[

Aq(θ), Ap(θ)

]

–

.

Next use (25) and (26) to obtain (28).

�

Proposition 9.3 If the connection Π̂ is of the product form (13) then Hpq

vanishes.

Proof

A short calculation gives

Hpq(θ) = i~
d

ds

d

dt

(

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 − Π(γθ+sgp

q )t0Π(γ
θ
p)

s
0

)∣

∣

∣

∣

s=t=0

= i~
d

ds

d

dt

(

V (θ + tgq + sgp) V
−1(θ + tgq) V (θ + tgq) V

−1(θ)

− V (θ + tgq + sgp) V
−1(θ + sgp) V (θ + sgp) V

−1(θ)

)
∣

∣

∣

∣

s=t=0

= 0.

14
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10 Holonomy

The previous section introduces the holonomy operators Hpq without elu-
cidating the connection with holonomy, which is the property that parallel
transport of an operator along a closed loop in parameter space M is an
identity operation. This connection is made here.

Proposition 10.1 If the holonomy operators Hpq(θ) of the previous section
exist then the difference of parallel transport along the two paths (23) can be
expanded as follows

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 −Π(γθ+sgp

q )t0Π(γ
θ
p)

s
0 = stHpq(θ) + o(s) + o(t). (29)

Proof

The l.h.s. vanishes for s = t = 0. Hence, there is no term of order s0t0. The
term in st follows from the definition of Hpq.

If s = 0 then

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 − Π(γmp

q )t0Π(γ
θ
p)

s
0 = Π(γθq )

t
0 −Π(γmq )t0

= 0.

Hence, the term in t times O(s0). A similar argument holds for the absence
of a term proportional to s times O(t0).

�

The expansion (29) can be used to calculate the transport along the closed
loop

(γθp)
0
s ◦ (γθ+sgp

q )0t ◦ (γθ+tgq
p )s0 ◦ (γθq )

t
0.

One finds

Π(γθp)
0
s Π(γ

θ+sgp
q )0t Π(γ

θ+tgq
p )s0Π(γ

θ
q )

t
0 = I+ stHpq(θ) + o(s) + o(t). (30)

Hence, the holonomy operators Hpq quantify the holonomy of the quantum

connection Π̂.
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11 Curvature

An obvious definition of an operator-valued curvature tensor Rpq is

Rpq = ∇p∇q −∇q∇p

This commutator of two covariant derivatives is calculated in the following
proposition.

Proposition 11.1 The covariant derivatives ∇p and ∇q satisfy the commu-
tation relation

i~ (∇p∇q −∇q∇p)X =

[

Hpq, X

]

–

. (31)

Proof

One calculates

[∇p∇qX ]θ =
∂

∂θp

(

∂X

∂θq
+
i

~
[Aq, X ]

–

)

+
i

~

[

Ap,
∂X

∂θq
+
i

~
[Aq, X ]

–

]

=
∂2X

∂θp∂θq
+
i

~

[

∂Aq

∂θp
, X

]

–

+
i

~

[

Aq,
∂X

∂θp

]

–

+
i

~

[

Ap,
∂X

∂θq

]

–

−
1

~2

[

Ap, [Aq, X ]
–

]

–

.

This gives

[∇p∇qX ]θ − [∇q∇pX ]θ =
i

~

[

∂Aq

∂θp
−
∂Ap

∂θq
, X

]

–

−
1

~2

[

Ap, [Aq, X ]
–

]

–

+
1

~2

[

Aq, [Ap, X ]
–

]

–

=
i

~

[

Fqp, X

]

–

−
1

~2

[

[Ap, Aq]–, X

]

–

=
i

~

[

Fqp, X

]

–

+
i

~

[

Fpq −Hpq, X

]

–

= −
i

~

[

Hpq, X

]

–

.

�

16



The proposition shows that the vanishing of the holonomy operators Hpq

implies the vanishing of the commutator [∇p,∇q]–, which by definition is the
curvature tensor. Hence, the result shows that holonomy implies absence of
curvature.

12 The dual field operators

The quantum vector potential of the dual quantum connection Π̂⋆ is denoted
A⋆

p. The definition (15) implies

A⋆
p(θ) = i~

d

dt
Π⋆(γθp)

t
0

∣

∣

∣

∣

t=0

= −i~
d

dt
Π⋆(γθp)

0
t

∣

∣

∣

∣

t=0

. (32)

Proposition 12.1 Assume that the metric operators Tθ satisfy the condi-
tions of Proposition 4.3. Then the quantum vector potential Ap and its dual
A⋆

p satisfy the following relation

Tθ A
⋆
p(θ)T

−1
θ − T−1

θ A†
p(θ) Tθ = −i~ T−1

θ

(

∂

∂θp
T 2
θ

)

T−1
θ . (33)

Proof

Expression (7) for γ equal to γθp with

γθp(t) = θ + tgp

implies
T 2
t Π

⋆(γθp)
t
0 = [Π(γθp)

0
t ]

† T 2
0 (θ).

Take a derivative w.r.t. t and put t = 0. This gives

∂

∂θp
T 2
θ −

i

~
T 2
θ A

⋆
p(θ) = −

i

~
A†

p(θ) T
2
θ .

This can be written as (33).

�

Proposition 12.2 If the connection Π̂ is unitary then the holonomy opera-
tors Hpq are related to their duals H⋆

pq by

TθH
⋆
pq T

−1
θ = T−1

θ Hpq Tθ. (34)

In particular, H vanishes if and only if H⋆ vanishes.
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Proof

Use (29) and (7) to obtain

H⋆
pq(θ) =

d

ds

d

dt

[

Π⋆(γθ+tgq
p )s0Π

⋆(γθq )
t
0 − Π⋆(γθ+sgp

q )t0Π
⋆(γθp)

s
0

]
∣

∣

∣

∣

s=t=0

=
d

ds

d

dt

[

T−2
θ+tgq+sgp

×

(

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 − Π(γθ+sgp

q )t0Π(γ
θ
p)

s
0

)

T 2
θ

]
∣

∣

∣

∣

s=t=0

= T−2
θ Hpq(θ) T

2
θ

because if s = 0 or t = 0 then
(

Π(γθ+tgq
p )s0Π(γ

θ
q )

t
0 − Π(γθ+sgp

q )t0Π(γ
θ
p)

s
0

)

vanishes.

�

13 Autoparallel operator fields

Consider now a path t 7→ γt in the parameter space M and an operator field
X(θ). The induced path t 7→ X(γt) satisfies

∇γ̇ X(γt) =
d

dt
X(γt) +

i

~
γ̇p

[

Ap(γt), X(γt)

]

–

. (35)

One can say that the operator field X is autoparallel w.r.t. the path γ if the
covariant derivative ∇γ̇ X(γt) vanishes. The physical meaning of this prop-
erty is that the quantum measurement of an operator autoparallel w.r.t. the
path γ reveals an intrinsic property of a test particle following the path.

More general is the following definition.

Definition 13.1 The operator field X(θ) defined for θ on the path t 7→ γt ∈
M is autoparallel w.r.t. the path γ for the quantum connection Π̂ if it satisfies

Π(γ)tsX(γs) = X(γt) Π(γ)
t
s (36)

for all s, t in the domain of definition of the path.
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If X(θ) is defined all over M then one can take the derivative of (36) w.r.t. t
and use (35) to see that the covariant derivative ∇γ̇ X(γt) of an autoparallel
operator field X vanishes.

The set of fields X(θ) autoparallel w.r.t. the given path γ forms an algebra. It
contains the identity, which is the constant field X(θ) = I. If the connection
Π̂ is unitary then the adjoint X†(θ) of any element of the algebra does also
belong to the algebra. In that case it is an involutive algebra.

If the connection Π̂ is of the product form with transport operators given by
(13) then the operator field X(θ) belongs to the algebra of autoparallel fields
if and only if the operator

V −1(γt)X(γt) V (γt)

is constant along the path. In particular, given a connection Π̂ of the product
form (13) then any operator A on H defines an autoparallel operator field
X(θ) by

X(θ) = V (θ)AV −1(θ).

The proof of the following result is straightforward.

Proposition 13.2 If the operator field X(θ) is autoparallel w.r.t. the path
γ for the unitary connection Π̂1 then

T−(1−α)X T 1−α

is autoparallel w.r.t. the path γ for the connection Π̂α.

14 Geodesics

The quantum connection Π̂ induces a geometry on the parameter space M.

Definition 14.1 A path γ in M is a geodesic for the quantum connection Π̂
if the operator field γ̇pAp is autoparallel w.r.t. γ.

The well-known geodesic equation of Riemannian geometry reads

γ̈s + Γs
pqγ̇

pγ̇q = 0. (37)

Proposition 14.2 If the path γ is a geodesic for the quantum connection Π̂
according to Definition 14.1 then

a) The operator γ̇pAp(γt) is constant along the path;
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b) The quantum vector potential satisfies the equation

d

dt
Ap(γt) =

i

~

[

Ap, γ̇
q Aq

]

–

; (38)

c) The geodesic equation (37) is satisfied with connection coefficients Γs
pq

given by (20).

Proof

a) From Definition 13.1 of autoparallelism it follows that if γ is a geodesic
then one has

Π(γ)ts γ̇
p(s)Ap(γs) = γ̇p(t)Ap(γt) Π(γ)

t
s. (39)

Take a derivative of (39) w.r.t. s and put t = s. Then one obtains

lhs =
d

ds

[

Π(γ)ts γ̇
p(s)Ap(γs)

]

s=t

=
i

~
γ̇qAq γ̇

pAp + γ̈pAp + γ̇p
d

dt
Ap(γt)

and

rhs =
d

ds

[

γ̇p(t)Ap(γt) Π(γ)
t
s

]

s=t

=
i

~
γ̇pAp γ̇

qAq.

Equating lhs and rhs gives

d

dt

(

γ̇pAp(γt)

)

=γ̈pAp + γ̇p
d

dt
Ap(γt) = 0 (40)

This proves the first part of the proposition.

b) Write using (28)

d

dt
Ap(γt) = γ̇q

[

∂Ap

∂θq

]

θ=γt

= γ̇q
[

Hpq + [∇pAq]γt

]

(41)
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Along the geodesic is
γ̇q [∇qAp]γt = 0.

Hence, one has using (28)

γ̇q [∇pAq]γt = γ̇q [∇pAq −∇qAp]γt

= γ̇q
[

∂Ap

∂θq
−
∂Aq

∂θp
+ 2Hqp

]

γt

= γ̇q [Fpq + 2Hqp] .

In combination with (41) this gives

d

dt
Ap(γt) = γ̇q [Fpq + 2Hqp] =

i

~

[

Ap, γ̇
q Aq

]

–

.

c) Use the expansion (22) to obtain

d

dt
Ap(γt) = γ̇q

[

Hpq + Γr
pqAr + · · ·

]

,

where the missing term is orthogonal to the operatorsAr for the inner product
which is the real part of (·, ·)t. An inner product of (40) with As yields

(

γ̈r + Γr
pqγ̇

pγ̇q
)

Re (Ar, As)t = 0

where use is made of the anti-symmetry of Hpq. By assumption the met-
ric tensor g and a fortiore the matrix with entries Re (Ar, As)t are non-
degenerate. Hence, (37) follows.

�

Note that a formal solution of (38) is

Ap(γt) = e−i~−1tH(γ)Ap(γ0) e
i~−1tH(γ) (42)

with the constant Hamiltonian H(γ) given by

H(γ) = γ̇p0 Ap(γ0).

The proposition shows that if a path γ in parameter space is a geodesic for
a quantum connection Π̂ then the quantum vector potential varies along the
geodesic according to (42).
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Proposition 14.3 If γ is a geodesic for a self-dual quantum connection Π̂
and the quantum expectations (Ap(γt)Ωt,Ωt) vanish then the quantity gpqγ̇

p
t γ̇

q
t

does not depend on t.

Proof

One has using self-duality followed by (39)

gpq(γs) γ̇
p
s γ̇

q
s = Re

(

γ̇psAp(γs), γ̇
q
sAq(γs)

)

s

= Re

(

Π̂(γ)ts γ̇
p
sAp(γs), Π̂(γ)

t
s γ̇

q
sAq(γs)

)

t

= Re

(

γ̇ptAp(γt), γ̇
q
tAq(γt)

)

t

= gpq(γt) γ̇
p
t γ̇

q
t .

�

15 The quantum exponential family

A model belonging to the quantum exponential family is a parameterized
non-degenerate density matrix ρθ of the form

ρθ = exp(θkEk − α(θ)). (43)

The vector of parameters θ belongs to some open convex subset D of Rn.
The Ek are a set of linearly independent N -by-N Hermitian matrices. The
normalization function α(θ) is given by

α(θ) = log Tr exp(θkEk). (44)

A Hermitian matrix X is used to perturb the generator θkEk of the family
of density matrices ρθ. The matrix X defines a path γXt in the set of density
matrices by

ρXθ (t) = exp(θkEk + tX − α(θ)− ζX(t)) (45)

with
ζX(t) = log Tr exp(θkEk + tX)− α(θ).
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The tangent to this path at t = 0 is denoted ρ̇Xθ . It is given by

ρ̇Xθ =
d

dt
ρXθ (t)

∣

∣

∣

∣

t=0

= [X ]Kθ − ζ ′X(0) ρθ with [X ]Kθ =

∫ 1

0

du ρuθXρ
1−u
θ .

The quantity ζ ′X(0) is the derivative of the function ζX(t) at t = 0. It satisfies

ζ ′X(0) = TrρθX.

Note that [X ]Kθ is known as the Kubo transform of the matrix X . It satisfies

[I]Kθ = ρθ and [X†]Kθ =

(

[X ]Kθ

)†

and Tr[X ]Kθ Y = TrX [Y ]Kθ and Tr[X ]Kθ = TrρθX.

16 A manifold of density matrices

Consider a parameterized familiy of density matrices ρθ, for instance the
quantum exponential family of the previous section.

The representation theorem of Gelfand-Naimark-Segal (GNS) states that
there exists a Hilbert space H and normalized elements Ωθ in H such that

TrρθB = (BΩθ,Ωθ), for any N -by-N matrix B.

In addition the space of vectors BΩθ equals H .

In what follows an explicit construction of the GNS representation is needed.
Choose the Hilbert space H equal to the tensor product

H = C
N ⊗ C

N

of the Hilbert space C
N with itself. Write the density matrix ρθ as

ρθ =
∑

i

pi(θ) |ψ
θ
i 〉 〈ψ

θ
i |

with (ψθ
i )i a diagonalizing orthonormal basis in CN and with |ψθ

i 〉 〈ψ
θ
i | the

orthogonal projection onto Cψθ
i . Then the wave function Ωθ defined by

Ωθ =
∑

i

√

pi(θ)ψ
θ
i ⊗ ψθ

i
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satisfies

TrρθB = (B ⊗ IΩθ,Ωθ) for any N -by-N matrix B.

See for instance the appendix of [26] for more details about this representa-
tion.

Let us now introduce a quantum connection Π̂(γ). Introduce parallel trans-
port operators Π(γ)ts defined by

Π(γ)tsψ
s
i ⊗ ψs

j = (pi(γ
t))1/2 (pi(γ

s))−1/2 ψt
i ⊗ ψt

j .

They satisfy Π(γ)tt = I and Π(γ)tsΠ(γ)
s
t = I and Π(γ)tsΩs = Ωt and

Let us assume that the space of tangent operators is maximal, i.e. of dimen-
sion N2− 1, both at γs and at γt so that tangent operators are mapped onto
tangent operators. Then Π̂(γ) satisfies the conditions of Section 3 for being
a quantum connection.

Choose now the metric operator Tθ = ρ
−1/4
θ ⊗ I. Then the dual quantum

connection Π̂⋆ is a unitary connection. This can be seen as follows. From (7)
one obtains

(

Π⋆(γ)ts

)†

ψt
i ⊗ ψt

j = ρ−1/2
s Π(γ)st ρ

1/2
t ψt

i ⊗ ψt
j

= ρ−1/2
s Π(γ)st (p

t
i)

1/2 ψt
i ⊗ ψt

j

= ρ−1/2
s (psi )

1/2 ψs
i ⊗ ψs

j

= ψs
i ⊗ ψs

j .

This shows that Π⋆(γ)ts is the unitary operator which maps the basis vector
ψs
i ⊗ ψs

j onto ψt
i ⊗ ψt

j .

Because Π̂⋆ is a unitary connection one can apply Proposition 5.1, with the
roles of Π̂(γ)ts and Π̂⋆(γ)ts interchanged, to construct an alpha-family of con-
nections. In particular, the α = 0 connection Π̂0(γ)

t
s is self-dual. Its parallel

transport operators are given by

Π0(γ)
t
s = T (γt) Π

⋆(γ)ts T
−1(γs) = T−1(γt) Π

⋆(γ)ts T (γs)

= ρ
1/4
θ ⊗ IΠ(γ)ts ρ

−1/4
θ ⊗ I

and satisfy
Π0(γ)

t
s ψ

s
i ⊗ ψs

j = (pti)
−1/4 (psi )

1/4 ψt
i ⊗ ψt

j .
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17 Discussion

A parameterized approach Starting point of the paper is the premise
that a quantum model is given the states of which involve a finite number
of parameters. This allows to identify the state space with a subset of the
Euclidean space Rn. In the study of statistical models belonging to an ex-
ponential family, called Gibbs states in Statistical Physics, this is a common
assumption. Models involving an infinite number of parameters are excluded.
However, an alternative in Information Geometry is the parameter-free ap-
proach proposed by Pistone and Sempi [15]. A non-commutative generaliza-
tion is studied for instance in [17, 18, 19, 20, 21].

The metric The inner product often used in the Kubo-Mori formalism
is that of Bogoliubov [14]. It describes the statistical correlations between
pairs of operators as observed in equilibrium systems of Quantum Statistical
Mechanics. There is an extensive Literature about such systems and the inner
product of Bogoliubov is an important ingredient of it. See for instance [22].

In applications of the present formalism to quantum field theories other inner
products may be appropriate. In the present paper no assumption is made
about the existence of quantum states. The manifold M is treated as a space
of parameters which label the state of the system whatever this state may
be.

Coordinate independence A change of coordinates in the space of pa-
rameters M ⊂ R

n results in a change of many of the quantities studied in the
present work. The parallel transport operators Π(γ)ts depend on the chosen
path γ in M but not on the choice of basis in Rn. However, the element Ap

of the quantum vector potential is a directional derivative in the direction p
and hence depends on the choice of basis. It is assumed that the quantum
vector potential transforms as a vector and that the anti-symmetric force
tensor Fpq and the holonomy operators Hpq transform as an operator-valued
tensor.

Tangent operators The definition of tangent operators is kept intention-
ally vague. In a more concrete context one can define paths in Hilbert space
and in operator space in a more explicit way. See for instance the exponential
arcs of [31, 32]. The tangent operators are then directional derivatives along
these exponential arcs.
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Quantum connections The assumptions A1 to A4 made in Section 3
about the properties that a quantum connection should posses are open for
debate. The assumption A3 requires that tangent vectors are transported
onto tangent vectors by the parallel transport operators. The assumption is
non-trivial as is demonstrated by the proof of Proposition 4.3.

Assumption A4 is used at many places. The parallel transport Π̂(γ)ts of an
operator X from γs to γt along a path γ is given by (3). However, when
acting on the wave vector Ωs one has

Π̂(γ)tsXΩs = Π(γ)tsX Π(γ)stΩs

= Π(γ)tsX Ωt.

Assumption A4 is essential for this step. The assumption that

[Π(γ)st ]
†Ωs = Ωt

is used in Proposition 4.3 to obtain that the adjoint Π̂∗(γ) of a quantum
connection Π̂(γ) satisfies assumption A4 as well.

Gauge theories Parallel transport along a geodesic in parameter space
can be considered as a gauge transformation [12]. In principle, one can
choose a different Hilbert space H for each value of the vector of parameters
θ. It is assumed right from the start that all these Hilbert spaces can be
identified with one single copy. This identification of two Hilbert spaces, of
the same dimension or separable, is unique up to a unitary transformation.
This non-uniqueness introduces a gauge freedom in the definition of the par-
allel transport operators. Assumptions A3 and A4 partly restrict this gauge
freedom.

In the present terminology the connection used in [30] is unitary and of the
product form. In particular, it has vanishing holonomy operators. This is all
right for a model of free-propagating electromagnetic waves. A more complete
description of Quantum Electrodynamics requires a less-trivial geometry.

The metric tensor The subtracted term in the definition (21) of the met-
ric is omitted in much of the Solid State Physics literature because the quan-
tum expectation of the tangent operators under consideration vanishes any-
how.

Provost and Vallee [9] argue that the subtraction of the product term is
important to obtain invariance of the metric tensor g as given by (21) under
U(1) gauge transformations of the parallel transport operators. Indeed, a
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substitution of Π(γ)ts by Π(γ)ts exp(i(φ(γt) − φ(γs)) with φ(θ) a real field
implies a substitution of Ap(θ) by Ap(θ) − ~∂φ/∂θp. The metric tensor g
remains invariant because thanks to the subtracted term in (2) the additional
terms cancel each other out.

Holonomy The link between holonomy and Riemannian curvature was
studied by Ambrose and Singer [2]. The operators in the l.h.s. of (30) belong
to what one can call the holonomy group of the quantum connection at the
point θ of the parameter space M. A study of this group is out of scope of
the present paper. It requires a more detailed setup and other analytic tools.

Operator topologies The existence of the directional derivatives in Sec-
tion 7 and following depend on the operator topology one chooses. If the
Hilbert space H is finite-dimensional then one can try to replace these di-
rectional derivatives by Fréchet derivatives using the operator norm. In the
general case Gateaux derivatives of paths in Hilbert space is the best one can
hope for. Then the vector Ap(θ) in the Hilbert space Hθ is defined by

Tθ Ap(θ) Ωθ = i~
d

dt
Tθ Π(γ

θ
p)

t
0Ω

∣

∣

∣

∣

t=0

= i~
d

dt
Tθ Ωθ+tgp

∣

∣

∣

∣

t=0

.

The convergence of such derivatives is out of scope of the present paper and
should be studied in a more explicit context such as that of [7].

Berry phase and curvature Proposition 10.1 relates the curvature ten-
sor Rpq to the holonomy operators Hpq. The phenomenon on non-holonomy
of the electromagnetic field is known in Solid State Physics as the Berry
phase[10, 25]. It is the phase factor acquired by an eigenvector of the Hamil-
tonian when transported along a closed path. This is covered by Proposition
10.1 and its consequence (30).

Geodesics The Definition 14.1 of a geodesic of a quantum connection is
rather restrictive because auto-parallelism of vector fields (Definition 13.1)
demands equality of operators. This raises the question whether quantum
geodesics exist for arbitrary quantum connections. Proposition 14.3 shows
that in the case of a self-dual quantum connection the length of the tangent
vector is constant along the induced geodesic in parameter space. This sug-
gests that the induced geometry is a metric geometry. However, in order to
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prove that, there should exist a geodesic for any choice of initial conditions
in a given point of the parameter space. A proof of this existence is missing.

The commutative case In Section 16 a special case ocurs when all den-
sity matrices ρθ mutually commute. Then the orthonormal basis ψθ

i , which
diagonalizes ρθ, can be chosen to be independent of θ. The dual quantum
connection Π̂⋆(γ) is then trivial in the sense that all parallel transport oper-
ators Π⋆(γ)ts are equal to the identity operator I. This case reproduces the
dually flat geometry of Amari [11, 16] for which it is known that the transport
operators of the so-called m-connection are equal to the identity operator.
One can conclude that in the case of non-commuting density matrices ρθ the
present analysis generalizes Amari’s dually flat geometry.

18 Conclusion

The present work starts from the paradigm that in Quantum Information
Geometry the tangent vectors of a Riemannian manifold are replaced by
operator fields over a parameter space M. An inner product for pairs of
tangent operators is introduced and quantum connections are defined by
parallel transport operators. The inner product is used to introduce dual
connections. If the parallel transport operators are unitary then an alpha-
family of connections can be defined. It has the expected property that the
minus alpha connection is the dual of the alpha connection. In particular,
the α = 0 connection is self-dual. This is the first result of the paper.

The directional derivatives of parallel transport along a path in parame-
ter space define the quantum vector potential Ap. It generalizes the vector
potential of Quantum Electrodynamics. It is used to introduce covariant
derivatives and the anti-symmetric force tensor Fpq. In a natural way op-
erators Hpq show up which add up to the forces Fpq. They quantify the
holonomy when transporting the quantum vector potential along a closed
path in parameter space.

The second result of the paper is that if the operators Hpq vanish for a quan-
tum connection then they vanish also for the dual connection. This result
mimicks one of the corner stones of Information Geometry, which is that
a connection is flat if and only if its dual is flat. The analogue of the m-
connection of Information Geometry is the unitary quantum connection. If
it has vanishing holonomy operators then its dual has vanishing holonomy
operators as well. This dual is the analogue of the e-connection, which char-
acterizes the exponential families of statistical models. The vanishing of the
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holonomy operators is important because it implies that the two well-known
expressions for the anti-symmetric force tensor coincide.

The final part of the paper considers the geometry of the parameter space M
induced by the quantum geometry. It is shown that if the quantum connec-
tion is self-dual then the induced connection conserves the length of vectors
tangent to the geodesic.

Sections 15 and 16 show that the concept of a dually quantum geometry
presented in the present work is a genuine generalization of Amari’s dually
flat geometry.

An application of the present work to Quantum Field Theory in curved spaces
is forthcoming.
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