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Abstract. Some generalizations of spin Sutherland models descend from ‘master integrable systems’
living on Heisenberg doubles of compact semisimple Lie groups. The master systems represent Poisson–
Lie counterparts of the systems of free motion modeled on the respective cotangent bundles and their
reduction relies on taking quotient with respect to a suitable conjugation action of the compact Lie
group. We present an enhanced exposition of the reductions and prove rigorously for the first time that
the reduced systems possess the property of degenerate integrability on the dense open subset of the
Poisson quotient space corresponding to the principal orbit type for the pertinent group action. After
restriction to a smaller dense open subset, degenerate integrability on the generic symplectic leaves is
demonstrated as well. The paper also contains a novel description of the reduced Poisson structure and
a careful elaboration of the scaling limit whereby our reduced systems turn into the spin Sutherland
models.
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1. Introduction

It is well known that many important integrable Hamiltonian systems can be viewed as low dimensional
‘shadows’ of higher dimensional manifestly integrable master systems. The integrability of the master
systems is due to their rich symmetries, and their shadows result by projection onto the quotient space of
the pertinent master phase space with respect to the symmetry group. This is the essence of the method
of Hamiltonian reduction and its variants [50]. For example, in the pioneering paper by Kazhdan,
Kostant and Sternberg [34] the higher dimensional phase space was the cotangent bundle of the unitary
group U(n), and Marsden–Weinstein reduction at a specific moment map value for the Hamiltonian
action of U(n) by conjugations was applied to reduce the master system of free geodesic motion to the
Sutherland model of n interacting particles on the circle. Several generalizations of this construction were
later investigated in which the group U(n) was replaced by other Lie groups or their symmetric spaces
[49, 51]. It turned out that reductions at generic moment map values often lead to many-body systems
possessing internal ‘spin’ degrees of freedom [27, 53]. Infinite dimensional master phase spaces built
on loop groups [7, 31], and on spaces of flat connections on Riemann surfaces [5, 29] were also utilized
for constructing integrable systems. Moreover, there appeared interesting applications of the reduction
method [23, 24, 25, 29, 41, 48] in which the nature of the underlying symmetry had been promoted
from Hamiltonian group actions to their generalizations based on Poisson–Lie groups [10, 11, 62, 63] and
on quasi–Poisson/quasi–Hamiltonian geometry [3, 4]. The reviews [6, 13, 47, 52] and the recent papers
[8, 9, 16, 17, 35, 55, 56] show that this subject possesses close connections to important areas of physics
and mathematics, and enjoys considerable current activity.

The principal goal of the present paper is to complement and enhance our previous results [19, 21]
on the structure of Poisson–Lie analogues of those spin Sutherland models that result by reductions of
cotangent bundles of semisimple Lie groups via the conjugation action. Here, we consider these models
in association with every (connected and simply connected) compact Lie group G having a simple Lie
algebra. The relevant master system is a generalization of the Hamiltonian system on the cotangent
bundle T ∗G governed by the kinetic energy of a ‘free particle’ moving on G in the bi-invariant Riemannian
metric. The master phase space is obtained by replacing the cotangent bundle by the so-called Heisenberg
double [62], which as a manifold is provided by the complexification GC of the group G. This phase space
carries a symplectic structure for which a generalization of the conjugation action of G on T ∗G represents
Poisson–Lie symmetry with respect to the standard multiplicative Poisson structure on G [36]. There
exist also Hamiltonians on the Heisenberg double that generate ‘free motion’ in the sense that their flows
project on the geodesic lines on G.

The free motion modeled on T ∗G yields a degenerate integrable system1, and its reductions by the
conjugation action of G inherit the integrability properties on generic symplectic leaves of the quotient
space T ∗G/G [53]. The reduced systems are spin Sutherland models built on ‘collective spin variables’
belonging to the reduction of the dual space G∗ of the Lie algebra of G (or a coadjoint orbit therein)
with respect to the maximal torus G0 < G, at the zero value of the moment map. (For the spin
Sutherland Hamiltonian, see equation (6.35).) In the Poisson–Lie setting, the space of collective spin
variables becomes a similar reduction of the dual Poisson–Lie group (or a dressing orbit therein), which
is the Lie group G∗ = B whose Lie algebra B appears in the Manin triple [10, 63] displayed in equation
(2.2). The Poisson–Lie analogues of the spin Sutherland models were first introduced in [19], where
Marsden–Weinstein type reductions of the Heisenberg double were studied employing the shifting trick
of symplectic reduction [50]. This means that the phase space was initially extended by a dressing orbit
of G in B, and then the reduction was defined by setting the relevant B-valued moment map to the
identity value. The resulting systems were further investigated in [21] using Poisson reduction, i.e., by
directly taking the quotient of the phase space by the action of the symmetry group G. Via restriction
to symplectic leaves after reduction, the two methods give the same models. The first method is better
suited for describing the reduced symplectic form, while the second one leads more directly to the reduced
Poisson algebra.

In [19, 21] we collected heuristic arguments in favour of the degenerate integrability of the reduced
systems that descend from the master systems of free motion supported by the Heisenberg doubles,
but have not obtained a full proof. The main achievement of this paper is that we will establish in a
mathematically exact manner the degenerate integrability of the reduced systems after restriction to a
dense open subset of the Poisson quotient. This subset corresponds to the principal orbit type with
respect to the G-action on the Heisenberg double. After restriction to a smaller dense open subset,
degenerate integrability on the generic symplectic leaves will be proved as well. Our proof of degenerate

1Degenerate integrable systems are also called superintegrable, the notion as we use it is defined in Section 2.2.
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integrability was motivated by ideas that we learned from papers by Reshetikhin [53, 54]. It also relies on
techniques introduced in our joint work with Fairon [16] and on the recent note [22] dealing with reduced
integrability on T ∗G/G.

Besides the main achievement, the analyses of [19, 21] will be further developed in several other respects
as well. For example, we shall present two useful, alternative descriptions of the reduced Poisson brackets.
In the first one ‘particle positions’ and the Lax matrix are used as variables. The explicit formula given
by equation (5.10) contains the dynamical r-matrix R(Q) (5.1) depending on the former. The second
formulation (given by equation (6.21)) relies on variables that may be interpreted as particle positions,
their canonical conjugates and collective spin degrees of freedom. These ‘decoupled variables’ make it
possible to view the reduced systems as Ruijsenaars–Schneider type deformations of the standard spin
Sutherland models, and we shall present a detailed elaboration of the relevant ‘scaling limit’.

1.1. Organization and results. In the next section, we collect the necessary background material
concerning Lie theory, degenerate integrability and Poisson–Lie symmetry. In Section 3, we first give a
careful presentation of the Heisenberg double, describing its Poisson structure in terms of three distinct
sets of variables; each have their own advantages as it turns out subsequently. Then, we expose the
master system of free motion and explain its degenerate integrability. The core of the paper is Section 4,
where we define the reduction of the master system and demonstrate the integrability properties of the
resulting reduced system. Our main new results, Theorem 4.6 with Corollary 4.7, and Theorem 4.9 can be
found in this section. Section 5.1 contains the derivation of the dynamical r-matrix form of the reduced
Poisson brackets. The result is given by Theorem 5.2, which can be considered as an improvement of
a previous result found in [21]. In Section 5.2, we describe the reduced Hamiltonian vector fields and
present a quadrature leading to their integral curves. Here, we employ the partial gauge fixing associated
with the gauge slice M0 (5.4), which covers a dense open subset of the reduced phase space. Then, in
Section 6.1 we exhibit canonical conjugates of the position coordinates and a ‘collective spin variable’
whereby the reduced Poisson bracket takes the ‘decoupled form’ displayed in Theorem 6.4. This result
appeared implicitly already in [19], and explicitly in the G = U(n) case in the paper [26]. In Section
6.2, we utilize the decoupled variables to explain how our reduced systems are connected to the standard
spin Sutherland models in the so-called scaling limit characterized by Propositions 6.7 and 6.8. These
propositions strengthen and make more precise previous results of [19]. In the final section, we offer
a brief summary and an outlook towards open problems. There are also three appendices developing
technical issues. Appendix A illustrates how a Poisson–Lie moment map generates a G-action, Appendix
B explains a connection with the paper [19], and in Appendix C the previous derivation [23] of the spinless
trigonometric Ruijsenaars–Schneider model [59] is recovered from the formalism used in the present work.

The exposition of the material that follows is detailed and mostly self-contained, with the intention to
facilitate further studies of the subject.

2. Background material

Here, we first summarize a few Lie theoretic facts for later use. More details can be found in [21] and
in the textbooks [12, 37, 60]. Then, we review the notion of degenerate integrability, and recall crucial
features of Poisson–Lie groups and their actions.

2.1. Lie theoretic preparations. Let GC be a complex simple Lie algebra with Killing form 〈−,−〉.
The choice of a Cartan subalgebra GC0 < GC and a system of positive roots leads to the triangular
decomposition

GC = GC− + GC0 + GC+. (2.1)

Then, the ‘realification’ GC
R
of GC (i.e. GC viewed as a real Lie algebra) can be written as the vector space

direct sum of two subalgebras
GCR = G + B, (2.2)

where G is a compact simple Lie algebra containing the maximal Abelian subalgebra G0 < G for which

GC0 = G0 + iG0, (2.3)

and
B := iG0 + G

C

+ (2.4)

is a ‘Borel’ subalgebra. We shall also employ the vector space decompositions

GC = GC0 + GC⊥ with GC⊥ := GC− + GC+, (2.5)

and
G = G0 + G⊥, B = B0 + B+ (2.6)
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with

G⊥ = G ∩ GC⊥, B0 = iG0, B+ = GC+. (2.7)

Referring to (2.1) and (2.5), we may write any X ∈ GC
R
as

X = X− +X0 +X+ = X0 +X⊥, (2.8)

or by using (2.2) as

X = XG +XB, (2.9)

and can also further decompose XG ∈ G and XB ∈ B according to (2.6).
Let us equip GC

R
with the invariant, nondegenerate, symmetric bilinear form

〈X,Y 〉I := ℑ〈X,Y 〉, ∀X,Y ∈ GC. (2.10)

The decomposition (2.2) is a well known example of a Manin triple [10, 63], meaning that G and B are
isotropic subalgebras of GC

R
. Consequently, the bilinear form gives rise to the following identifications of

linear dual spaces:

G∗ = B, B∗ = G, (B+)
∗ = G⊥, (B0)

∗ = G0, (G0)
∗ = B0. (2.11)

For the simplest series of examples GC = sl(n,C), GC0 is the standard Cartan subalgebra of traceless
diagonal matrices, G = su(n), B consists of the upper triangular elements of sl(n,C) with real diagonal
entries, and the Killing form 〈X,Y 〉 is a multiple of tr(XY ) by a positive constant.

Let GC

R
be a connected and simply connected real Lie group whose Lie algebra is GC

R
, and denote G

and B its connected subgroups associated with the Lie subalgebras G and B. These subgroups are simply
connected and G is compact. We have the connected subgroup GC

0 < GC

R
corresponding to GC0 , as well as

the subgroups G0 < G, B0 < B, B+ < B associated with G0 and the subalgebras B0 and B+ of B.
The real vector space GC

R
can be presented as the direct sum

GCR = G + iG, (2.12)

and we let θ denote the corresponding complex conjugation,

θ(Y1 + iY2) := Y1 − iY2 for Y1, Y2 ∈ G. (2.13)

This is an involutive automorphism of the real Lie algebra GC
R
, which lifts to an involutive automorphism

Θ of the group GC

R
. They are known as infinitesimal and global Cartan involutions, respectively. It is

customary to denote

Z† := −θ(Z), K† = Θ(K−1), ∀Z ∈ GCR , ∀K ∈ G
C

R. (2.14)

The maps Z 7→ Z† and K 7→ K† are antiautomorphisms. For the classical Lie groups one can choose the
conventions in such a way that dagger coincides with the matrix adjoint [37].

The compact subgroup G < GC

R
is the fixed point set of Θ. The closed submanifold

P := exp(iG) ⊂ GC

R (2.15)

is diffeomorphic to iG by the exponential map and is a connected component of the fixed point set of the
antiautomorphism K 7→ K†. The group B also admits global exponential parametrization, and the map

ν : B → P, ν(b) := bb† (2.16)

is a diffeomorphism.
Next, we describe a chain of diffeomorphisms between the manifolds

M := GC

R, M := G×B and M := G×P. (2.17)

We start by recalling that every element K ∈ M admits unique (Iwasawa) decompositions [37] into
products of elements of G and B,

K = gLb
−1
R = bLg

−1
R with gL, gR ∈ G, bL, bR ∈ B. (2.18)

These decompositions induce the (real-analytic) maps ΞL,ΞR :M → G and ΛL,ΛR : M → B,

ΞL(K) := gL, ΞR(K) := gR, ΛL(K) := bL, ΛR(K) := bR. (2.19)

Besides the pairs (ΞL,ΛR) and (ΞR,ΛL), also the pair (ΞR,ΛR) yields a diffeomorphism,

m1 := (ΞR,ΛR) :M →M, m1(K) = (gR, bR). (2.20)

In addition to this, we need the diffeomorphism

m2 : M→M, m2(g, b) := (g, ν(b)). (2.21)
4



The map ν (2.16) intertwines the so-called dressing action of G on B with the obvious conjugation
action of G on P. That is, we have

Dressη(b)(Dressη(b))
† = ηbb†η−1, ∀η ∈ G, b ∈ B. (2.22)

It follows that any element of B can be transformed into B0 = exp(iG0) by the dressing action. The
relation (2.22) can be taken as the definition of the dressing action. More explicitly, one has

Dressη(b) = ΛL(ηb), ∀η ∈ G, b ∈ B, (2.23)

and the corresponding infinitesimal action

dressY (b) :=
d

dt

∣

∣

∣

∣

t=0

DressetY (b) = b(b−1Y b)B, ∀Y ∈ G. (2.24)

Remark 2.1. The notation used on the right side of (2.24) ‘pretends’ that our Lie groups are groups of
matrices. Such symbolic matrix notations are adopted throughout the paper. If desired, one may rewrite
all of the relevant equations in equivalent abstract form (which is often longer), or can employ faithful
matrix representations.

For a real function ϕ ∈ C∞(B), we define the G-valued left and right derivatives, Dϕ and D′ϕ, by

〈X,Dϕ(b)〉I + 〈X
′, D′ϕ(b)〉I :=

d

dt

∣

∣

∣

∣

t=0

ϕ(etXbetX
′

), ∀b ∈ B, X,X ′ ∈ B. (2.25)

In general, these obey the relation Dϕ(b) = (bD′ϕ(b)b−1)G . If the function is invariant with respect
to the dressing action, ϕ ∈ C∞(B)G, then 〈D′ϕ(b), (b−1Y b)B〉I = 0, ∀Y ∈ G, and from this we get
Dϕ(b) = bD′ϕ(b)b−1. Equivalently, we have

(b−1Dϕ(b)b)B = 0, ∀ϕ ∈ C∞(B)G, b ∈ B. (2.26)

By (2.24), this means that Dϕ(b) belongs to the Lie algebra of the isotropy group Gb < G of b with
respect to the dressing action. Even more, this derivative belongs the center of the isotropy Lie algebra,
because the derivative of an invariant function is equivariant:

Dϕ(Dressη(b)) = ηDϕ(b)η−1, ∀η ∈ G, b ∈ B. (2.27)

The isotropy subgroup Gb is generically a maximal torus of G, and the elements for which this holds
constitute the dense open subset Breg ⊂ B. The derivatives of the invariant functions actually span the
center of the isotropy Lie algebra at any b ∈ B. This can be seen, for example, with the aid of the natural
isomorphisms

C∞(G0)
W ←→ C∞(G)G ←→ C∞(P)G ←→ C∞(B)G, (2.28)

where C∞(G0)W denotes the Weyl invariant smooth functions on G0. The isomorphisms are induced by
the maps

G0
ι
−→ G

expi−−→ P
ν
←− B, (2.29)

where ι : G0 → G is the inclusion, expi(X) := exp(iX), and ν is defined in (2.16). These maps also
relate the dense open subsets Greg0 , Greg, Preg and Breg. It is well known that the gradients (with respect
to the Killing form of G) of the invariant functions on G span the center of the corresponding isotropy
subalgebra. The dimension of the span of the derivatives of the invariant functions does not change
under these maps, since the derivatives are equivalent to the ordinary exterior derivatives (for example,
Dϕ(b) ∈ G ≃ B∗ encodes dϕ(b) ∈ T ∗

b B).

2.2. Degenerate integrability. The notion of degenerate integrability of Hamiltonian systems on sym-
plectic manifolds is due to Nekhoroshev [46]. Degenerate integrable systems have more first integrals
(constants of motion) than half the dimension of the phase space, which characterizes Liouville integra-
bility. In the extreme case the trajectories are completely determined by fixing the constants of motion,
as is exemplified by the classical Kepler problem that possesses 5 independent constants of motion. A
closely related concept of non-Abelian or non-commutative integrability was introduced by Mischenko
and Fomenko [44], and this is especially fitting for systems whose basic constants of motion form a
finite-dimensional, non-Abelian Lie algebra.

A systematic exploration of natural quantum mechanical Hamiltonians with many conserved quantities
having specific form was initiated by Fris et al in 1965 [30], and later this has become a very active
research subject [45]. The systems studied in this field are nowadays called superintegrable, a term
that apparently goes back to Wojciechowski [64]. The adjective superintegrable is now often used to
characterize both quantum and classical mechanical systems [18, 45, 55, 56]. We prefer to stick to
the original terminology of Nekhoroshev, which highlights the important feature that in comparison to
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classical Liouville integrability the dynamics takes place on lower dimensional submanifolds of the phase
space (typically, degenerate tori when compact). The extensive literature on the subject of integrability
(see e.g. [33, 38, 57]) contains several variants of the basic notions. The definition that we find the most
convenient is presented below.

Definition 2.2. Suppose that M is a symplectic manifold of dimension 2m with associated Poisson
bracket {−,−} and two distinguished subrings H and F of C∞(M) satisfying the following conditions:

(1) The ring H has functional dimension r and F has functional dimension s such that r+s = dim(M)
and r < m.

(2) Both H and F form Poisson subalgebras of C∞(M), satisfying H ⊂ F and {F ,H} = 0 for all
F ∈ F, H ∈ H.

(3) The Hamiltonian vector fields of the elements of H are complete.

Then, (M, {−,−},H,F) is called a degenerate integrable system of rank r. The rings H and F are referred
to as the ring of Hamiltonians and constants of motion, respectively.

Recall that the functional dimension of a ring R of functions on a manifold M is d if the exterior
derivatives of the elements of R generically, that is on a dense open submanifold, span a d-dimensional
subspace of the cotangent space. Condition (3) above on the completeness of the flows is superfluous if the
joint level surfaces of the elements of F are compact. Degenerate integrability of a single Hamiltonian H
is understood to mean that there exist rings H and F with the above properties such that H ∈ H. Observe
that F is either equal to or can be enlarged to the centralizer of H in the Poisson algebra (C∞(M), {−,−}).
In the literature the definition is often formulated in terms of functions f1, . . . , fr, fr+1, . . . , fs so that
they generate F and the first r of them generate H. If the definition is modified by setting r = s = m
and H = F, then one obtains the notion of Liouville integrability.

The concepts of integrability can be extended to Poisson manifolds [38] beyond the symplectic class.
In fact, we shall construct a series of examples that satisfy the requirements of the next definition.

Definition 2.3. Consider a Poisson manifold (M, {−,−}) whose Poisson tensor has maximal rank
2m ≤ dim(M) on a dense open subset. Then, (M, {−,−},H,F) is called a degenerate integrable system
of rank r if conditions (1), (2), (3) of Definition 2.2 hold, and the Hamiltonian vector fields of the
elements of H span an r-dimensional subspace of the tangent space over a dense open subset of M.

The integrable systems of Definition 2.2 are integrable in the sense of Definition 2.3, too, since in
the symplectic case the condition on the span of the Hamiltonian vector fields of H holds automatically.
Liouville integrability in the Poisson case results by imposing r = m instead of r < m in the definition.
In that case, our definition implies that F is an Abelian Poisson algebra (in [38] this condition appears
in the definition).

In a degenerate integrable system, the evolution equation associated with any H ∈ H can be integrated
by quadrature (see, e.g., [33, 46, 57]). A description of ‘action-angle and spectator’ coordinates in the
Poisson case can be found in [38]. Under further conditions, it can be shown [33] that degenerate
integrable systems are integrable also in the Liouville sense. However, in general there is no canonical
way to enlarge H by elements of F to obtain an Abelian Poisson algebra of the required functional
dimension. This freedom can be used to manufacture very different Liouville integrable systems out of
a given degenerate integrable system. For spin Calogero–Moser type systems, and their generalizations
that we are interested in, H is distinguished by its group theoretic origin [21, 53, 54].

2.3. Poisson–Lie symmetry. Poisson–Lie groups are the quasi-classical analogues of quantum groups
introduced by Drinfeld [10, 11]. Their role in classical integrable systems was pioneered by Semenov–
Tian–Shansky [62], whose review [63] is highly recommended as a general reference.

By definition, a Poisson–Lie group is a pair (G, {−,−}G), where {−,−}G is a Poisson bracket on the
smooth (or holomorphic etc) functions on the Lie group G such that the group product G×G→ G is a
Poisson map. A Poisson action of (G, {−,−}G) on a Poisson manifold (M, {−,−}) is an action for which
the action map A : G×M→M is Poisson. In these definitions, G×G and G×M are equipped with
the respective product Poisson structures. Take arbitrary points g ∈ G, p ∈M and for any F ∈ C∞(M)
define Fg ∈ C∞(M) and F p ∈ C∞(G) by

Fg(p) = F p(g) = F (Ag(p)) (2.30)

using Ag(p) := A(g, p). The Poisson property of the map A means that

{F,H}(Ag(p)) = {Fg, Hg}(p) + {F
p, Hp}G(g), ∀F,H ∈ C∞(M). (2.31)
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The Poisson tensor of every Poisson Lie group vanishes at the unit element e ∈ G. Thus, the lineariza-
tion of the Poisson bracket {−,−}G yields [10, 63] a Lie bracket [−,−]∗ on the dual space G∗ = T ∗

eG
of the Lie algebra G = TeG. For any X ∈ G, let XM denote the infinitesimal generator of the (left)
G-action on M, such that X 7→ XM is an antihomomorphism, and let LXM

F = dF (XM) denote the
derivative of the function F ∈ C∞(M). Pick a basis {Ta} of G with dual basis {T a} of G∗, and define
ζF ∈ C∞(M,G∗) by

ζF :=
∑

a

T adF ((Ta)M), ∀F ∈ C∞(M). (2.32)

Then, the Poisson property (2.31) implies the identity

LXM
{F,H} − {LXM

F,H} − {F,LXM
H} − ([ζF , ζH ]∗, X) = 0, (2.33)

for all X ∈ G, F,H ∈ C∞(M), where in the last term the pairing between G∗ and G is used. Indeed,
(2.33) follows by putting g = exp(tX) in (2.31) and taking derivative with respect to t ∈ R at t = 0. It
is also worth noting that

ζF (p) = (dGF
p)(e) and [ζF (p), ζH(p)]∗ = (dG{F

p, Hp}G)(e), (2.34)

where dG denotes the exterior derivation of functions on G.
We assume that G is connected, and then (2.33) is equivalent to the Poisson property of the G-action.

Two consequences of the identity (2.33) are important for us. First, if both F and H are G-invariant,
then so is their Poisson bracket, i.e., C∞(M)G is closed under the Poisson bracket. The statement holds
because LXM

{F,H} = 0 in this case. Second, if F ∈ C∞(M) is arbitrary and H ∈ C∞(M)G, then
(2.33) becomes

LXM
{F,H} − {LXM

F,H} = 0. (2.35)

Defining the Hamiltonian vector field VH by {F,H} =: LVH
(F ), the identity means that

[XM, VH ] = 0, ∀X ∈ G, H ∈ C∞(M)G. (2.36)

This entails that the corresponding flows, denoted ϕXτ and ϕHt , commute

ϕXτ ◦ ϕ
H
t = ϕHt ◦ ϕ

X
τ . (2.37)

Since G is supposed to be connected, this in turn implies that the Hamiltonian flow ϕHt is G-equivariant.
In favourable circumstances, e.g. if the group G is compact, one may identify C∞(M)G with the ring
of smooth functions on the quotient space Mred := M/G. In this way, C∞(Mred) becomes a Poisson
algebra, and the Hamiltonian flows generated by its elements are the projections of the flows ϕHt living
upstairs. The process of descending to the quotient space Mred is known as Poisson reduction, or
Hamiltonian reduction if a G-invariant Hamiltonian is also specified. It should be noted that the quotient
spaceMred is usually not a smooth Poisson manifold, but a so-called stratified Poisson space [50, 61].

In the theory of Poisson actions of (G, {−,−}G) the G∗-valued Poisson–Lie moment map plays an im-
portant role [39, 40]. Here, G∗ is the dual Poisson–Lie group [10, 39, 63], whose Lie algebra is (G∗, [−,−]∗)
mentioned above and the linearization of the Poisson bracket on G∗ reproduces the Lie algebra of G. The
precise notion of the moment map will be recalled in Section 4 focusing on the groups our interest. The
Poisson–Lie moment map can be used for finding Poisson subspaces of Mred quite in the same way as
for the standard G∗-valued moment map [50]. For compact semisimple Lie groups, there is a direct link
between ordinary Hamiltonian G-actions and their Poisson–Lie analogues. One can be converted into the
other by means of a modification of the symplectic form, without changing the reduced structure [1].

3. Integrable master system on the Heisenberg double

In the first subsection we give a terse overview of the Poisson geometry of the standard Heisenberg
double of the compact Lie group G. The second subsection is devoted to the description of a degenerate
integrable system on this phase space.

3.1. Three models of the Heisenberg double. We recall [62, 63] that the group manifold M = GC

R

carries the following two Poisson brackets:

{Φ1,Φ2}± := 〈∇Φ1, ρ∇Φ2〉I ± 〈∇
′Φ1, ρ∇

′Φ2〉I, ∀Φ1,Φ2 ∈ C
∞(M). (3.1)

Here, ρ := 1
2 (πG − πB) with πG and πB denoting the projections from GC

R
onto G and B, which correspond

to the direct sum in (2.2). For any real function Φ ∈ C∞(M), the GC
R
-valued left and right derivatives

∇Φ and ∇′Φ are defined by

〈X,∇Φ(K)〉I + 〈X
′,∇′Φ(K)〉I :=

d

dt

∣

∣

∣

∣

t=0

Φ(etXKetX
′

), ∀K ∈M, X,X ′ ∈ GCR . (3.2)
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The minus bracket makesM into a Poisson–Lie group, of which G and B are Poisson–Lie subgroups, i.e.,
(embedded) Lie subgroups and Poisson submanifolds. Their inherited Poisson brackets take the form

{χ1, χ2}G(g) = −〈D
′χ1(g), g

−1(Dχ2(g))g〉I, (3.3)

and

{ϕ1, ϕ2}B(b) = 〈D
′ϕ1(b), b

−1(Dϕ2(b))b〉I. (3.4)

The derivatives are B-valued for χi ∈ C∞(G) and G-valued for ϕi ∈ C∞(B). Concretely, we use the
definition (2.25) for any ϕ ∈ C∞(B), and

〈Y,Dχ(g)〉I + 〈Y
′, D′χ(g)〉I :=

d

dt

∣

∣

∣

∣

t=0

χ(etY getY
′

), ∀g ∈ G, Y, Y ′ ∈ G, (3.5)

for any χ ∈ C∞(G). The Poisson manifolds (M, {−,−}−) and (M, {−,−}+) are known, respectively, as
the Drinfeld double and the Heisenberg double associated with the standard Poisson structures of B and
G. The Poisson bracket {−,−}+ is nondegenerate. The corresponding symplectic form was found in [2],
but we shall not use its formula here. It is also known that the maps

(ΛL,ΛR) :M → B ×B and (ΞL,ΞR) :M → G×G (3.6)

are Poisson maps with respect to (M, {−,−}+) and the direct product Poisson structures on the targets
obtained from (B, {−,−}B) and from (G, {−,−}G), respectively.

Below we focus on the Heisenberg double (M, {−,−}+), and transfer its Poisson structure to M and
M (2.17) by the diffeomorphisms m1 (2.20) and m2 (2.21). As was proved in [21], the usage of m1 results
in the Poisson bracket {−,−}M on M having the following explicit form:

{f, h}M(g, b) =
〈

D′
2f, b

−1(D2h)b
〉

I
−
〈

D′
1f, g

−1(D1h)g
〉

I
+ 〈D1f,D2h〉I − 〈D1h,D2f〉I (3.7)

for functions f, h ∈ C∞(M). The derivatives on the right-hand side are taken at (g, b) ∈ G × B, with
respect to the first and second variable, according to the definitions (3.5) and (2.25), respectively. In
particular, D1f is B-valued and D2f is G-valued.

For any real function F ∈ C∞(P), define its GC
R
-valued derivative DF as follows:

〈X,DF(L)〉I :=
d

dt

∣

∣

∣

∣

t=0

F(etXLetX
†

), ∀X ∈ B, (3.8)

with X† given by (2.14), and

〈Y,DF(L)〉I :=
d

dt

∣

∣

∣

∣

t=0

F(etY Le−tY ), ∀Y ∈ G. (3.9)

Referring to (2.9), the first equation determines (DF(L))G and the second one (DF(L))B. (These two
equations could be ‘unified’ since −Y = Y † for Y ∈ G, but we prefer to display them separately.) Because
the natural action of B on P is transitive2, all information about DF is contained in the G-component.
This is clear from the next lemma, too.

Lemma 3.1. Let F ∈ C∞(P) and ϕ ∈ C∞(B) connected by the diffeomeorphism ν (2.16), i.e.,

F(bb†) = ϕ(b), ∀b ∈ B. (3.10)

Then their derivatives satisfy

(DF(bb†))G = Dϕ(b) ≡ (bD′ϕ(b)b−1)G , (DF(bb†))B = (bD′ϕ(b)b−1)B, (3.11)

and consequently

DF(bb†) = bD′ϕ(b)b−1. (3.12)

Proof. Take L = bb† and consider the curve etX for X ∈ B. Since ν(etXb) = etXLetX
†

, we obtain

〈X, bD′ϕ(b)b−1〉I = 〈X,Dϕ(b)〉I =
d

dt

∣

∣

∣

∣

t=0

ϕ(etXb) =
d

dt

∣

∣

∣

∣

t=0

F(etXLetX
†

) = 〈X,DF(L)〉I, (3.13)

which implies the first equality in (3.11). Next, take any Y ∈ G and consider the curve DressetY (b). Using
(2.24) we get

d

dt

∣

∣

∣

∣

t=0

ϕ(DressetY (b)) = 〈D
′ϕ(b), (b−1Y b)B〉I = 〈bD

′ϕ(b)b−1, Y 〉I. (3.14)

2The corresponding action map is B ×P ∈ (b, L) 7→ bLb† ∈ P.
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Due to the identity ν(DressetY (b)) = etY Le−tY , this is equal to

d

dt

∣

∣

∣

∣

t=0

F(etY Le−tY ) = 〈(DF(L))B, Y 〉I. (3.15)

Consequently, the second equality in (3.11) holds, too. �

We use the map ν (2.16) to transfer the Poisson bracket {−,−}B (3.4) from B to P. With the aid of
Lemma 3.1, this leads to

{F ,H}P(L) = 〈(DF(L))B, (DH(L))G〉I = −〈(DF(L))G , (DH(L))B〉I , ∀F ,H ∈ C∞(P). (3.16)

The Hamiltonian vector field generated by H ∈ C∞(P) on P yields the evolution equation

L̇ = [(DH(L))G , L]. (3.17)

The identical vanishing of the right-hand side characterizes the elements of the center of the Poisson
bracket (3.16). The elements of the center are constant along all Hamiltonian flows, and this gives
their equivalent characterization: (DH(L))B = 0. This holds if and only H is G-invariant, that is, for
H ∈ C∞(P)G. As one can verify, the derivative of every invariant function is equivariant,

DH(ηLη−1) = ηDH(L)η−1, ∀η ∈ G, L ∈ P, H ∈ C∞(P)G. (3.18)

Similarly to the relation between B and P, we can transfer the Poisson bracket (3.7) from M to M

(2.17) via the mapm2 (2.21). To display the result, for F ∈ C∞(M) let D1F(g, L) ∈ B and D′
1F(g, L) ∈ B

denote the usual derivatives with respect to the first variable, and D2F(g, L) ∈ GCR denote the derivative
with respect to the second variable defined according to equations (3.8) and (3.9).

Proposition 3.2. Via the map m2 (2.21), the formula (3.7) of the Poisson bracket on M is equivalent
to

{F ,H}M(g, L) = 〈D2F , (D2H)G〉I −
〈

gD′
1Fg

−1,D1H
〉

I
+ 〈D1F ,D2H〉I − 〈D1H,D2F〉I , (3.19)

where the derivatives of F ,H ∈ C∞(M) are evaluated at (g, L) ∈M = G×P.

Proof. We simply substitute the following relations into (3.7):

D1f(g, b) = D1F(g, L), bD′
2f(g, b)b

−1 = D2F(g, L), D2f(g, b) = (D2F(g, L))G . (3.20)

Using also the corresponding relations for h = H◦m2, we get (3.19) from (3.7). Note that 〈D1F ,D2H〉I =
〈D1F , (D2H)G〉I, because D1F(g, L) ∈ B. �

Remark 3.3. For the alert reader, a word on ‘tricky signs’ is in order. Using the identifications B∗ = G
and G∗ = B in (2.11), the linearization of the Poisson bracket (3.4) on B gives the Lie bracket on the
subalgebra G < GC

R
, and the linearization of the opposite of the Poisson bracket on G gives the Lie bracket

on B < GC
R
. In standard terminology, this means that (G, (−1){−,−}G) and (B, {−,−}B) form a pair

of mutually dual Poisson Lie groups. The dual group of (G, {−,−}G) is obtained from (B, {−,−}B) by
keeping the Poisson structure on the manifold B but replacing the group product by its opposite, defined
by b1 ⋆ b2 = b2b1, which also changes the corresponding Lie bracket on B to its opposite.

3.2. The integrable master system of free motion. By the projection

π2 : M→ P, π2(g, L) = L, (3.21)

we can pull-back the elements of C∞(P)G to M (2.17). Since π2 is a Poisson map, this yields Poisson
commuting Hamiltonians on M. We next describe the flows and the constants of motion for these
Hamiltonians.

Proposition 3.4. Let H = π∗
2(φ) for a function φ ∈ C∞(P)G and pick an initial value (g(0), L(0)) ∈M.

The corresponding integral curve of the Hamiltonian vector field of H, defined by means of {−,−}M
(3.19), is provided by

(g(t), L(t)) = (exp (tDφ(L(0))) g(0), L(0)) . (3.22)

The map Ψ : M→ P×P defined by

Ψ(g, L) := (L̃, L) with L̃ := g−1Lg (3.23)

is constant along the integral curves (3.22). The map Ψ is Poisson with respect to (3.19) and the direct
product Poisson structure on P×P obtained from {−,−}P (3.16) on the second P factor and its opposite
(multiple by −1) on the first P factor.3

3When we wish to emphasize its Poisson structure, we denote this space as P− ×P.
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Proof. For the Hamiltonian H at hand, D1H(g, L) = 0 and D2H(g, L) = Dφ(L) ∈ G. Therefore we have

{F ,H}M(g, L) = 〈D1F(g, L),Dφ(L)〉I, ∀F ∈ C∞(M). (3.24)

Hence, H generates the evolution equation

ġ = (Dφ(L))g, L̇ = 0, (3.25)

which is solved by (3.22). The statement that L̃ is constant along the flows is then verified by using that
[L,Dφ(L)] = 0 for all φ ∈ C∞(P)G.

To see the Poisson map property of Ψ, consider the diffeomorphism

m := m2 ◦m1 :M →M, (3.26)

based on (2.20) and (2.21). From (2.18), we have

g−1
R bR = b−1

L gL, ∀K ∈M. (3.27)

Using also (2.16), this implies the equality

Ψ ◦m =
(

ν ◦ (ΛL)
−1, ν ◦ ΛR

)

. (3.28)

The Poisson property of Ψ is then a consequence of the facts that (ΛL,ΛR) : M → B × B is a Poisson
map, where B×B carries the product Poisson structure with {−,−}B on the two copies, and that taking
the inverse is an anti-Poisson map on every Poisson–Lie group. �

It is worth noting that the map Ψ is not surjective and its image

C := Ψ(M) ⊂ P×P (3.29)

is not a smooth manifold in any natural way. However, the dense subset Creg ⊂ C, given by

Creg := Ψ(π−1
2 (Preg)), π−1

2 (Preg) = G×Preg, (3.30)

is an embedded submanifold of Preg ×Preg of co-dimension r. (Recall that Preg contains those elements
of P whose isotropy groups in G are maximal tori.) In fact, Creg is also a Poisson submanifold of
P

reg
− ×Preg since it can presented as the intersection of Preg × Preg with the joint zero set of Casimir

functions Fi ∈ C∞(P− ×P) of the form

Fi(L1,L2) = Ci(L1)− Ci(L2), ∀(L1,L2) ∈ P×P, (3.31)

where the differentials of the functions Ci ∈ C∞(P)G (i = 1, . . . , r) span an r-dimensional subspace of
the cotangent space of at every point of Preg. For example, one may obtain the Ci out of independent
invariant polynomials on G using the exponential parametrization, P = exp(iG).

Next, we verify an important consequence of Proposition 3.4.

Corollary 3.5. The two subrings of C∞(M) defined by

H := π∗
2

(

C∞(P)G
)

and F := Ψ∗ (C∞(P− ×P)) (3.32)

engender a degenerate integrable system on the symplectic Poisson manifold (M, {−,−}M). The rank of
this integrable system is equal to the rank r = dim(G0) of the Lie algebra G.

Proof. The elements of F are constant along the flows of the elements of H, because Ψ is constant along
those flows. Since Ψ is a Poisson map, F ⊂ C∞(M) is a Poisson subalgebra, and we only have to establish
the functional dimensions of H and F. To this end, let us denote r := dim(G0), and note that the exterior
derivatives of the elements of C∞(P)G span an r-dimensional space at every point L ∈ Preg. Thus, the
same is true for their π2 pullbacks, at every point of π−1

2 (Preg), which is a dense open submanifold of M.
Hence, the functional dimension of H is r.

One can verify by an easy inspection that the derivative DΨ has constant rank, equal to dim(M)− r,
at every point of G×Preg. As a result, the transpose (DΨ)∗ satisfies

dim (Im (DΨ(g, L)∗)) = dim(M)− r, ∀(g, L) ∈ G×Preg. (3.33)

This implies immediately that F has functional dimension dim(M) − r. If µ2 : P ×P is the projection
onto the second factor, then π2 = µ2 ◦Ψ (with π2 in (3.21)). Thus, H ⊂ F, which completes the proof. �

Remark 3.6. We refer to the system of Corollary 3.5 as the integrable master system of free motion on
the Heisenberg double. The presentation of the Heisenberg double via its model M = G×exp(iG) highlights
the close analogy with the standard degenerate integrable system on the cotangent bundle T ∗G ≃ G × G
associated with the invariant functions C∞(G)G. Of course, we can transfer the master system to the
models M and M (2.17) by means of the diffeomorhisms m :M → M and m2 : M→M. We shall make
use of all three models in what follows.
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4. Hamiltonian reduction of the master system

We consider the reduction of the master system relying on an action of G on the Heisenberg double.
The degenerate integrability of the reduced system will be proved after restriction to a dense open subset
of the reduced phase space. It will be convenient to start with the model M in the first subsection, but
utilize the model M for the proof of reduced integrability given in the second subsection.

4.1. Actions of G and Hamiltonian reduction. We begin by recalling the concept of Poisson–Lie
moment map for G-actions [39, 40, 63], adapted to our case. Let (M, {−,−}) be a Poisson manifold and
Λ :M→ B a Poisson map with respect to the Poisson bracket {−,−}B (3.4) on the target space. Such
a map can be used to generate an (infinitesimal) Poisson action of the group (G, {−,−}G) (3.3) onM.
This works by associating a vector field XM onM, i.e. a derivation of C∞(M), to every X ∈ G via the
following formula:

df(XM) := −〈X, {Λ, f}MΛ−1〉I, ∀f ∈ C∞(M). (4.1)

To explain the meaning of this formula, note that, for any x0 ∈ M, we have

{Λ, f}M(x0) :=
d

dt

∣

∣

∣

∣

t=0

Λ(x(t)), (4.2)

where x(t) is the integral curve of the Hamiltonian vector field of f satisfying x(0) = x0. This yields an
element of TΛ(x0)B, which is then translated into B = TeB via right multiplication by Λ(x0)

−1. According
to the general theory [39, 40], the so-obtained map G ∋ X 7→ XM ∈ Vect(M) is an antihomomorphism
satisfying the key relation (2.33). If this G-action can be integrated to an action of G, then it is auto-
matically a Poisson action. The map Λ is called the Poisson–Lie moment map for the pertinent action.4

It enjoys G-equivariance with respect to the dressing action (2.23) of G on B and the action that it gen-
erates onM. The construction can be applied in two ways. Either one starts with a Poisson action and
searches for a corresponding (equivariant) moment map, or one starts with a Poisson map Λ and looks for
a G-action that integrates the vector fields XM. Since G is connected and simply connected, a G-action
results from the infinitesimal action whenever the vector fields XM are complete. As an example, one
may check that the dressing action (2.23) is a Poisson action of (G, {−,−}G) on (B, {−,−}B) with the
identity map from B to B being the moment map.

The Heisenberg double (M, {−,−}+) supports three natural Poisson maps into the Poisson–Lie group
(B, {−,−}B). These serve as moment maps generating corresponding Poisson actions of (G, {−,−}G)
on M . In fact, ΛL and ΛR (2.19) are the moment maps for the G-actions given by left and right
multiplications of the elements of M = GR

C
by the elements of the subgroup G, and their pointwise

product
Λ := ΛLΛR :M → B (4.3)

is the moment map for the so-called quasi-adjoint action of G on M . As was shown by Klimč́ık [36], the
moment map (4.3) generates a global G-action whose action map is given explicitly by

AM : G×M →M, AMη (K) := AM (η,K) = ηKΞR(ηΛL(K)). (4.4)

The map Λ is equivariant with respect to this G-action on M and the dressing action on B. Since
the center Z(G) of G is contained in the center of GC

R
, we obtain the equality ΞR(ηΛL(K)) = η−1 for

η ∈ Z(G). By using this, it is easily seen that Z(G) acts trivially, and the action of G descends to
an effective action of adjoint group Ḡ := G/Z(G) on M . Since we have a Poisson action, i.e. AM is a
Poisson map with respect to the product of the Poisson structures on G and onM , the ring of G-invariant
functions, C∞(M)G, is closed under the Poisson bracket on M . The same is true for the functions of the
moment map; and the Poisson algebras

(C∞(M)G, {−,−}+) and (Λ∗C∞(B), {−,−}+) (4.5)

are the centralizers of each other in (M, {−,−}+). If one defines the reduced phase space by

M red :=M/G, (4.6)

then the identification C∞(M red) ≡ C∞(M)G equips C∞(M red) with a Poisson bracket. In this way,
one obtains the reduced Poisson space (M red, {−,−}red+ ). The pullbacks by Λ of the dressing invariant
functions on B engender Casimir functions on the reduced phase space, because

Λ∗(C∞(B)G) ⊂ C∞(M)G. (4.7)

4The equivalence of our moment map condition (4.1) to the original one introduced by Lu [39, 40] follows from Remark
3.3, since the right-invariant Maurer–Cartan 1-form (db)b−1 on the group B, which features in (4.1), becomes the left-
invariant Maurer–Cartan form b−1 ⋆ db on B equipped with the opposite multiplication, b1 ⋆ b2 = b2b1. Agreement between

(4.1) with its counterpart (5.20) in [63] is seen by additionally noting that XM corresponds to −X̂ used in [63].
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The joint level surfaces of these Casimir functions are unions of symplectic leaves. The reduced phase
space M red is not a smooth manifold, but is a disjoint union of smooth strata. However, like in the
smooth case, the Hamiltonian vector fields of the smooth functions on M red can still be obtained as
projections of the Hamiltonian vector fields of the corresponding elements of C∞(M)G.

We are mostly interested in the ‘big cell’ of M red that results by restriction to the principal orbit type
[12, 43, 50] for the G-action. The principal orbits fill the dense open submanifold

M∗ := {x ∈M | Gx = Z(G)}, (4.8)

where Gx denotes the isotropy group of the point x. Three important features of the restriction to M∗

are as follows. First,
M red

∗ :=M∗/G (4.9)

is a smooth manifold, and is a connected, dense open subset of M red. Second, the restriction of the
moment map to M∗ is a submersion, i.e., its derivative DΛ(x) : TxM∗ → TΛ(x)B is surjective at every

x ∈ M∗. Third, M∗ is invariant with respect to the Hamiltonian flows of all the elements of C∞(M)G.
These statements are immediate consequences of well known general results. For example, the third
property is a consequence of the fact that the flow ϕHt of any invariant function H ∈ C∞(M)G is
equivariant,

AMη ◦ ϕ
H
t = ϕHt ◦ A

M
η , ∀η ∈ G, (4.10)

which implies that the isotropy group GϕH
t
(x) is constant in t for every x ∈M .

In order to transfer the action AM (4.4) to the alternative models M and M of the Heisenberg double
(2.17), we use the relations (2.18) and (3.27) that lead to the identities

ΛL(K) = ΛL(bLg
−1
R ) = ΛR(b

−1
R gR)

−1 = ΛL(g
−1
R bR)

−1 =: βL(gR, bR). (4.11)

The last equality is the definition of the map βL : G× B → B, which can also be written as

βL(g, b) = (Dressg−1(b))−1, ∀(g, b) ∈ G×B. (4.12)

Combining this with the diffeomorphisms m1 (2.20) and m2 (2.21), we see that the Poisson action AM

acquires the following form in terms of the models M and M

AM
η (g, b) =

(

ΞR(ηβL(g, b))
−1gΞR(ηβL(g, b)),DressΞR(ηβL(g,b))−1(b)

)

, (4.13)

and
AM

η (g, L) =
(

η̃gη̃−1, η̃Lη̃−1
)

, with η̃ = ΞR(ηβL(g, ν
−1(L)))−1, (4.14)

where we applied the inverse of the diffeomorphism ν (2.16). For any fixed (g, b), the map

η 7→ ΞR(ηβL(g, b))
−1 (4.15)

yields a diffeomorphism of G. Consequently, the Poisson actions (4.13) and (4.14) are orbit equivalent
(have the same orbits) as the simpler G-actions given on M and on M by the formulae

AM
η (g, b) := (ηgη−1,Dressη(b)), AM

η (g, L) := (ηgη−1, ηLη−1), (4.16)

for all η ∈ G, (g, b) ∈ M and (g, L) ∈ M. These simpler actions are not Poisson action of G, but for
taking the quotients of the respective model phase spaces they can be used in the same way as their
parent Poisson actions.

In Proposition 3.4, we introduced the Poisson space P−×P, which is P×P equipped with the Poisson
bracket (−1){−,−}P×{−,−}P with (3.16). We may write the elements (L1,L2) ∈ P−×P in the form

(L1,L2) = (ν(b−1
1 ), ν(b2)) with (b1, b2) ∈ B ×B, (4.17)

and then we obtain a Poisson map Λ̂ : P− ×P→ B by the definition

Λ̂ : (L1,L2) 7→ b1b2. (4.18)

As a moment map, Λ̂ generates a Poisson action of G. The action map Â : G × (P− ×P) → P− ×P

operates for η ∈ G by

Âη : (L1,L2) 7→
(

ΞR(ηb1)
−1L1ΞR(ηb1),ΞR(ηb1)

−1L2ΞR(ηb1)
)

, (4.19)

using b1 = (ν−1(L1))−1. It is an instructive exercise to verify this statement, which we do in Appendix
A. The Poisson action (4.19) possesses the same orbits as the alternative G-action having the action map

Âη : (L1,L2) 7→ (ηL1η
−1, ηL2η

−1). (4.20)

The Poisson map Ψ : M→ P− ×P (3.23) relates the relevant moment maps according to

Λ ◦m−1 = Λ̂ ◦Ψ, (4.21)
12



where we used Λ in (4.3) and m :M →M in (3.26). It also satisfies the equivariance properties

Ψ ◦ AM

η = Âη ◦Ψ and Ψ ◦AM

η = Âη ◦Ψ, ∀η ∈ G. (4.22)

Our construction implies that

C∞(P− ×P)G ⊂ C∞(P− ×P) (4.23)

is a Poisson subalgebra, and this entails that

FG := Ψ∗(C∞(P− ×P)G) ⊂ C∞(M)G (4.24)

is also a Poisson subalgebra.

Remark 4.1. Let us take the opportunity to clarify a potentially confusing point that occurs in our earlier
paper [21]. Namely, it was verified in Appendix C of [21] that the identity AM

η ◦ ϕ
H
t = ϕHt ◦A

M
η does not

hold for certain G-invariant Hamiltonians on M. This is not surprising since AM
η (4.16) is not a Poisson

action (in fact, the failure of the identity proves this), and the analogous identity holds if one uses the
original action AM

η (4.14).

4.2. Reduced integrability. Now we use the model M of the Heisenberg double (2.17), whereby M∗

(4.8) and M red
∗ (4.9) get replaced by M∗ and Mred

∗ , respectively. That is, with the map m (3.26), we have

M∗ = m(M∗), M
red
∗ = M∗/G. (4.25)

In Section 3.2, we described the master integrable system (M, {−,−}M,H,F), whose Hamiltonians and
constants of motion (3.32) were constructed relying on the Poisson map Ψ (3.23). Eventually, we shall
demonstrate that the quadruple (M, {−,−}M,H,F

G), with FG in (4.24), engenders a degenerate integrable
system on the Poisson manifold Mred

∗ . However, it will be advantageous to first deal with a restriction
of the reduced system on a certain dense open subset of Mred

∗ , which will be found to satisfy stronger
conditions than those required by Definition 2.3.

Let Λ : M→ B be the moment map Λ (4.3) transferred to M and Λ∗ its restriction to M∗, i.e.,

Λ = Λ ◦m−1, Λ∗ = Λ|M∗
. (4.26)

Lemma 4.2. The inverse image Λ−1
∗ (Breg) is a dense open subset of M∗. Then,

Λ−1
∗ (Breg)/G ⊂M

red
∗ (4.27)

is a dense open subset, which consists of symplectic leaves of co-dimension r = dim(G0).

Proof. The map Λ∗ is continuous. Since the action of G/Z(G) is free onM∗, Λ∗ : M∗ → B is a submersion,
and thus it is also an open map. The inverse image of a dense set under an open map is dense, and the
inverse image of an open set under a continuous map is open. Therefore, Λ−1

∗ (Breg) ⊂ M∗ is dense and
open.

Let (Mred
∗ , {−,−}red∗ ) denote the reduced Poisson manifold obtained by taking the quotient of M∗ by

the action of G. The general reduction theory [40, 50, 63] says that the symplectic leaves of this Poisson
manifold are the connected components of the sets of the form

Λ−1
∗ (OB)/G, (4.28)

where OB ⊂ B is a dressing orbit contained in Λ∗(M∗). The dressing orbits of maximal dimension are
those that lie in Breg, and their co-dimension is r.

The symplectic leaves (4.28) can also be identified as the connected components of the level surfaces
of the Casimir functions on Mred

∗ that arise from Λ∗(C∞(B)G) restricted on M∗. By using that both Λ∗

and the projection π : M∗ → Mred
∗ are submersions, it is easily seen that the differentials of the Casimir

functions span an r-dimensional space at every point of Λ−1
∗ (Breg)/G. Hence, the dressing orbits lying in

Λ∗(M∗)∩Breg yield symplectic leaves of co-dimension r, which are the leaves of maximal dimension. �

Remark 4.3. It is known [19] that Λ : M → B is a surjective map. Because Λ is continuous and its
restriction Λ∗ (4.26) is an open map, we see that

Breg ∩ Λ∗(M∗) ⊂ B (4.29)

is dense and open. We suspect that Breg is contained in Λ∗(M∗), but have not proved this.

We previously introduced the ‘space of constants of motion’ C (3.29) and its dense subset Creg (3.30),
which is a Poisson submanifold of Preg

− ×Preg. Explicitly, Creg consists of the pairs (L1,L2) ∈ Preg×Preg

for which L1 and L2 belong to the same G-orbit:

Creg := {(g−1Lg, L) | L ∈ Preg, g ∈ G}. (4.30)
13



The group G acts by componentwise conjugations on Preg ×Preg, and this restricts to the submanifold
Creg. Now we introduce C∗ ⊂ Creg, which by definition is the dense open subset given by the principal
orbit type for the G-action on Creg. It is easily seen that

C∗ = {(g−1Lg, L) ∈ Creg | G(g−1Lg,L) = Z(G)}, (4.31)

where G(g−1Lg,L) is the isotropy group. We observe that C∞(C∗)
G gives rise to a Poisson structure on

the smooth manifold

Cred
∗ := C∗/G. (4.32)

Then, we define the following subset of M:

M∗∗ := Ψ−1(C∗). (4.33)

It is clear from the G-equivariance of Ψ that M∗∗ is mapped to itself by the G-action. After some
preparation, our goal is to show that the restriction of the master system of free motion on M∗∗ descends
to a degenerate integrable system on the corresponding quotient space.

Lemma 4.4. The inverse image M∗∗ (4.33) is a dense open subset of M∗ ∩ π
−1
2 (Preg).

Proof. The G-equivariance of the map Ψ (3.23) implies that Gx < GΨ(x) holds for all x ∈ M. It follows
that Gx = Z(G) for all x ∈ M∗∗, i.e.,

M∗∗ ⊂M∗ ∩ π
−1
2 (Preg). (4.34)

We know from the proof of Corollary 3.5 that the restricted map

Ψ : π−1
2 (Preg)→ Creg (4.35)

is a surjective submersion. In particular, it is both continuous and open, and therefore the inverse image
of the dense open subset C∗ ⊂ Creg enjoys the claimed property. �

Remark 4.5. It is an easy consequence of what we proved that in the chain

M∗∗ ⊂M∗ ⊂M (4.36)

every subset is dense and open in the one that contains it, including M∗∗ ⊂ M. Now we explain a few
properties of these sets, including that M∗∗ ⊂M∗ is a proper subset.

First, by choosing both g and L to be the unit element of GC

R
, we see that M∗ is a proper subset of

M. Next, let us recall that the center Z(G) is the intersection of all maximal tori of G, and for a fixed
maximal torus G0 one can find (see e.g. [42]) another one, G′

0, such that

G0 ∩G
′
0 = Z(G). (4.37)

Clearly, one can choose (L̃, L) = Ψ(g, L) in such way that the isotropy subgroups with respect to the
conjugation action of G on P are GL = G0 and GL̃ = G′

0. Then, the isotropy group G(L̃,L) with respect

to the diagonal conjugation action of G is Z(G). Consequently, (L̃, L) ∈ C∗ and (g, L) ∈M∗∗.
For concreteness, consider G = SU(n) and choose a pair (g, L), where L is a diagonal matrix with

distinct positive eigenvalues and g is a multiple of the matrix of cyclic permutation, i.e.,

g = C(En,1 +
n−1
∑

i=1

Ei,i+1), (4.38)

with a constant C such that det(g) = 1. In this case, one can verify that G(g,L) = Z(G), while GΨ(g,L) is
the standard maximal torus of G. This implies that (g, L) ∈ M∗ \M∗∗. We can generalize this example
to other groups by picking a regular L whose isotropy group is the maximal torus G0, and taking g ∈ G
to be a representative of a Coxeter element of the Weyl group with respect to G0. By using that [42] the
fixed point set of the action of the Coxeter element on G0 is the center Z(G), it is easy to verify that for
this choice GΨ(g,L) = Z(G) and (g, L) ∈M∗ \M∗∗.

Consider an arbitrary pair (g′0, L0) for which g′0 ∈ G′
0 an L0 ∈ exp(iG0) are regular elements, i.e.,

their isotropy groups in G are G′
0 and G0, respectively, which are subject to (4.37). The G-orbit through

(g′0, L0) belongs to M∗, and from this one sees that

Greg ⊂ π1(M∗) and Preg ⊂ π2(M∗), (4.39)

since the regular elements of G (and P) are those elements whose isotropy subgroups under the conjugation
action of G are maximal tori, and all maximal tori are conjugate to each other. We also note that
π2(M∗∗) = Preg, but it is not clear at present if in the relations (4.39) one has equalities or not.
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The Abelian Poisson algebra H (3.32) gives rise to the reduced Abelian Poisson algebra Hred of Hamil-
tonians defined on Mred = M/G. Similarly, FG (4.24) descends to a Poisson algebra of functions on Mred,
which we denote Fred and call the the Poisson algebra of reduced constants of motion. Resulting from
(4.36), we have the chain of dense open subsets

M
red
∗∗ ⊂M

red
∗ ⊂M

red, (4.40)

and we let H∗∗
red and F∗∗

red denote the restrictions of Hred and Fred on Mred
∗∗ , respectively. Analogously, we

denote by H∗
red and F∗

red the corresponding restrictions on Mred
∗ . These Poisson algebras enjoy the natural

isomorphisms

H∗∗
red ≃ H|M∗∗

, F∗∗
red ≃ FG|M∗∗

and H∗
red ≃ H|M∗

, F∗
red ≃ FG|M∗

. (4.41)

Since M∗∗ was defined by placing constraints on the constants of motion, the flows of all Hamiltonians
H ∈ H (3.32) preserve this dense open submanifold of M∗. Taking into account that M∗∗ is also preserved
by the G-action, we can consider the simultaneous reduction of the pertinent Hamiltonian systems after
restriction on M∗∗. This leads to the ‘restricted reduced system’ denoted

(Mred
∗∗ , {−,−}

red
∗∗ ,H

∗∗
red), (4.42)

where the Poisson structure on M
red
∗∗ = M∗∗/G results from the identification

(C∞(Mred
∗∗ ), {−,−}red∗∗ ) ≃ (C∞(M∗∗)

G, {−,−}M∗∗
). (4.43)

The commutative diagram of maps displayed in Figure 1 will be utilized for proving Theorem 4.6
below, which represents our first main result. Here, p1 and p2 are the canonical projections, ψ := Ψ|M∗∗

and

ψred : Mred
∗∗ → Cred

∗ = C∗/G (4.44)

is induced by the G-equivariance of the map ψ. All these maps are smooth, surjective submersions and
are Poisson maps. In fact, p1 and p2 are projections of principal fiber bundles, with structure group
G/Z(G). Since the map Ψ : π−1

2 (Preg)→ Creg is a surjective submersion, this property is inherited by its
restriction ψ. Then, one sees by tracing the diagram that ψred is also a smooth submersion. The Poisson
property of the maps follows immediately from the definitions. Of course, the Poisson structure on Cred

∗

is defined by the isomorphism

C∞(Cred
∗ ) ≃ C∞(C∗)

G. (4.45)

Below, we shall first use the Poisson algebra

F
♯
red := ψ∗

red(C
∞(Cred

∗ )). (4.46)

Its relation to F∗∗
red (4.41) will be clarified later (see Lemma 4.8).

M∗∗ C∗

Mred
∗∗ Cred

∗

ψ

p2p1

ψred

Figure 1. The sets and maps used in the proof of Theorem 4.6. All sets are smooth
Poisson manifolds and all maps are smooth Poisson submersions. C∗ is the subset of
principal orbit type for the G-action on Creg ⊂ C (4.30). The map ψ is the restriction
of Ψ (3.23) to M∗∗ = Ψ−1(C∗), p1 and p2 are projections of principal fibre bundles.

The r = 1 case, i.e. the case of G = SU(2), is excluded in the subsequent theorem, since in that case
the reduced system is ‘only’ Liouville integrable. The proof given below is similar to the proof of an
analogous statement5 concerning Poisson reduction of the cotangent bundle T ∗G.

5Incidentally, in our work we first considered the Heisenberg double; the reduced integrability for the cotangent bundle
was presented in [22] in order to expound the ideas in a simpler context.
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Theorem 4.6. Suppose that r = dim(G0) 6= 1. Then, the restricted reduced system (4.42) is a degenerate

integrable system of rank r with constants of motion provided by the ring of functions F
♯
red (4.46), that

is, the quadruple (Mred
∗∗ , {−,−}

red
∗∗ ,H

∗∗
red,F

♯
red) satisfies the stipulations of Definition 2.3. The reduced

Hamiltonian vector fields associated with H∗∗
red span an r-dimensional subspace of the tangent space at

every point of Mred
∗∗ , and the differentials of the elements of F♯red span a co-dimension r subspace of the

cotangent space.

Proof. By the definition of the reduction, every element Hred ∈ H∗∗
red obeys the relation

Hred ◦ p1 = H|M∗∗
with some H ∈ H = π∗

2

(

C∞(P)G
)

, (4.47)

and every integral curve y(t) of Hred in Mred
∗∗ can be presented as the projection p1(x(t)) of an integral

curve x(t) of H in M∗∗. Since the map ψ is constant along x(t), we see from Figure 1 that ψred is

constant along y(t). This implies immediately that the elements F♯red (4.46) are constants of motion for

every Hred ∈ H∗∗
red. The fact that ψred is a Poisson map entails that F

♯
red forms a Poisson subalgebra

of C∞(Mred
∗∗ ). Recalling that ψred is a submersion, we obtain that the dimension of the span of the

differentials of the elements of F♯red is equal to dim(Cred
∗ ) at every point of Mred

∗∗ . Because G/Z(G) acts
freely on C∗ and on M∗∗, we have

dim(Cred
∗ ) = dim(G)− r and dim(Mred

∗∗ ) = dim(G), (4.48)

which confirms the statement concerning the differentials of the elements of F♯red.
Next, we verify the claim about the dimension of the span of the reduced Hamiltonian vector fields.

To do this, we pick an arbitrary point y := p1(x) ∈Mred
∗∗ , with some x = (g, L) ∈M∗∗. We know that the

values of the reduced Hamiltonian vector fields at y result by applying the tangent map Dp1(x) to the
values of the original Hamiltonian vector field at x. It follows from (3.22) that the latter are the tangent
vectors of the form

(V g, 0) ∈ TxM∗∗ = TgG⊕ TLP, (4.49)

where V ∈ G is given by the G-valued derivative of some function φ ∈ C∞(P)G at L ∈ P. Since L is a
regular element, these derivatives span a maximal Abelian subalgebra of G, and thus the linear space of
the tangent vectors (4.49) is r-dimensional. We have to verify that this linear space has zero intersection
with Ker(Dp1(x)), consisting of the elements

([W, g], [W,L]) ∈ TxM∗∗, ∀W ∈ G. (4.50)

Now, if two tangent vectors having the respective forms (4.49) and (4.50) coincide, then so do their images
in T(L̃,L)C∗ obtained by the map Dψ(x). But the image of the tangent vector in (4.49) is zero, while the

image of the one in (4.50) is

([W, L̃], [W,L]) ∈ Tψ(x)C∗ ⊂ TL̃P⊕ TLP, with L̃ = g−1Lg. (4.51)

Since G/Z(G) acts freely C∗, the vector in (4.51) vanishes only for W = 0, and then the vector (4.50)
also vanishes. In conclusion, the Dp1(x) image of the tangent vectors in (4.49) has dimension r.

The differentials of the elements of H∗∗
red span an r-dimensional subspace of T ∗

yM
red
∗∗ at every y ∈Mred

∗∗

since their Hamiltonian vector fields span an r-dimensional subspace of TyM
red
∗∗ . That is, the functional

dimensions of H∗∗
red and H are the same. It is obvious that H∗∗

red is contained in F
♯
red.

Lemma 4.2 implies that a dense open subset ofMred
∗∗ is filled by symplectic leaves of maximal dimension,

which have co-dimension r. If r 6= 1, then we have

r <
1

2
(dim(G)− r) =

1

2
(dim(Mred

∗∗ )− r). (4.52)

This means that r is strictly smaller than half the maximal dimension of the symplectic leaves in Mred
∗∗ ,

and thus our restricted reduced system satisfies all conditions of Definition 2.3.
In the excluded r = 1 case, that is for G = SU(2), the reduced system is Liouville integrable, but there

is no room for degenerate integrability in this case. �

Next, we prove an important consequence of Theorem 4.6.

Corollary 4.7. The restriction of the system (Mred
∗∗ , {−,−}

red
∗∗ ,H

∗∗
red,F

♯
red) of Theorem 4.6 to any sym-

plectic leaf of Mred
∗∗ of co-dimension r (where r > 1) is a degenerate integrable system in the sense of

Definition 2.2.
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Proof. Choose r functions C1, . . . , Cr ∈ C
∞(P)G that are functionally independent at every point ofPreg.

The restrictions of the functions Ci ◦ Λ∗ on M∗∗ descend to Casimir functions Ci ∈ C∞(Mred
∗∗ ). These

functions belong to F
♯
red, and any symplectic leaf of co-dimension r in M∗∗ is (a connected component of)

a joint level surface thereof. Now, we consider a symplectic leaf S of co-dimension r and fix an arbitrary

point y ∈ S. Then, we can select additional (dim(Cred
∗ )− r) elements of F♯red, say fa, so that

Ci, fa, i = 1, . . . , r, a = 1, . . . , dim(Cred
∗ )− r (4.53)

are functionally independent at y. We can also find further r functions, say z1, . . . , zr, so that the
functions

Ci, fa, zi (4.54)

yield local coordinates on an open set U ⊂Mred
∗∗ , containing y. It follows that the restriction of the func-

tions fa, zi to the level surface S of the Casimirs gives local coordinates on S around y ∈ S. Consequently,
the differentials of the restrictions on S of the elements of F♯red span a dim(S)− r dimensional subspace
of the cotangent space T ∗

y S at every y ∈ S. This is all what we needed to prove, since we know from

Theorem 4.6 that the Hamiltonian vector fields of H∗∗
red span an r-dimensional space at every y ∈ Mred

∗∗ .
They are tangent to the every symplectic leaf, and give the Hamiltonian vector fields of H∗∗

red restricted
onto the leaf. �

Incidentally, for any generating set Ci (i = 1, . . . , r) of C∞(P)G, the functions Hi = Ci ◦ π2 ∈ H

are independent at every point of π−1
2 (Preg) ⊂ M, and their restrictions on M∗ descend to functions

Hred
i ∈ C∞(Mred

∗ ), which are independent at every point of (M∗ ∩ π
−1
2 (Preg))/G.

Finally, we wish to prove the reduced integrability on the ‘big cell’ Mred
∗ of the reduced phase space.

We begin by recalling that Creg (4.30) is a regular (embedded) submanifold of Preg ×Preg and C∗ is a
dense open subset of Creg. It follows that C∗ is also a regular submanifold of P×P. With the tautological
embeddding

ι : C∗ → P×P, (4.55)

we obtain
ι∗(C∞(P×P)G) ⊂ C∞(C∗)

G. (4.56)

It is easy to see that this is a proper subset, since one can construct6 smooth invariant functions on Creg

that blow up when approaching limit points of Creg lying outside Preg×Preg. The maps in Figure 1 give

p∗1(F
∗∗
red) = ψ∗(ι∗(C∞(P×P)G)) and p∗1(F

♯
red) = ψ∗(C∞(C∗)

G), (4.57)

where we used (4.41) and (4.46). Then, since p1 and ψ are surjective submersions, we may conclude from
(4.56) that

F∗∗
red ⊂ F

♯
red (4.58)

is a proper subset. Nevertheless, the following crucial lemma holds.

Lemma 4.8. At each point y ∈Mred
∗∗ , the differentials of the elements of F∗∗

red (4.41) span the same linear

subspace of the cotangent space T ∗
yM

red
∗∗ as do the differentials of the elements of F♯red (4.46).

Proof. For any point p ∈ C∗, define the vector spaces

V(p) := span{dF (p) | F ∈ C∞(P×P)G} < T ∗
p (P×P) (4.59)

and
W(p) := span{dK(p) | K ∈ C∞(C∗)

G} < T ∗
pC∗. (4.60)

Relying on (4.57), we observe that the claim is equivalent to the equality

(Dι(p))∗(V(p)) =W(p). (4.61)

Because of (4.56), we have
(Dι(p))∗(V(p)) <W(p). (4.62)

Thus, it is enough to demonstrate that these vector spaces have the same dimension. To show this, we
recall that for any smooth action of a compact Lie group on a connected manifoldM the dimension of
the span of the differentials of the smooth invariant functions at any p ∈ M belonging the principal orbit
type is equal to the co-dimension of the orbit through p. (For a proof of this well known result, see the
Appendix of [22].) In our case, this implies that

dim(V(p)) = dim(W(p)) + r, (4.63)

6For example, for P = exp(isu(n)) take the function 1/f , where f(L̃, L) :=
∏

n−1
i=1

(λi − λi+1) with the λi denoting the

ordered eigenvalues of L ∈ Preg.
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since dim(V(p)) = dim(G) and dim(W(p)) = dim(Cred
∗ ). Now, we notice that the kernel of (Dι(p))∗ is the

span of the differentials dFi(p) (i = 1, . . . , r) of the functions Fi ∈ C∞(P×P)G defined in (3.31). This
follows since p ∈ C∗ has a coordinate neighbourhood Up ⊂ P×P whose intersection with C∗ is the joint
zero set of the functions Fi in Up. Here, we used the description of Creg outlined after (3.30) and that
C∗ ⊂ Creg is an open subset. The kernel lies in V(p) and is of dimension r. By putting these arguments
together, we find that

dim((Dι(p))∗(V(p))) = dim(W(p)), (4.64)

which implies the claim of the lemma. �

Now we are ready to state the principal new result of the present paper.

Theorem 4.9. Suppose that r = rank(G) > 1 and consider the restriction of the master system of
free motion (described in Section 3.2) on the dense, open submanifold M∗ ⊂ M of principal orbit type
with respect to the G-action (4.16). Then, this system descends to the degenerate integrable system
(Mred

∗ , {−,−}Mred
∗
,H∗

red,F
∗
red) on the Poisson manifold Mred

∗ = M∗/G, where the Poisson subalgebras H∗
red

and F∗
red of C∞(Mred

∗ ) ≃ C∞(M∗)
G arise from the restrictions of H (3.32) and FG (4.24) on M∗ ⊂ M,

respectively.

Proof. The statement follows by combining Theorem 4.6 with Lemma 4.8. Indeed, H∗
red and F∗

red satisfy
the conditions of Definition 2.3 on Mred

∗ because of the properties of their restrictions H∗∗
red and F∗∗

red on the
dense open subset Mred

∗∗ ⊂ Mred
∗ . In particular, Theorem 4.6 and Lemma 4.8 imply that the differentials

of the elements of F∗
red span a co-dimension r subspace of the cotangent space at every point of Mred

∗∗ . �

Remark 4.10. The full reduced phase space Mred = M/G is not a smooth manifold, but it still carries
the Poisson algebra of smooth functions descending from C∞(M)G. Moreover (see [50, 61]), Mred can be
decomposed into a disjoint union of symplectic leaves, each of which inherits an Abelian Poisson algebra
from H (3.32) and a Poisson algebra of constants of motion from FG (4.24). We conjecture that the
reduced system is integrable on every such symplectic leaf. It is worth noting that the derivation [23]
of the trigonometric Ruijsenaars–Schneider model by Hamiltonian reduction of the Heisenberg double of
SU(n) (see also Appendic C) provides examples in which Mred

∗ contains symplectic leaves of dimension
2(n− 1), smaller than the dimension of the generic symplectic leaves if n 6= 2, and the reduced system on
these leaves is ‘only’ Liouville integrable.

5. Dynamical r-matrix formulation of the reduced system

Here, we first derive an explicit formula for the reduced Poisson bracket based on a convenient partial
gauge fixing. The ‘gauge slice’ M0 (5.4) intersects every G-orbit contained in the dense open submanifold
π−1
1 (Greg) of M, where π1 : M → G is the projection onto the first factor of M = G ×P. The formula

(5.10) characterizes the reduced Poisson bracket since every invariant function F ∈ C∞(M)G can be
recovered from its restriction F̄ on M0. Then, we describe the reduced dynamics induced on the gauge
slice.

Consider the set of elements, Greg
0 = G0 ∩ Greg, whose centralizer in G is G0. Since G0 < GC

R
, the

adjoint action of the elements of G0 is well-defined on GC
R
. As is easy to see, for any Q ∈ Greg

0 the linear
operator (AdQ − id) ∈ End(GC

R
) is invertible on GC⊥ = GC> + GC< (2.1). Thus, one can define the linear

operator R(Q) ∈ End(GC
R
) by

R(Q)(X) :=
1

2
(AdQ + id) ◦ (AdQ − id)−1

|GC

⊥

(X⊥), ∀Q ∈ Greg
0 , ∀X = (X0 +X⊥) ∈ G

C

R , (5.1)

where X0 ∈ GC0 and X⊥ ∈ GC⊥ according to (2.5). One can check that R(Q) maps B to B and G to G,
and (writing R(Q)X := R(Q)(X)) it enjoys the identities

〈R(Q)X,Y 〉I = −〈X,R(Q)Y 〉I, ∀X,Y ∈ GCR , (5.2)

and

〈R(Q)X,Y 〉I = 〈R(Q)XG , YB〉I − 〈XB,R(Q)YG〉I, ∀X,Y ∈ GCR . (5.3)

With the aid of the exponential parametrization of Q and restriction to a linear operator on G, R(Q)
yields the standard trigonometric solution of the modified classical dynamical Yang–Baxter equation [15]
for the pair G0 ⊂ G. This dynamical r-matrix features in Theorem 5.2 below.

18



5.1. Reduced Poisson brackets. Let us introduce

M0 := {(Q,L) ∈M | Q ∈ Greg
0 }. (5.4)

The G-orbits that intersect M0 fill the dense, open, G-invariant submanifold

π−1
1 (Greg) = Greg ×P ⊂M. (5.5)

The intersection of M0 with a G-orbit is an orbit of the normalizer

N := NG(G0) = {η ∈ G | ηG0η
−1 = G0}, (5.6)

which acts on M0. Here, we are referring to the action of the group elements η ∈ N < G determined
by equation (4.16). Colloquially, we may call N with this action the ‘residual gauge group’. Then, as is
easily seen, the restriction of functions gives rise to the following isomorphism:

C∞(Greg ×P)G ←→ C∞(M0)
N. (5.7)

The next definition relies on this isomorphism.

Definition 5.1. Let F̄ , H̄ ∈ C∞(M0)
N be the restrictions of F ,H ∈ C∞(Greg ×P)G. Then, we define

{F̄ , H̄}redM0
(Q,L) := {F ,H}M(Q,L), ∀(Q,L) ∈ M0. (5.8)

On the right-hand side of (5.8) the restriction of {−,−}M (3.19) to the open submanifold (5.5) is
used. The ring of functions C∞(M0)

N becomes a Poisson algebra when equipped with the ‘reduced
Poisson bracket’ {−,−}red

M0
. We shall express {−,−}red

M0
in terms of the derivatives D1F̄(Q,L) ∈ B0 and

D2F̄(Q,L) ∈ G
C

R
, where D1F̄(Q,L) is defined by

〈Y0,D1F̄(Q,L)〉I =
d

dt

∣

∣

∣

∣

t=0

F̄(etY0Q,L), ∀Y0 ∈ G0, (5.9)

and the derivative D2F̄ with respect to the second variable is determined according to (3.8) and (3.9).

Theorem 5.2. The definition (5.8) and equation (3.19) imply the following formula:

{F̄ , H̄}redM0
(Q,L) = 〈D1F̄ ,D2H̄〉I − 〈D1H̄,D2F̄〉I + 〈R(Q)(D2H̄)G , (D2F̄)B〉I − 〈(D2H̄)B,R(Q)(D2F̄)G〉I.

(5.10)
Here, the derivatives D1F̄ ∈ B0 and D2F̄ ∈ GCR are taken at (Q,L), and R(Q) is given by (5.1).

Proof. Let F̄ ∈ C∞(M0)
N be the restriction of F ∈ C∞(Greg ×P)G. To begin, note that

(D1F(Q,L))B0
= D1F̄(Q,L) and D2F(Q,L) = D2F̄(Q,L), ∀(Q,L) ∈M0. (5.11)

Then, we take the derivative at t = 0 of

F(etYQe−tY , etY Le−tY ) = F(Q,L), ∀Y ∈ G, (5.12)

and from this obtain

D′
1F(Q,L)−D1F(Q,L) = (D2F(Q,L))B, (5.13)

which implies
(

AdQ−1 − id
)

D1F(Q,L) = (D2F̄(Q,L))B. (5.14)

This in turn entails that

(D2F(Q,L))B0
= 0 and (D1F(Q,L))B+

= −(
1

2
id +R(Q))(D2F̄(Q,L))B, (5.15)

where the subscripts refer to the decomposition of B in (2.6), Thus, at (Q,L) ∈ M0, we expressed
the derivatives of F in terms of the derivatives of F̄ . It remains to insert these expressions, and their
counterparts for H, into the right-hand side of (5.8) given by (3.19).
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Regarding the third term of (3.19), we have
〈

QD′
1F(Q,L)Q

−1,D1H(Q,L)
〉

I
= 0, since B is stable

under AdQ. We now use (5.11) and (5.15) to write the last two terms of (3.19), at (Q,L), as follows:

〈D1F ,D2H〉I − 〈D1H,D2F〉I =〈D1F̄ ,D2H̄〉I − 〈D1H̄,D2F̄〉I

−
1

2
〈(D2F̄)B, (D2H̄)G〉I +

1

2
〈(D2H̄)B, (D2F̄)G〉I

− 〈R(Q)(D2F̄)B, (D2H̄)G〉I + 〈R(Q)(D2H̄)B, (D2F̄)G〉I

=〈D1F̄ ,D2H̄〉I − 〈D1H̄,D2F̄〉I

−
1

2
〈D2F̄ , (D2H̄)G〉I +

1

2
〈D2F̄ ,D2H̄ − (D2H̄)G〉I

+ 〈(D2F̄)B,R(Q)(D2H̄)G〉I + 〈(D2F̄)G ,R(Q)(D2H̄)B〉I

=〈D1F̄ ,D2H̄〉I − 〈D1H̄,D2F̄〉I

− 〈D2F̄ , (D2H̄)G〉I + 〈D2F̄ ,R(Q)(D2H̄)〉I +
1

2
〈D2F̄ ,D2H̄〉I.

(5.16)

By adding also the first term of (3.19), we get

{F̄ , H̄}redM0
= 〈D1F̄ ,D2H̄〉I − 〈D1H̄,D2F̄〉I + 〈D2F̄ ,R(Q)(D2H̄)〉I +

1

2
〈D2F̄ ,D2H̄〉I. (5.17)

Since the L.H.S. is antisymmetric with respect to the exchange of F̄ and H̄, and the sum of the first three
terms of the R.H.S. is also antisymmetric, we must have 〈D2F̄ ,D2H̄〉I = 0 (as is confirmed by (3.16)),
and the the claim (5.10) follows on account of the identity (5.3). �

Observe that the first term of (5.10) contains only (D2H̄)G0
since (D1F̄)1 ∈ B0. The third term depends

only on (D2H̄)G⊥
and on (D2F̄)B+

, because R(Q) vanishes on G0. Here, we refer to the decompositions
in (2.6). Of course, similar remarks hold for the second and fourth terms.

There are two alternative ways of dealing with the residual N ‘gauge freedom’ that remains after the
restriction to M0 (5.4). The first is based on the fact that G0 is a normal subgroup of N, with the factor
group being the Weyl group

WG = N/G0. (5.18)

This leads to the isomorphisms

π−1
1 (Greg)/G ≃M0/N ≃ (M0/G0)/WG, (5.19)

i.e., one may first take the quotient of M0 by G0 and then divide by the Weyl group. We shall proceed
in this way in the description of a specific example in Appendix C. The second possibility is to take
into account that Greg

0 is disconnected, and its connected components are permuted by the Weyl group.
Therefore, one may restrict to a connected component, a so-called Weyl alcove in Greg

0 , and then there
remains only the residual G0 gauge symmetry. Denoting a fixed Weyl alcove by Ǧreg

0 , one introduces the
new gauge slice

M̌0 := {(Q,L) ∈M | Q ∈ Ǧreg
0 }, (5.20)

which induces the isomorphism

C∞(M0)
N ←→ C∞(M̌0)

G0 . (5.21)

On the other hand, since M0 (5.4) is disconnected and its connected components are permuted byWG, it
is clear that the expression (5.10) defines a Poisson algebra structure on the larger ring C∞(M0)

G0 , too.
In fact, the Poisson bracket on C∞(M0)

N represents a Poisson structure on the quotient space M0/N,
and this lifts to its WG covering space M0/G0, giving rise to a Poisson bracket on C∞(M0)

G0 .

5.2. Reduced dynamics on the gauge slice M0. The Hamiltonian vector fields associated with the
commuting Hamiltonians from H (3.32) are projectable on the reduced phase space M/G, and the pro-
jected vector fields are Hamiltonian with respect to the reduced Poisson structure. Restricting to the
dense open submanifold of π−1

1 (Greg) ⊂ M, we describe the vector fields on M0 (5.4) whose projections

on M0/N coincide with the reduced Hamiltonian vector fields on π−1
1 (Greg)/G. Then, we present a

construction of the corresponding integral curves on M0.
Below, we use the terms reduced Hamiltonian vector fields and reduced dynamics on M0. This is a

slight abuse of terminology, since the true reduced dynamics lives on M/G, of which M0/N is a dense
open subset.

A vector field V on M0 = Greg
0 ×P can be presented as

V (Q,L) = (V 1(Q,L), V 2(Q,L)) with V 1(Q,L) ∈ TQG0, V
2(Q,L) = TLP. (5.22)
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Let us consider a Hamiltonian H̄ ∈ C∞(M0)
N which is the restriction of H = π∗

2φ ∈ H. This means that

H̄(Q,L) = φ(L) where φ ∈ C∞(P)G. (5.23)

For the derivatives of H̄, we have

D1H̄(Q,L) = 0 and D2H̄(Q,L) = Dφ(L) ∈ G. (5.24)

See equations (3.8) and (3.9) for the definition of Dφ. Now, using (5.10), we associate with H̄ the ‘reduced
Hamiltonian vector field’ VH̄ on M0 by imposing the following condition:

{F̄ , H̄}redM0
= VH̄[F̄ ], ∀F̄ ∈ C∞(M0)

N, (5.25)

where VH̄[F̄ ] denotes the derivative of F̄ along the vector field. There is an ambiguity in VH̄ because
of the invariance property of F̄ . It is convenient to require (5.25) for all F̄ ∈ C∞(M0)

G0 , and then the
residual ambiguity in VH̄ is the addition of an arbitrary vector field that is tangent to the G0-orbits,
representing an infinitesimal G0 gauge transformation.

Proposition 5.3. The ‘reduced Hamiltonian vector field’ VH̄ defined above has the following form:

V 1
H̄(Q,L) = Dφ(L)0Q, V 2

H̄(Q,L) = [R(Q)Dφ(L), L], (5.26)

up to the ambiguity of adding an arbitrary vector field tangent to the G0-orbits in M0.

Proof. On account of (5.10), the equality (5.25) can be spelled out as

〈D1F̄(Q,L),Dφ(L)0〉I + 〈D2F̄(Q,L)B,R(Q)Dφ(L)〉I = VH̄[F̄ ](Q,L). (5.27)

The definition of the derivatives DiF̄ implies that (5.27) is equivalent to the claimed formula (5.26), up
to the ambiguity of VH̄ discussed above. �

The vector field VH̄ can also be derived by first taking the original Hamiltonian vector field of H ∈ H

on M, then restricting it to M0, and adding a vector field tangent to the G-orbits in a such a way that
the result is tangent to M0. The original Hamiltonian vector field is provided by (3.25), and one can
verify that

V 1
H̄(Q,L) = Dφ(L)Q + [R(Q)Dφ(L) −

1

2
Dφ(L), Q], V 2

H̄(Q,L) = [R(Q)Dφ(L) −
1

2
Dφ(L), L], (5.28)

where the Lie brackets define an element of T(Q,L)M that is tangent to the G-orbit through (Q,L) ∈M0.
Note that [Dφ(L), L] = 0 because of the G-invariance of φ, and also [Dφ(L)0, Q] = 0.

Next, we present a quadrature for finding the integral curves of the vector fields (5.26), which govern
the dynamics induced on the gauge slice M0 (5.4).

Proposition 5.4. For a fixed function φ ∈ C∞(P)G and a point (Q0, L0) ∈ M0, let η1(t) be a G-valued
smooth function on an interval (−ǫ, ǫ) ⊂ R such that η1(0) = e and

Q(t) := η1(t) exp(tDφ(L0))Q0η1(t)
−1 ∈ Greg

0 , ∀t ∈ (−ǫ, ǫ). (5.29)

Furthermore, let η0(t) ∈ G0 with η0(0) = e be the unique solution of the differential equation

η̇0(t)η0(t)
−1 = −

1

2
Dφ(η1(t)L0η1(t)

−1)0 − (η̇1(t)η1(t)
−1)0. (5.30)

Then, Q(t) and L(t) := η0(t)η1(t)L0η1(t)
−1η0(t)

−1, defined on the interval (−ǫ, ǫ), gives an integral curve
of the vector field VH̄ (5.26), with initial value (Q0, L0).

Proof. After setting L1(t) := η1(t)L0η1(t)
−1, a simple calculation gives Q̇(t) = Dφ(L1(t))0Q(t) and

L̇1(t) = [R(Q(t))Dφ(L1(t)) + (η̇1(t)η1(t)
−1)0 +

1

2
Dφ(L1(t))0, L1(t)]. (5.31)

To get this, one uses that η1(t)Dφ(L0)η1(t)
−1 = Dφ(L1(t)) and that Q̇(t)Q(t)−1 ∈ G0 implies

(

η̇1(t)η1(t)
−1
)

⊥
=

(

R(Q(t)) −
1

2

)

Dφ(L1(t))⊥. (5.32)

Conjugation by η0(t) does not changeQ(t), and the result follows sinceDφ(L(t)) = η0(t)Dφ(L1(t))η0(t)
−1.
�
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The first step of the above quadrature is the construction of η1(t) in (5.29), which is a purely (linear)
algebraic problem. The subsequent construction of η0(t) requires the calculation of an integral,

η0(t) = exp

(

−

∫ t

0

(

η̇1(τ)η1(τ)
−1 +

1

2
Dφ(L1(τ))

)

0

dτ

)

. (5.33)

This second step can actually be omitted, since the conjugation by η0(t) does not affect the eventual
projection of the integral curve on the reduced phase space.

Remark 5.5. The Hamiltonian vector field of any H ∈ H on M, and consequently also its projection on
the full reduced phase space M/G, is complete. However, the vector field VH̄ (5.26) is not complete on
M0 in general. This is a consequence of the fact that not all unreduced integral curves (3.22) starting in
Greg ×P stay in this dense open submanifold.

6. Decoupled variables and the scaling limit

Our first goal here is to recast the reduced Poisson bracket (5.10) in terms of new variables consisting
of canonically conjugate pairs qi, pi (i = 1, . . . , r) and a ‘decoupled spin variable’ λ. This is described
by Theorem 6.4, which generalizes a similar result presented in [26] for the G = U(n) case. At an
intermediate stage, we shall also recover the form of the reduced Poisson bracket given in [21]. Then,
based on Theorem 6.4, we shall elaborate the connection between our reduced systems and the well known
spin Sutherland models obtained by reduction from the cotangent bundles T ∗G.

6.1. Canonically conjugate pairs and ‘spin’ variables. Let us begin by noting that in terms of the
alternative model M (2.17) of the Heisenberg double the gauge slice M0 (5.4) turns into

M0 := Greg
0 ×B. (6.1)

The connection between M0 and M0 is given by the diffeomorphism m̄2, which is the restriction of the
map m2 (2.21),

m̄2 : M0 →M0, m̄2(Q, b) = (Q, bb†). (6.2)

The map m̄2 isN-equivariant with respect to the restrictions of the actions (4.16), and therefore it induces
an isomorphism

C∞(M0)
N ←→ C∞(M0)

N. (6.3)

Proposition 6.1. For functions f̄ , h̄ ∈ C∞(M0)
N, the isomorphism (6.3) converts (5.10) into the fol-

lowing equivalent formula of the reduced Poisson bracket:

{f̄ , h̄}redM0
(Q, b) = 〈D1f̄ , D2h̄〉I − 〈D1h̄, D2f̄〉I + 〈R(Q)(bD′

2h̄b
−1), bD′

2f̄ b
−1〉I. (6.4)

Here, the derivatives are evaluated at (Q, b), with D1f̄ ∈ B0 defined similarly to(5.9) and D2f̄ , D
′
2f̄ ∈ G

defined by applying (2.25) to the second variable, and R(Q) is given by (5.1).

Proof. For functions F̄ and f̄ related by f̄ = F̄ ◦ m̄2, one has

D1F̄ = D1f̄ and D2F̄ = bD′
2f̄ b

−1, (6.5)

at the corresponding arguments, similarly to (3.12). Furthermore, D2f̄ = (bD′
2f̄ b

−1)G = (D2F̄)G . The
formula (6.4) is obtained from (5.10) by direct substitution of these relations, and their counterparts for
H̄ = h̄ ◦ m̄2. More precisely, we also used the identity (5.3). �

The formula (6.4) was obtained previously in [21] starting from the Poisson bracket (3.19) on the
model M (2.17) of the Heisenberg double. Its equivalence with the claim of Theorem 5.2 provides a
good consistency check on our considerations. According to the discussion at the end of Section 5.1, the
formula (6.4) yields a Poisson bracket also on C∞(M0)

G0 .
Now, our goal is to recast the Poisson bracket (6.4) on C∞(M0)

G0 in terms of convenient new variables.
To do this, we shall use that any b ∈ B can be decomposed uniquely as

b = epb+ with p ∈ B0, b+ ∈ B+, (6.6)

and that the subgroups B0 = exp(B0) and B+ = exp(B+) of B admit global exponential parametrization.
Our construction relies on the map

ζ : M0 = Greg
0 ×B → Greg

0 × B0 ×B+ (6.7)

defined by the formula

ζ : (Q, epb+) 7→ (Q, p, λ) with λ := b−1
+ Q−1b+Q. (6.8)
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We remark that λ can also be written as λ = b−1Q−1bQ. The definition (6.8) comes from [19], where a
‘spin variable’ (denoted there S+) given by the same formula as our λ, but restricted to the intersection of
an arbitrary dressing orbit of G with B+, was used. The geometric origin of the definition is expounded
in Appendix B.

Lemma 6.2. The map ζ (6.7) is a diffeomorphism. It is equivariant with respect to the G0-actions for
which η0 ∈ G0 sends (Q, b) to (Q, η0bη

−1
0 ) and (Q, p, λ) to (Q, p, η0λη

−1
0 ). Consequently, ζ induces an

isomorphism

C∞(Mreg
0 )G0 ←→ C∞(Greg

0 × B0 ×B+)
G0 . (6.9)

Proof. The properties of the map ζ were analyzed in Section 5.1 of [19], from which the statement follows.
(Incidentally, this paper contains an explicit formula for the inverse of ζ in the G = SU(n) case.) See
also the proof of Proposition 6.8 below. �

Let DQF , dpF and DλF , D
′
λF denote the derivatives of any real function F ∈ C∞(Greg

0 × B0 × B+)
with respect to its three variables, respectively. We have DQF ∈ B0, dpF ∈ G0 and DλF,D

′
λF ∈ G⊥.

Here, DQF and dpF are defined by

〈Y0, DQF (Q, p, λ)〉I + 〈X0, DpF (Q, p, λ)〉I =
d

dt

∣

∣

∣

∣

t=0

F (QetY0 , p+ tX0, λ), ∀X0 ∈ B0, Y0 ∈ G0, (6.10)

using that QetY0 ∈ Greg
0 for small t. Recalling the decompositions (2.2) and (2.6), G⊥ is taken as the

model of the dual space of B+. Then, DλF and D′
λF are defined by

〈X,DλF (Q, p, λ)〉I + 〈X
′, D′

λF (Q, p, λ)〉I =
d

dt

∣

∣

∣

∣

t=0

F (Q, p, etXλetX
′

), ∀X,X ′ ∈ B+. (6.11)

Lemma 6.3. Consider two functions f̄ ∈ C∞(M0) and F ∈ C∞(Greg
0 × B0 × B+) related by f̄ = F ◦ ζ

with the diffeomorphism (6.8). Then, their derivatives are connected according to

D′
2f̄ = dpF +QD′

λFQ− (λD′
λFλ

−1)G (6.12)

and

D1f̄ = DQF −
(

bQD′
λFQ

−1b−1
)

B0
, (6.13)

where the derivatives on the left and right sides are taken at (Q, b) and at (Q, p, λ) = ζ(Q, b), respectively.
The subscripts G and B0 refer to the decompositions (2.2) and (2.6).

Proof. Taking any X ∈ B+, and inspecting the derivatives along the curve (Q, b exp(tX)) in M0 and its
ζ-image in Greg

0 × B0 ×B+, we get

〈X,D′
2f̄(Q, b)〉I = 〈X,QD

′
λF (Q, p, λ)Q

−1 − (λD′
λF (Q, p, λ)λ

−1)G⊥
〉I. (6.14)

Inspection of the derivatives along the curve (Q, b exp(tX0)) in M0, with X0 ∈ B0, gives

〈X0, D
′
2f̄(Q, b)〉I = 〈X0, dpF (Q, p, λ)− (λD′

λF (Q, p, λ)λ
−1)G0

〉I. (6.15)

Together, these imply the equality (6.12). To derive (6.13), we use the identity

f̄(QetY0 , b) = F (QetY0 , p, λQ−1b−1e−tY0bQetY0), ∀Y0 ∈ G0, (6.16)

and note that
d

dt

∣

∣

∣

∣

t=0

(

Q−1b−1e−tY0bQetY0
)

=
(

Y0 −Q
−1b−1Y0bQ

)

∈ B+. (6.17)

Consequently, at the arguments related by ζ, we get

〈Y0, D1f̄〉I = 〈Y0, DQF 〉I + 〈Y0 −Q
−1b−1Y0bQ,D

′
λF 〉I = 〈Y0, DQF −

(

bQD′
λFQ

−1b−1
)

B0
〉I, (6.18)

which completes the proof. �

Since any two functions F,H ∈ C∞(Greg
0 ×B0×B+)

G0 are related to unique functions f̄ , h̄ ∈ C∞(M0)
G0

by

F ◦ ζ = f̄ , H ◦ ζ = h̄, (6.19)

we can define {F,H}red0 ∈ C∞(Greg
0 × B0 ×B+)

G0 by the requirement

{F,H}red0 ◦ ζ := {f̄ , h̄}redM0
. (6.20)
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Theorem 6.4. In terms of the new variables introduced via the map ζ (6.8), using the definition (6.20),
the reduced Poisson bracket (6.4) acquires the ‘decoupled form’

{F,H}red0 (Q, p, λ) = 〈DQF, dpH〉I − 〈DQH, dpF 〉I + 〈λD
′
λFλ

−1, DλH〉I, (6.21)

where the derivatives of F,H ∈ C∞(Greg
0 ×B0 ×B+)

G0 are taken at (Q, p, λ). The functions of the form
F (Q, p, λ) = ϕ(λ) with ϕ ∈ C∞(B)G are in the center of this Poisson bracket.

Proof. The formula (6.21) follows from the direct substitution of the relations of Lemma 6.3 into (6.4).
The required tedious manipulations leading from (6.4) to (6.21) are omitted, since they essentially coincide
with the calculation presented in [26], where the G = U(n) analogue of the formula was derived.

If F depends only on λ and is the restriction of ϕ ∈ C∞(B)G, then we have

D′
λF = D′ϕ(λ)−X0 with X0 = (D′ϕ(λ))0. (6.22)

In this case, since λD′ϕ(λ)λ−1 ∈ G by (2.26), we can write

{F,H}red0 (Q, p, λ) = 〈X0 − λX0λ
−1, DλH〉I. (6.23)

Notice that Y := X0 − λX0λ
−1 belongs to B+ and

d

dt

∣

∣

∣

∣

t=0

etY λ =
d

dt

∣

∣

∣

∣

t=0

etX0λe−tX0 . (6.24)

This identity and the fact that H is G0-invariant imply

〈Y,DλH〉I =
d

dt

∣

∣

∣

∣

t=0

H(Q, p, etY λ) =
d

dt

∣

∣

∣

∣

t=0

H(Q, p, etX0λe−tX0) = 0, (6.25)

which completes the proof. Incidentally, an alternative proof can be obtained starting from the reduced
symplectic form derived in [19]. �

Remark 6.5. As it was discussed around (5.20), the variable Q may be restricted to a Weyl alcove Ǧreg
0 .

By using (5.21) and the relevant restriction of the map ζ (6.7), we obtain the isomorphism

C∞(M0)
N ←→ C∞(M̌0)

G0 ←→ C∞(Ǧreg
0 × B0 ×B+)

G0 (6.26)

with M̌0 = Ǧreg
0 × B. This may be a preferred way to proceed, since we do not have an explicit formula

for the action of the group N on Greg
0 ×B0×B+. Such an action is determined by transferring the action

(4.16) of N < G on M0 via the diffeomorphism ζ, but its explicit form is not easy to find. According to
Theorem 6.4, the additional restriction of the variable λ to the intersection of B+ with a dressing orbit can
be achieved by fixing Casimir functions. In fact, this leads to a Poisson subspace of (Ǧreg

0 ×B0×B+)/G0

and the Poisson bracket on this subspace corresponds to the reduced symplectic form exhibited in [19].

Remark 6.6. With very small modifications, all results of the paper are valid for non-Abelian reductive
Lie groups, too, and the simply connectedness of G is also not essential. In the paper [20] we dealt with
the important example for which

G = U(n), GC = GL(n,C), B = B(n), (6.27)

where B(n) consists of those upper triangular elements of GL(n,C) whose diagonal entries are real,
positive numbers. The bilinear form on the real Lie algebra gl(n,C) can be taken to be

〈X,Y 〉I = ℑtr(XY ), ∀X,Y ∈ gl(n,C). (6.28)

In this case G = u(n), and P = exp(iu(n)) is the set of positive definite, Hermitian matrices, which is
an open subset of the vector space iu(n) of Hermitian matrices. The vector spaces iu(n) and u(n) are
in duality with respect to bilinear form (6.28). Thus, for any function F ∈ C∞(P), one can define its
u(n)-valued differential dF by the requirement

〈Z, dF(L)〉I =
d

dt

∣

∣

∣

∣

t=0

F(L+ tZ), ∀Z ∈ iu(n), (6.29)

since (L + tZ) belongs to P for sufficiently small t. Relating F ∈ C∞(P) to ϕ ∈ C∞(B) by

F(bb†) = ϕ(b), ∀b ∈ B(n), (6.30)

one can verify the following identity:

2LdF(L) = bD′ϕ(b)b−1 for L = bb†. (6.31)

By applying the counterpart of this identity to related functions defined on M and M (2.17), and on M0

(5.4) and M0 (6.1), the formulas (3.7) and (6.4) are converted into those derived in [20], which served
as the starting in the joint paper with Marshall [26].
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6.2. Connection with spin Sutherland models. It is easily seen from the formula (3.3) that G0 < G
is a Poisson–Lie subgroup on which the Poisson bracket vanishes. This entails that the restriction of
the dressing action of G on B yields a classical Hamiltonian action of G0. This action operates by
conjugations,

Dressη0(S) = η0Sη
−1
0 , ∀η0 ∈ G0, S ∈ B, (6.32)

and is generated by the classical moment map S 7→ logS0 ∈ B0 ≃ G∗0 , which is defined by applying
the decomposition S = S0λ with S0 ∈ B0 and λ ∈ B+. A particular reduction of the Poisson space
(B, {−,−}B) is obtained by setting this moment map to zero. Identifying the smooth functions on
B+/G0 with C∞(B+)

G0 , the third term of the Poisson bracket (6.21) represents precisely the reduced
Poisson structure arising from (B, {−,−}B) in this way.

The Poisson–Lie group (B, {−,−}B) is a nonlinear analogue of (G∗, {−,−}G∗) equipped with the linear
Lie–Poisson bracket. Using the pairing (2.10), B can be taken as the model of the dual space G∗, and
its reduction with respect to G0 at the zero value of the moment map gives a Poisson structure on
C∞(B+)G0 . This is a building block of a linear counterpart of the Poisson bracket (6.21). Denoting the
elements of Greg

0 × B0 × B+ by (Q, p,X), the Poisson bracket at issue has the form

{f, h}lin(Q, p,X) = 〈DQf, dph〉I − 〈DQh, dpf〉I + 〈X, [dXf, dXh]〉I, (6.33)

where the derivatives of f, h ∈ C∞(Greg
0 × B0 × B+)

G0 are taken at (Q, p,X), and dXf ∈ G⊥ ≃ (B+)
∗

denotes the differential of f with respect to its third variable.
We recall (see e.g. [53]) that the Poisson algebra

(C∞(Greg
0 × B0 × B+)

G0 , {−,−}lin) (6.34)

encodes the reduced Poisson structure obtained by taking the quotient of the cotangent bundle T ∗G
with respect to the conjugation action of G. More precisely, this is true for the dense open subset
T ∗Greg/G ⊂ T ∗G/G, after further restricting the variable Q to a Weyl alcove Ǧreg

0 ⊂ Greg
0 (or considering

only those functions that are invariant with respect to the normalizer N (5.6)). The cotangent bundle
T ∗G carries the degenerate integrable system whose main Hamiltonian is the kinetic energy corresponding
to the bi-ivariant Riemannian metric on G. The reduction of the kinetic energy yields the spin Sutherland
Hamiltonian [14, 53], represented by the following element of the Poisson algebra (6.34):

Hspin−Suth(e
iq, p,X) =

1

2
〈p, p〉+

1

8

∑

α∈Φ+

1

|α|2
|Xα|2

sin2(α(q)/2)
with X =

∑

α∈Φ+

XαEα ∈ B+. (6.35)

Here, Φ+ denotes the set of positive roots of GC, so that B+ is the complex span of the root vectors Eα
for α ∈ Φ+. We employ a Weyl–Chevalley basis [60] of GC, for which E−α = −θ(Eα) with the Cartan
involution θ (2.13), and 〈Eα, E−α〉 = 2/|α|2 holds. It is worth stressing that in (6.35) B is taken as the
model of G∗.

The next result clarifies the connection between the Poisson algebras of the spin Sutherland models
and our models.

Proposition 6.7. For any real ǫ 6= 0, let us define the G0-equivariant diffeomorphism

µǫ : G
reg
0 × B0 × B+ → Greg

0 × B0 ×B+, µǫ : (Q, p,X) 7→ (Q, ǫp, exp(ǫX)). (6.36)

Then, the ‘linear Poisson structure’ (6.33) is related to the nonlinear one (6.21) according to the formula

{f, h}lin = lim
ǫ→0

ǫ{f ◦ µ−1
ǫ , h ◦ µ−1

ǫ }
red
0 ◦ µǫ. (6.37)

Proof. To keep the formulae short, let us focus on functions that do not depend on Q and p. Choosing
a basis {T a} of G⊥, we may use the components

Xa = 〈X,T a〉I and σa := 〈σ, T a〉I with λ = eσ ∈ B+ (6.38)

as coordinates on the respective spaces B+ and B+. Both formulae (6.21) and (6.33) define bi-derivations
(bivector fields), which can be used to calculate the brackets of arbitrary smooth functions (not only
G0-invariant ones). Adopting the usual summation convention, we can write

{f, h}lin = Πa,clin ∂af∂ch, Πa,clin (X) = 〈X, [T a, T c]〉I, (6.39)

where ∂a denotes partial derivative with respect to the coordinate Xa. On the other hand, we obtain

{F,H}red0 = Πa,c0 ∂aF∂cH, Πa,c0 (σ) = Πa,clin (σ) + P
a,c(σ), (6.40)
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where Pa,c(σ) is a polynomial in the components of σ, whose lowest order terms are quadratic. Here,
the partial derivatives are with respect to the coordinates σa. The formula (6.40) follows from (6.21) by
means of a simple calculation of

Πa,c0 (σ) := 〈λD′
λσ

aλ−1, Dλσ
c〉I. (6.41)

The point is to notice from (6.11) that the derivatives of the coordinate functions σa have the form

Dλσ
a = T a + Pa(σ), D′

λσ
a = T a + P ′a(σ), (6.42)

with certain G⊥-valued functions Pa(σ) and P ′a(σ) whose components are multivariable polynomials in
the coordinate functions, without constant terms. By using the chain rule, and noting that the partial
derivatives of the components of µ−1

ǫ give ǫ−1-times the unit matrix, (6.40) leads to

(

ǫ{f ◦ µ−1
ǫ , h ◦ µ−1

ǫ }
red
0 ◦ µǫ

)

(X) =
1

ǫ
(Πa,clin (ǫX) + Pa,c(ǫX)) (∂af)(X)(∂ch)(X). (6.43)

This implies the claim (6.37) for functions f, h that depend only on X ∈ B+. The possible dependence
on Q and p is taken into account effortlessly. �

In view of Proposition 6.7, we say that the ‘linear structure’ (6.33) is the scaling limit of the nonlinear
one (6.21). Notice that in (6.37) the bracket {−,−}red0 has also been rescaled by ǫ. We put ‘linear Poisson
structure’ in quotation marks, since we are dealing with Poisson brackets of G0-invariant functions, and
no linear function of X ∈ B+ is G0-invariant.

Finally, we explain how the spin Sutherland Hamiltonian (6.35) can be recovered from specific Hamilto-
nians of our reduced system obtained from the Heisenberg double. For this purpose, we take an arbitrary
finite dimensional irreducible representation ρ : GC → SL(V ), and introduce an inner product on the
complex vector space V in such a way that we have,

ρ(K†) = ρ(K)†, ∀K ∈ GC, (6.44)

where K† is defined in (2.14) and ρ(K)† denotes adjoint with respect to the inner product. This ensures
that G and P are represented by unitary and by positive Hermitian operators, respectively. Then, the
character of the representation gives the element φρ ∈ C∞(P)G,

φρ(L) := trρ(L) := cρtrρ(L), ∀L ∈ P. (6.45)

Here, cρ is a (positive) normalization constant chosen in such a way that the trace taken in the represen-
tation reproduces the Killing form, i.e.,

〈X,Y 〉 = cρtr(ρ(X)ρ(Y )), ∀X,Y ∈ GC, (6.46)

where the Lie algebra representation is also denoted by ρ.
Now, let us express L in terms of the decoupled variables (Q, p, λ) introduced in equation (6.8), with

λ ∈ B+ written as λ = exp(σ). This yields the Hamiltonian

Hρ(Q, p, σ) := trρ(L(Q, p, σ)) with L(Q, p, σ) = epb+(Q, σ)b+(Q, σ)
†ep, (6.47)

where b+(Q, σ) is determined by the relation

b−1
+ Q−1b+Q = eσ. (6.48)

Proposition 6.8. The spin Sutherland Hamiltonian (6.35) is the scaling limit of Hρ (6.47) as follows:

Hspin−Suth = lim
ǫ→0

1

4ǫ2
(Hρ ◦ µǫ − cρdimρ). (6.49)

Here, we use the map µǫ : (Q, p,X) 7→ (Q, ǫp, ǫX), which is just (6.36) written in terms of the exponential
parametrization of B+.

Proof. The proof is based on calculations that appeared in [19] (without the interpretation as a scaling
limit). Let us employ the parametrizations

b+ = exp(β), λ = exp(σ) with β =
∑

α∈Φ+

βαEα, σ =
∑

α∈Φ+

σαEα (6.50)

and spell out the relation (6.48) as

exp(−β +Q−1βQ+
1

2
[Q−1βQ, β] + · · · ) = exp(σ), (6.51)

which results from the Baker–Campbell–Hausdorff formula. The dots denote higher ‘commutators’, of
which there appear only finitely many, for B+ is nilpotent. Since the exponential map from B+ to B+
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is a diffeomorphism, one may use (6.51) to establish the form of the dependence of β on σ and Q = eiq.
With the aid of induction according to the height of the roots, one finds [19] that

βα =
σα

e−iα(q) − 1
+ Γα(e

iq, σ), (6.52)

where Γα has the form

Γα =
∑

k≥2

∑

ϕ1,...,ϕk

fϕ1,...,ϕk
(eiq)σϕ1

. . . σϕk
. (6.53)

The sum is taken over the unordered collections ϕ1, . . . , ϕk of positive roots, with possible repetitions,
such that α = ϕ1 + · · ·+ ϕk. The coefficients fϕ1,...,ϕk

are rational functions in eiα1(q), . . . , eiαr(q), where
α1, . . . , αr are the simple roots. By substituting (6.52) of βα into (6.47), and expanding ρ(b+) = exp(ρ(β)),
one obtains the formula

Hρ(eiq, p, σ) = cρtr

(

e2ρ(p)

(

1V +
1

4

∑

α∈Φ+

|σα|2ρ(Eα)ρ(E−α)

sin2(α(q)/2)
+ o2(σ, σ

∗)

))

. (6.54)

Here, o2(σ, σ
∗) stands for a finite number of terms that have total degree 3 and higher in the components

of σ and their complex conjugates. These terms depend also on Q = exp(iq), and 1V denotes the identity
operator on the representation space V . To get (6.54), we used that tr

(

ρ(Eα)ρ(E−γ)e
2ρ(p)

)

= 0 unless

γ = α. Then, by expanding e2ρ(p) as well and noting that tr(ρ(p)) = 0 because GC is simple, the claim
(6.49) follows from (6.54). �

Remark 6.9. The standard spin Sutherland Lax matrix can be recovered as the scaling limit of our
Lax matrix L(Q, p, σ) (6.47). It can be shown that the Hamiltonians Hρ (6.47) corresponding to the r
fundamental highest weight representations of GC are functionally independent on a dense open subset.
Motivated by the presence of the factor e2p in (6.54) and the relation (6.49), Hρ (6.47) may be called a
Hamiltonian of spin Ruijsenaars–Schneider type. We explain in Appendix C that a special case of these
Hamiltonians for G = SU(n) reproduces the standard (spinless) trigonometric Ruijsenaars–Schneider
Hamiltonian [59] on a symplectic leaf of the reduced phase space.

7. Discussion

In this work we continued our previous investigations [19, 21] of Poisson–Lie analogues of spin Suther-
land models. We solved an important open question regarding the integrability of these models, and
further developed various aspects of the earlier results.

Reduced integrability was argued in [19, 21] by exhibiting a large set of constants of motion, but
the precise counting and other technical details were missing. Our principal new results are given by
Theorem 4.6 with Corollary 4.7 and Theorem 4.9. Theorem 4.9 states the degenerate integrability of
our models on the Poisson manifold Mred

∗ , which is the smooth component of the reduced phase space
corresponding to the principal orbit type for the underlying group action on the Heisenberg double.
Theorem 4.6 establishes even stronger properties of the restricted reduced system on the dense open
subset Mred

∗∗ ⊂Mred
∗ associated with the subset C∗ (4.31) of principal orbit type in the space of unreduced

constants of motion. Corollary 4.7 deals with the generic symplectic leaves in M
red
∗∗ .

In addition to the thorough analysis of reduced integrability, we also presented a novel description
of the reduced Poisson brackets. This is given by Theorem 5.2, which was derived utilizing the model
M = G×P (2.15) of the Heisenberg double developed in this paper. Then, in Theorem 6.4, we expressed
the reduced Poisson brackets in terms of canonically conjugate pairs and decoupled spin variables, and
subsequently used this to deepen the previously found [19] connection between our models and the
standard spin Sutherland models. The latter models are recovered via the scaling limit characterized by
Propositions 6.7 and 6.8.

Turning to open problems, we wish to stress that further work is required to clarify the integrability
properties of the restrictions of the reduced systems on arbitrary symplectic leaves of the full reduced
phase space. This is true concerning both the spin Sutherland models and their Poisson–Lie deformations.
Other challenging problems concern the quantization and the construction of elliptic counterparts of our
trigonometric systems. It is well known that the spin Sutherland models can be quantized by combining
harmonic analysis on the underlying Lie groups with quantum Hamiltonian reduction [14, 28], and it
should be possible to generalize this to our systems.

Throughout the paper, we strove for a careful exposition of the nontrivial technical issues in the hope
that the resulting text may serve as a useful starting point for future studies of open problems of the
subject. The auxiliary material of the appendices is included having the same goal in mind.
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Appendix A. The Poisson action on P− ×P

Here, we sketch the derivation of the Poisson action (4.19) of G on P− × P. We proceed by first
deriving an equivalent action on B × B, which we then transfer to P− × P by means of the Poisson
diffeomorphism µ : B ×B → P− ×P given (with ν in (2.16)) by

µ : (b1, b2) 7→ (ν(b−1
1 ), ν(b2)). (A.1)

Our reasoning illustrates how one may find the action starting from a Poisson–Lie moment map.
To begin, we note from (3.4) that the Hamiltonian vector field, VF , associated with F ∈ C∞(B × B)

by means of the product Poisson structure reads

VF (b1, b2) =
(

b1(b
−1
1 D1F (b1, b2)b1)B, b2(b

−1
2 D2F (b1, b2)b2)B

)

, (A.2)

where D1F and D2F are the derivatives with respect to the first and second variable, respectively. Next,
we define the Poisson map J : B ×B → B by J(b1, b2) := b1b2, and from {F, J} = −VF [J ] find

〈X, {F, J}B×B(p)J(p)
−1〉I = 〈(b

−1
1 Xb1)B, D

′
1F (p)〉I + 〈(b

−1
2 (b−1

1 Xb1)Gb2)B, D
′
2F (p)〉I, (A.3)

at any p = (b1, b2) ∈ B × B, for any X ∈ G. This means that the vector field XB×B generated by the
moment map J has the form

XB×B(b1, b2) =
(

dressX(b1), dress(b−1

1
Xb1)G

(b2)
)

. (A.4)

We claim that this is the infinitesimal form of the G-action on B ×B defined by the maps

Aη(b1, b2) =
(

Dressη(b1),DressΞR(ηb1)−1(b2)
)

, ∀η ∈ G. (A.5)

The action property Aη1 ◦ Aη2 = Aη1η2 is proved by using that Dressη1 ◦Dressη2 = Dressη1η2 and that

ΞR(η1η2b1)
−1 = ΞR(η1Dressη2(b1))

−1ΞR(η2b1)
−1. (A.6)

The last equality is verified by substituting

ΞR(η1η2b1)
−1 = (Dressη1η2(b1))

−1η1η2b2, (A.7)

and similarly rewriting the two factors on the right side of (A.6). Having verified that (A.5) is a G-action,
it remains to ascertain that

XB×B(b1, b2) =
d

dt

∣

∣

∣

∣

t=0

AetX (b1, b2). (A.8)

The first component of this equality is obvious from (2.24), and second one is seen from

d

dt

∣

∣

∣

∣

t=0

ΞR(e
tXb1)

−1 =
d

dt

∣

∣

∣

∣

t=0

(

(DressetX (b1))
−1
etXb1

)

= −(b−1
1 Xb1)B + b−1

1 Xb1 = (b−1
1 Xb1)G . (A.9)

The final step is to convert the action (A.5) on B ×B into the action Âη (4.19) on P− ×P by means

of the map µ (A.1). The desired result, Âη ◦ µ = µ ◦ Aη, follows immediately from the identity

(Dressη(b1))
−1 = DressΞR(ηb1)−1(b−1

1 ), (A.10)

because ν (2.16) intertwines the dressing action (2.23) on B and the conjugation action on P. The
identity (A.10) itself is obtained by applying ΛL (2.19) to both sides of the equality

(Dressη(b1))
−1 = ΞR(ηb1)

−1b−1
1 η−1. (A.11)

The moment maps Λ̂ (4.18) and J above are related by Λ̂ ◦ µ = J , and thus we have indeed established

the form of the Poisson action on P− ×P generated by Λ̂.
Incidentally, the formula (4.4) of the quasi-adjoint action can be verified following a train of thoughts

similar to the one presented in this appendix.
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Appendix B. Poisson reduction via the shifting trick

We now explain the origin of the defining equation (6.8) of the ‘spin variable’ λ by utilizing the so-
called shifting trick of Hamiltonian reduction [50]. In the context of Marsden–Weinstein type reductions,
the shifting trick means that one first extends the phase space by a coadjoint orbit or dressing orbit,
and then reduces the extended phase space at the trivial moment map value. Under mild conditions, the
outcome is equivalent to the result of the corresponding ‘point reductions’ based on taking a moment
map value from the ‘opposite’ orbit.

In our case, we may start with the extended Heisenberg double

Mext :=M ×B = {(K,S) | K ∈M, S ∈ B}, (B.1)

and equip it with the direct product Poisson structure {−,−}ext built from {−,−}+ (3.1) on M and
{−,−}B (3.4) on B. This extended phase space carries the extended moment map Λext : Mext → B,

Λext(K,S) := Λ(K)S = ΛL(K)ΛR(K)S, (B.2)

which generates a Poisson action of (G, {−,−}G) (3.3) on Mext. Then, we reduce the extended phase
space by imposing the moment map constraint

Λext(K,S) = e. (B.3)

By using that on the ‘constraint surface’ S = Λ(K)−1, one arrives at the identification

Λ−1
ext(e)/G ≃M/G. (B.4)

Moreover, for every G-invariant function on Λ−1
ext(e) one can define a G-invariant function onMext in such

a way that the extended function does not depend on S. In this way, one obtains the identification

C∞(Λ−1
ext(e))

G ≃ C∞(M)G. (B.5)

Essentially because (B.3) represents first class constraints in Dirac’s sense [32], the identification (B.5)
holds at the level of reduced Poisson algebras as well.

On the other hand, coming to the crux, we may introduce a convenient partial gauge fixing in the
moment map constraint surface (B.3) by imposing the condition that ΞR(K) ∈ G0. Then K ∈M can be
presented as

K = (Q−1b−1Q)Q−1 = Q−1b−1 with Q = ΞR(K) ∈ G0, b = ΛR(K) ∈ B. (B.6)

On this ‘gauge slice’, applying the parametrization b = epb+ (with p ∈ B0, b+ ∈ B+), we get

Λ(K) = Q−1b−1Qb = Q−1b−1
+ Qb+. (B.7)

Consequently, the moment map condition (B.3) becomes

b−1
+ Q−1b+Q = S. (B.8)

This relation enforces that S ∈ B+, and after re-naming S to λ we recognize the formula (B.8) as
equation (6.8) that we started with in Section 6.1. By imposing the additional condition Q ∈ Greg, one
may ensure that the residual gauge transformations of the partial gauge fixing (B.6) are associated with
the normalizer N of G0 (which means that η in (4.4) is restricted so that ΞR(ηΛL(K)) belongs to N).

The shifting trick was applied in [19] working in the symplectic framework, by restricting the variable
S in (B.1) to a dressing orbit of G in B throughout the procedure.

Appendix C. Derivation of the trigonometric RS model

It is known [23] that the standard (real) trigonometric Ruijsenaars–Schneider (RS) model [59] can be
derived by a specific Marsden–Weinstein type reduction of the Heisenberg double of the unitary group
U(n). The goal of this appendix is to explain how this result can be recovered in the framework of the
present paper. Here, we take G := SU(n), and obtain the model in the ‘center of mass frame’. In this case
the group B consists of the upper triangular matrices in GC = SL(n,C) having positive diagonal entries.
The diagonal elements of the matrices in B+ < B are equal to 1. The crucial point is that we restrict
the variable λ (6.8) to a minimal dressing orbit, of dimension 2(n− 1), which leads to a symplectic leaf
in the reduced phase space. There exists a one parameter family of such orbits, and their parameter will
appear as the coupling constant of the RS model.

The minimal dressing orbits at issue admit representatives of the form

∆(x) := exp (diag((n− 1)x/2,−x/2, · · · ,−x/2)) , for x ∈ R
∗, (C.1)

where the eigenvalue e−x/2 of ∆(x) has multiplicity (n− 1). Let O(x) denote the dressing orbit through
∆(x). The only redundancy of these representatives occurs for n = 2, in which case ∆(x) and ∆(−x) lie
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on the same orbit. Another representative of the orbit O(x) is the upper-triangular matrix ν(x) ∈ B+,
whose diagonal entries are equal to 1 and

ν(x)jk = (1− e−x) exp((k − j)x/2), ∀j < k. (C.2)

This matrix satisfies the equality

ν(−x) = ν(x)−1. (C.3)

More importantly, as was shown in [23], one has

O(x) ∩B+ = {Tν(x)T−1 | T ∈ G0}, (C.4)

where G0 is the standard maximal torus of G = SU(n). Thus, (O(x)∩B+)/G0 consists of a single point.
The defining equation (6.8) entails that λ belongs to the subgroup B+ < B, and we know from

Theorem 6.4 that λ can be restricted to the intersection of B+ with any dressing orbit. Now we choose
to restrict it to the orbit O(−x) with a fixed x ∈ R∗. On account of the relations (C.3) and (C.4), we
then obtain a complete fixing of the residual G0 ‘gauge freedom’ by imposing the condition

λ = b−1
+ Q−1b+Q = ν(x)−1. (C.5)

The paper [23] analysed the symplectic reduction of the Heisenberg double based on the moment map
constraint

Λ(K) = ν(x) (C.6)

with Λ in (4.3). After diagonalizing gR = ΞR(K) (2.18), i.e., by setting gR = Q = diag(Q1, . . . , Qn) ∈ G0,
K ∈ SL(n,C) takes the form

K = Q−1b−1, with some b = epb+, (C.7)

where p ∈ B0 and b+ ∈ B+. Then the constraint (C.6) leads precisely to equation (C.5). It was proved in
[23] that (C.5) implies that Q ∈ Greg

0 and b+ in (C.5) can be expressed in terms of Q ∈ Greg
0 as follows:

(b+)kl = QkQ̄l

l−k
∏

m=1

e−
x

2 Q̄k − e
x

2 Q̄k+m−1

Q̄k − Q̄k+m
, 1 ≤ k < l ≤ n, (C.8)

where Q̄k = Q−1
k . Of course, (b+)kk = 1 and the matrix elements below the diagonal are zero. (The

correspondence between our notations and those in [23] is explained in the subsequent Remark C.1.)
We have taken the quotient by the G0-symmetry, but there still remains a residual Sn = N/G0

redundancy in our description. Consequently, the variables Q and p parametrize an Sn covering space
of a Poisson subspace of the full reduced phase space. Since λ became a constant by the gauge fixing, it
follows from (6.21) that the Poisson bracket on this covering space is given by the formula

{F,H}red(Q, p) = 〈DQF, dpH〉I − 〈DQH, dpF 〉I, (C.9)

which corresponds to the symplectic form

ωred = ℑtr(dp ∧Q−1dQ). (C.10)

The elements of Sn permute the n diagonal entries of the matrix Q. However, a careful analysis [24]
shows that their action on p = diag(p1, . . . , pn) has a complicated form, and what are permuted in the
obvious manner are the entries of the traceless diagonal matrix ϑ given by the following formula:

ϑk = 2pk −
1

2

∑

m<k

ln

[

1 +
sinh2(x/2)

sin2(qk − qm)

]

+
1

2

∑

m>k

ln

[

1 +
sinh2(x/2)

sin2(qk − qm)

]

, k = 1, . . . , n. (C.11)

Here, we use the parametrization

Q = exp(2iq) with q = diag(q1, . . . , qn), tr(q) = 0. (C.12)

Equation (C.11) yields a canonical transformation, since in terms of q and ϑ one has

ωred = tr(dϑ ∧ dq). (C.13)

This means that Q and ϑ are the natural variables on T ∗Greg
0 .

We are also reducing the ‘free Hamiltonians’ given by the dressing invariant functions of bR = b = epb+.
The main Hamiltonian of the reduced system is

HRS =
1

2
(H+,RS +H−,RS), with H+,RS = tr(bb†), H−,RS = tr(bb†)−1. (C.14)
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By using (C.8) and the canonical transformation (C.11) to express p in terms of q and ϑ, one finds

H±,RS(q, ϑ) =

n
∑

k=1

e±ϑk

∏

m 6=k

[

1 +
sinh2(x/2)

sin2(qk − qm)

]

1
2

, (C.15)

and HRS(q, ϑ) is just the standard trigonometric Ruijsenaars–Schneider Hamiltonian introduced in [59].
In conclusion, we have shown that the reduction of the Heisenberg double gives the trigonometric RS
system on a symplectic leaf of the reduced phase space, which is symplectomorphic to (T ∗Greg

0 )/Sn. It
is worth noting that this system is Liouville integrable, but is not superintegrable [58].

Remark C.1. It follows from the results of [23] that the isotropy group of the elements Λ−1(O(x)) is
the center of G = SU(n), i.e., Λ−1(O(x)) is a subset of M∗ (4.8). In that paper the variables bL and gR
constituting K = bLg

−1
R (2.18) were used, while here we mostly worked with b ≡ bR and g ≡ gR. After

bringing gR into G0, the relation of the variables becomes bL = Q−1b−1Q. In [23] bL was parametrized
as bL = Na with N ∈ B+ and a ∈ B0. These are related to our variables b+ and p by N−1 = Q−1b+Q
and a = e−p. Finally, for readers interested in a detailed comparison with [23, 24], we also note that the
notations Tk and ζk = ln ak in [23] correspond to Qk and −pk as used in the present paper; and what is
denoted by pk in [23] corresponds to ϑk (C.11).
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