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Abstract: 

Today’s thermodynamics is largely based on the combined law for equilibrium systems and 

statistical mechanics derived by Gibbs in 1873 and 1901, respectively, while irreversible 

thermodynamics for nonequilibrium systems resides essentially on the Onsager Theorem as a 

separate branch of thermodynamics developed in 1930s.  Between them, quantum mechanics 

was invented and was quantitatively solved in terms of density functional theory (DFT) in 1960s.  

These three scientific domains operate based on different principles and are very much separated 

from each other.  In analogy to the parable of the blind men and the elephant articulated by 

Perdew, they individually represent different portions of a complex system and thus are 

incomplete by themselves alone, resulting in the lack of quantitative agreement between their 

predictions and experimental observations.  Over the last two decades, the author’s group has 

developed a multiscale entropy approach (recently termed as zentropy theory) that integrates 

DFT-based quantum mechanics and Gibbs statistical mechanics and is capable of accurately 

predicting entropy and free energy of complex systems.  Furthermore, in combination with the 

combined law for nonequilibrium systems developed by Hillert, the author developed the theory 

of cross phenomena beyond the phenomenological Onsager Theorem.  The zentropy theory and 

theory of cross phenomena jointly provide quantitative predictive theories for systems from 

electronic to any observable scales as reviewed in the present work. 
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Schematic representation of the zentropy theory for the total entropy 𝑆 with contributions from 

each configuration 𝑘 via DFT calculations (𝑆!) and configurational entropy (𝑆"#$% =

−𝑘& ∑𝑝!𝑙𝑛𝑝!) among configurations with the probability 𝑝! for each configuration 𝑘, which is 

equal to the entropy from the integration of experimental heat capacity (𝐶'). 
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1 Introduction 

As written in the preface of “The collected works of J. Willard Gibbs: Vol. I 

Thermodynamics”[1], Gibbs spent the winter of 1866-67 in Paris and then a year in Berlin to 

hear the lectures of physics and mathematics.. In 1868 he went to Heidelberg, probably listened 

to Kirchhoff and Helmholtz, before returning to the US in June 1869.  In 1873, Gibbs [2] 

introduced entropy change into the 1st law of thermodynamics using the relation between entropy 

change and heat change by Clausius for an reversible process of a closed system under 

hydrostatic pressure and extended it to multicomponent system in 1875/1876 and 1877/1878 

[3,4].  In 1901, in searching for description of absolute entropy, Gibbs [5] took a broader view of 

statistical mechanics based on the foundation established by Clausius, Maxwell, and Boltzmann 

and “imagined a great number of systems of the same nature, but differing in the configurations 

and velocities which they have at a given instant, and differing not merely infinitesimally, but it 

may be so as to embrace every conceivable combination of configuration and velocities”.  This 

definition of configuration is substantially different from the “inquiries … were somewhat 

narrower in their scope than that which has been mentioned, being applied to the particles of a 

system, rather than to independent systems.” [5] though this narrower approach is still widely 

used in the literature today.  Gibbs thus derived the configurational entropy in terms of the 

probabilities of the configurations and the statistical mechanics commonly used today.  While 

Gibbs principally focused on thermodynamic and statistical equilibrium in his work, he did 

mention free energy change for nonequilibrium systems [3,4]. 

 

In contrast to the macroscopic top-down view of systems by Gibbs, quantum mechanics 

developed in 1920s examines the interactions among electrons and atoms and considers a 
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condensed matter as a collection of interactions among nuclei and electrons.  Theoretically these 

interactions can be treated by solving the many-body Schrödinger equation with both nuclei and 

electrons [6].  The Gibbs classic statistical mechanics was also updated to quantum statistical 

mechanics [7].  The solutions to the many-body nature of the interactions in quantum mechanics 

were developed in 1960’s in terms of the density functional theory (DFT) that aims to represent 

the outcome of those interactions and articulates that for a given system, there exists a ground-

state configuration at 0 K that its energy is at its minimum value with a universal functional of 

the interacting electron gas density [8].  The ground-state electron density is obtained by treating 

the independent-electron kinetic energy and long-range Coulomb interaction energy separately 

and using independent valence electrons with an exchange-correlation functional of the electron 

density and an associated exchange-correlation energy to replace the many-body electron 

interactions [9].   

 

In last 60 years, significant processes have been made in developing the exchange-correlation 

functionals, particularly the generalized gradient approximation (GGA) [10–12], that treats the 

exchange-correlation energy as a function of the local electron density and its gradient.  The 

latest meta-GGA includes the strongly constrained and appropriately normed (SCAN) [13,14] 

and r2SCAN with both improved accuracy and numerical stability and efficiency [14–19].  For 

property at finite temperature, the entropy of thermal electrons and phonons can be formulated  

through an interacting inhomogeneous electron gas model [9,20] and the lattice vibrations [21], 

respectively. 

 



Submitted to Journal of Physics: Condensed Matter: JPCM-123130 

7 

 

Since the 2nd law of thermodynamics was effectively excluded in Gibbs thermodynamics due to 

its inequality, this resulted in the development of irreversible thermodynamics 

phenomenologically [22] based on experimental observations rather than from the 1st and 2nd 

laws of thermodynamics [23] by Onsager [24,25] in terms of the generalized flux equations and 

the symmetrical kinetic coefficient matrix and by Prigogine et al.[26–31] in terms of the unified 

formulation of dynamics and thermodynamics.  Nevertheless, Onsager [24] remarked that “the 

principle of microscopic reversibility is less general than the fundamental laws of 

thermodynamics”, while the present author recently pointed out that it is actually incompatible 

with irreversible internal processes [32,33].  It is further noted that the microscopic or quantum 

violation of the 2nd law of thermodynamics has been a topic in the literature forever with some 

references discussed in Section 5.4 of ref. [32] by the present author, all due to incomplete 

counting of entropy.  A number of recent publications also articulated that quantum correlations 

do not lead to a violation of the 2nd law of thermodynamics [34,35], and inconsistency presented 

in the literature is the result of faulty analysis due to flaws in approximations [36,37].  To avoid 

misunderstanding and confusion, the 2nd law of thermodynamics should be applied to 

independent internal processes which could be re-defined as systems to study as discussed in 

Section 3.1 in the present paper.  

 

Over two decades ago, the author’s group [21,38–40] started to incorporate predictions from 

DFT calculations into thermodynamic modeling of multicomponent solutions based on the 

CALPHAD method where model parameters were mostly evaluated from experimental 

information [41].  It soon became evident that the DFT-based bottom-up approach using the 

ground-state configuration alone was not able to quantitively predict free energy of a phase at 
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finite temperature.  Consequently, the author’s group started to explore quantitative approaches 

for accurate prediction of the temperature-pressure (T-P) phase diagram including its critical 

point without fitting parameters through integration of bottom-up DFT and top-down statistical 

mechanics, using the magnetic transitions in Ce as the first example with two [42] and three [43] 

configurations, respectively.  These configurations include the ground-state and non-ground-state 

or excited-state configurations and are in accordance with the definition of configurations that 

Gibbs introduced in his statistical mechanics.  By considering the entropy contributions of each 

configuration predicted by DFT calculations in terms of thermal electrons and phonons and the 

configurational entropy among the all configurations to the total entropy, the T-P and T-V phase 

diagrams of Ce were accurately predicted without fitting parameters.  This multi-scale entropy 

approach [44] has been successfully used to accurately predict magnetic phase transition 

temperatures and property anomalies in a number of magnetic materials [45], including the 

negative thermal expansion in Fe3Pt [46] and strongly correlated physics in YNiO3 [47,48]. It 

was recently termed as the zentropy theory [49]. 

 

With the accurate prediction of free energy using the zentropy theory and inspired by the 

collaboration on thermodiffusion with Murch and his team [50–54], the author [32] revisited the 

irreversible thermodynamics from the combined 1st and 2nd law of thermodynamics with internal 

processes emphasized by Hillert [22].  By examining the fundamental flaws of the Onsager 

theorem and considering the correlations between flux equations as internal processes in a 

system, the author presented a theory of cross phenomena based on combined 1st and 2nd law of 

thermodynamics that captures the experimental observations that the Onsager theorem aimed to 
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phenomenologically represent and enables the prediction of cross phenomena coefficients as 2nd 

derivatives of free energy [32,33]. 

 

In this overview paper, the zentropy theory and theory of cross phenomena will be presented 

along with potential future improvements and applications.  The rest of the paper is organized as 

follows: Section 2 for overview of Gibbs equilibrium thermodynamics, DFT-based quantum 

mechanics, and statistical mechanics; Section 3 for Hillert nonequilibrium thermodynamics, 

Onsager theorem, Prigogine entropy balance, and Agren atomic mobility; Section 4 for the 

zentropy theory; Section 5 for the theory of cross phenomena; and Section 6 for summary and 

future outlooks. 

 

2 Gibbs equilibrium thermodynamics, DFT-based quantum mechanics, and statistical 

mechanics 

2.1 Gibbs equilibrium thermodynamics 

Employing the relation between entropy change and heat change by Clausius for an reversible 

process of a closed system under hydrostatic pressure, Gibbs [2] replaced the heat change in the 

1st law of thermodynamics by the entropy change and obtained the combined law of 

thermodynamics for a closed equilibrium system, which is written in today’s convention as 

follows 

𝑑𝑈 = 𝑑𝑄 + 𝑑𝑊 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 Eq. 1 

where 𝑑𝑈 is the internal energy change of the system, 𝑑𝑄, 𝑑𝑊, 𝑑𝑆 and 𝑑𝑉 are the increases of 

heat, work, entropy, and volume of the system controlled from the surroundings, and T and P are 

the temperature and pressure.  Even though Eq. 1 is commonly referred to as the combined law 
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of thermodynamics, it does not contain the key concept of the 2nd law of thermodynamics, i.e., 

the positive entropy production from irreversible internal processes (ip) represented by the 

following equation 

𝑑!"𝑆 > 0  Eq. 2 

It is thus evident that Eq. 1 is valid only for 𝑑()𝑆 ≤ 0, i.e., equilibrium systems without any 

possible internal processes by itself. 

 

In a subsequent paper in the same year, Gibbs [55] emphasized that the relation between U, S, 

and V carries more knowledge than the other combinations of quantities in Eq. 1 such as V, P 

and T proposed by Thomson in 1871.  Gibbs [56] termed Eq. 1 as the fundamental equation, 

representing the internal energy as a function of S and V, i.e., U(S,V), with S and V as the 

natural variables of U [22].  Gibbs [55] further articulated that at equilibrium T and P are both 

homogeneous in all phases of solid, liquid, and vapor.  Gibbs’ publications prompted Maxwell to 

make two three-dimensional models to represent the internal energy surface as a function of 

entropy and volume with one copy sent to Gibbs [1] and one kept in Cavendish Laboratory at the 

University of Cambridge [33]. 

 

In his next long and more well-known publication in 1878, Gibbs [56] discussed the conditions 

of equilibrium for heterogeneous masses and introduced the concept of chemical potential with 

Eq. 1 revised as follows for a system with c independent components in today’s convention 

𝑑𝑈 = 𝑇𝑑𝑆 − 𝑃𝑑𝑉 + ∑ 𝜇!𝑑𝑁!#
!$% = ∑ 𝑌&𝑑𝑋&#'(

&$%   Eq. 3 

where 𝜇( is the chemical potential of component 𝑖, 𝑁( the moles of component 𝑖, and 𝑌* and 𝑋* 

represent the pairs of conjugate variables with 𝑌* for potentials, such as 𝑇, 𝑃, and 𝜇(, and 𝑋* for 
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molar quantities, such as 𝑆, 𝑉, and 𝑁( [22,33,57].  As it will be shown later in this paper, 𝜇( can 

be introduced in a way to better define its physical significance.  It is noted that Gibbs called 𝜇( 

potentials and considered pressure as a potential too when discussing equilibrium related to 

surfaces, which are generalized to include temperature plus stress, electric, and magnetic fields in 

general [22,33,57]. 

 

Gibbs [56] elegantly demonstrated that every potential, 𝑌*, is homogeneous in the system with 

multiple phases in equilibrium with each other and further derived the integral form of Eq. 3 as 

follows for a homogeneous system 

𝑈 = 𝑇𝑆 − 𝑃𝑉 + ∑ 𝜇!𝑁!#
!$% = ∑ 𝑌&𝑋&#'(

&$%   Eq. 4 

 

In the same paper, Gibbs [56] introduced the now-termed free energies such as Helmholtz energy 

(𝐹 = 𝑈 − 𝑇𝑆), enthalpy (𝐻 = 𝑈 + 𝑃𝑉), and Gibbs energy (𝐺 = 𝑈 − 𝑇𝑆 + 𝑃𝑉 = ∑ 𝜇(𝑁("
(+, ) and 

re-wrote Eq. 3 accordingly, e.g., Gibbs energy as follows, 

𝑑𝐺 = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 + ∑ 𝜇!𝑑𝑁!#
!$%   Eq. 5 

Gibbs [56] further presented the now-termed Gibbs-Duhem equation as follows 

𝑑𝛷 = 𝑑(𝐺 − ∑ 𝜇!𝑁!#
!$% ) = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 − ∑ 𝑁!𝑑𝜇!#

!$% = 0  Eq. 6 

along with the now-termed Gibbs phase rule for an equilibrium with p co-existing phases and the 

now-termed Clausius-Clapeyron equation in terms of temperature and pressure between two 

phases in equilibrium 

𝜐 = 𝑐 + 2 − 𝑝 Eq. 7 

𝑑𝑃
𝑑𝑇

=
∆𝑆
∆𝑉

=
∆𝐻
𝑇∆𝑉

 Eq. 8 
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where 𝜐 represents the number of independent potentials for such an equilibrium, and ∆𝑆, ∆𝑉, 

and ∆𝐻 are the differences of 𝑆, 𝑉, and 𝐻 between the two phases. While Gibbs [56] did not 

explicitly discuss the entropy production due to internal processes, but showed 𝑑𝑈 > 0 , 𝑑𝐺 > 0, 

and 𝑑𝛷 > 0 for a stable equilibrium and further wrote 

𝜕𝑌&

𝜕𝑋&
> 0 

Eq. 9 

where all the other natural variables are kept constant.  All partial derivatives in this present 

paper is written under such a convention unless a clarification is needed.   

 

For the limit of stability approached from the stable region of the system, one has -.
!

-/!
= +0 and 

-/!

-.!
= +∞, i.e., the singularity or divergency of properties, and a critical point is reached with 

-.!

-/!
= -".!

-(/!)"
= 0.  As will be shown later in this paper, 𝑑𝛷 is directly related to entropy 

production due to internal processes in nonequilibrium systems, and the author suggested to 

name 𝛷 as Duhem energy [33].  As will be shown below, it may be better to name it as Hillert 

energy.  Furthermore, Hillert [22] showed that the partial derivative by Eq. 9 with more 

potentials as natural variables is smaller than the one with more molar quantities as natural 

variables.  When all other potentials are used as natural variables, one obtains the Gibbs-Duhem 

equation as shown by Eq. 6. 

 

2.2 DFT-based quantum mechanics 

DFT represents the state-of-the-art solution of the multi-body Schrödinger equation [40].  Its 

approximations include adiabatic or Born-Oppenheimer approximation for nuclei [58]; 
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independent valence electron approximation in an average effective potential collectively 

determined by the nuclei and all electrons with the exchange-correlation energy approximated as 

a local functional of the electron density either in terms of the local spin density approximation 

(LSDA) [59,60] or GGA; and replacement of the strong Coulomb potential of the nucleus and 

the tightly bound core electrons by a pseudopotential as an effective potential acting on valence 

electrons such as the ultrasoft pseudopotentials and the projector augmented wave (PAW) 

method [61].   

 

The electron density is solved iteratively until the energy of the ground-state configuration 

converges.  Its Helmholtz energy at finite temperature includes the contributions from thermal 

electrons and phonons in terms of the quasiharmonic approximation (QHA) as follows [21] 

𝐹 = 𝐸2 + 𝐹34 + 𝐹5(6 = 𝐸 − 𝑇𝑆 Eq. 10 

𝐸 = 𝐸2 + 𝐸34 + 𝐸5(6 Eq. 11 

𝑆 = 𝑆34 + 𝑆5(6 Eq. 12 

where 𝐹, 𝐸, and 𝑆 are the Helmholtz energy, internal energy (the same as 𝑈 used in above 

thermodynamics), and entropy of the configuration, 𝐹34, 𝐸34, and 𝑆34 the contributions of 

thermal electron to 𝐹, 𝐸, and 𝑆 based on the Fermi–Dirac statistics for electrons, and 𝐹5(6, 𝐸5(6, 

and 𝑆5(6 the vibrational contributions to 𝐹, 𝐸, and 𝑆 based on the Bose–Einstein statistics for 

phonons, respectively.  The thermal electronic contributions can be obtained from the finite 

temperature generalization of ground-state energy of an interacting inhomogeneous electron gas 

by Mermin [20] as shown by Kohn and Sham [9].  The vibrational contributions can be obtained 

by QHA phonon calculations or Debye model [21,62] through the high throughput DFT Tool 

Kits (DFTTK) [63,64].  The details can be found in the literature [21,57].  For vibration-induced 
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dipole-dipole long-range interactions, a mixed-space approach was developed by the author’s 

group using supercells in the real space to account the short-range interactions, the analytical 

solution for the origin in the reciprocal space to represent the infinite in the real space, and an 

interpolation scheme between them [65–67]. 

 

An important development in the exchange-correlation energy approximation has emerged 

recently.  In GGA [10–12] developed by Perdew and co-workers the exchange-correlation 

energy is treated as a functional of both the local electron density and its gradient, resulting in 

more accurate predictions than LSDA.  The latest SCAN meta-GGA [13,14] introduces 

symmetry breaking for some systems regarded as strongly correlated with significantly improved 

the quantitatively correct ground-state energetics [17,19].  The further developed r2SCAN are 

with improved accuracy, numerical stability, and efficiency [14–18].  The key discovery in the 

SCAN meta-GGA is that “certain strong correlations present as fluctuations in the exact 

symmetry-unbroken ground-state wavefunction are ‘frozen’ in symmetry-broken electron 

densities or spin densities of approximate DFT” [19].  Consequently, an approximate density 

functional with symmetry breaking, though less accurate than an exact functional, is more 

revealing with its utility demonstrated for a number of cases [17–19]. 

 

It seems plausible that those symmetry-broken electron densities may be sampled by phonon 

calculations of the ground-state configuration such as the negative thermal expansions predicted 

at low temperatures in ice and Si [68].  This symmetry-broken configurations are in a scale finer 

than the symmetry-broken configurations in the zentropy theory to be discussed in Section 4, 

with the latter derived from the internal degrees of freedom of the ground-state configuration.  
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Some typical internal degrees of freedom in condensed matter include magnetic pin polarization, 

electric dipole polarization, atomic short-range ordering, and various defects such as vacancy, 

dislocation, stacking fault, twin, grain boundary, voids, and other ones at even larger scale.  The 

Helmholtz energies of the metastable non-ground-state configurations can be predicted using Eq. 

10 to Eq. 12.  For unstable non-ground-state configurations, their Helmholtz energies cannot be 

directly predicted due to imaginary frequencies in their phonon dispersion curves.  On the other 

hand, they only appear as transitory states at finite temperature with their properties predicted by 

the statistical mixtures of stable and metastable configurations by the zentropy theory discussed 

in Section 4. 

 

2.3 Statistical mechanics 

Statistical mechanics introduced by Gibbs [5] considerers the probabilities of all independent 

configurations rather than the individual particles in the system that are commonly used in the 

literature.  Consequently, each configuration is under the same constraints as the system as 

defined by Gibbs [5] and discussed at the beginning of the introduction of the present paper.  

Based on the combined law of thermodynamics [1] and differentiating the internal and external 

variables in the system and its surroundings, Gibbs [5] evaluated the entropy due to the 

distribution of various configuration in the system though without considering the entropy of 

each configuration itself. 

 

Landau and Lifshitz [7] formulated quantum statistical mechanics by introducing the number of 

quantum states in terms of the energy interval of the mean fluctuation of energy of the system 
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and obtained the entropy of the system in terms of the tracer of each quantum state.  In the limit 

of the classical theory, they showed the entropy of a system as Gibbs did as follows 

S = −𝑘&E 𝑝!𝑙𝑛𝑝!
7

!+,
 Eq. 13 

where 𝑚 is the number of configurations, and 𝑝! the probability of configuration 𝑘.  

Consequently, for a system of canonical ensemble under constant NVT, the partition function of 

the system (𝑍) in relation to 𝐹 of the system and the partition function (𝑍!) and internal energy 

(𝐸!) of each configuration are written as follows 

𝑍 = 𝑒8
9
!#: =E 𝑍!

7

!+,
=E 𝑒8

;$
!#:

7

!+,
 Eq. 14 

𝐹 = −𝑘&𝑇𝑙𝑛𝑍 + 𝑘&𝑇 JE 𝑝!𝑙𝑛𝑍!
7

!+,
−E 𝑝!𝑙𝑛𝑍!

7

!+,
K 

=E 𝑝!𝐸!
7

!+,
+ 𝑘&𝑇E 𝑝!𝑙𝑛𝑝!

7

!+,
=E 𝑝!𝐸!

7

!+,
− 𝑇𝑆 

Eq. 15 

𝑝! =
𝑍!

𝑍 =
𝑒8

;$
!#:

𝑍 = 𝑒8
;$89
!#:  Eq. 16 

It is noted that the addition and subtraction of the same quantity in the parenthesis of Eq. 15 

facilitates the derivation of the last part of Eq. 15 and the connection between Eq. 13. and Eq. 15. 

 

For a hypothetical system with only one configuration, Eq. 15 thus becomes 

𝐹 = 𝐸! Eq. 17 

Since 𝐹 = 𝐸! − 𝑇𝑆! by definition, Eq. 17 gives 𝑆! = 0 as 𝑇 ≠ 0, indicating that the 

configurations do not have any internal degrees of freedom, i.e., they are all pure quantum 

configurations.  In DFT developed after the quantum statistical mechanics [7], the ground-state 
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configuration is not a pure quantum configuration, and its entropy is calculated by Eq. 12.  The 

formula of the partition function thus needs to be modified as shown in Section 4, i.e., the 

zentropy theory. 

 

3 Hillert nonequilibrium thermodynamics, Onsager theorem, Prigogine entropy balance, 

and Agren atomic mobility 

3.1 Hillert nonequilibrium thermodynamics  

As mentioned in Section 2.1, Gibbs [2] used Clausius’ definition of entropy exchange (𝑑<𝑆) due 

to reversible heat exchange between the system and its surroundings to derive Eq. 1.  The 

exchange of mass between the system and its surroundings brings both the exchange of internal 

energy and entropy.  Furthermore, irreversible internal processes inside the system produce 

entropy based on the 2nd law of thermodynamics.  The total entropy change of the system is thus 

written as follows [22,33,57] 

𝑑𝑆 =
𝑑𝑄
𝑇 +E 𝑆(𝑑𝑁(

"

(+,
+ 𝑑()𝑆 Eq. 18 

where 𝑆( is the partial entropy of component i defined as 

𝑆( = J
𝜕𝑆
𝜕𝑁(

K
=<+2,=%&?+2,@'(%

 Eq. 19 

 

The work exchange between the system and its surroundings does not enter Eq. 2 directly, but 

indirectly by affecting internal processes.  It is important to note that the total entropy change 

contains the contributions from both exchanges between the system and its surroundings (first 

two terms in Eq. 18) and the internal processes (last term).  Therefore, 𝑑𝑆 can be either positive 
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or negative, which is not in contradiction with the 2nd law of thermodynamics as the 2nd law of 

thermodynamics concerns only the entropy production due to an independent internal process 

represented by Eq. 2. 

 

Consequently, the combined law of thermodynamics with internal processes can be revised from 

Eq. 1 as follows [22,33,57] 

𝑑𝑈 = 𝑑𝑄 + 𝑑𝑊 +E 𝑈(𝑑𝑁(
"

(+,
= 𝑇𝑑𝑆 + 𝑑𝑊 +E 𝜇(𝑑𝑁(

"

(+,
− 𝑇𝑑()𝑆 Eq. 20 

𝜇( = 𝑈( − 𝑇𝑆( = J
𝜕𝑈
𝜕𝑁(

K
=?+2,=A+2,=%&?+2,/!B@%

 Eq. 21 

where 𝑑𝑊 represent all types of work including mechanical, electric, and magnetic work, and 𝑈( 

denotes the partial internal energy of component 𝑖 defined as follows [45,57], 

𝑈( = J
𝜕𝑈
𝜕𝑁(

K
=<+2,=A+2,@'(%

 Eq. 22 

The chemical potential is defined by Eq. 21 with contributions from both partial internal energy 

and partial entropy of the component [45,57].  It should be emphasized that the constraints for 

the partial internal energy of Eq. 21 are different from those of Eq. 22 as 𝑑𝑆 = 0 requires the 

heat exchange between the system and its surroundings when 𝑑𝑁( is exchanged between the 

system and its surroundings as shown by Eq. 18, while 𝑑𝑄 = 0 is for an adiabatic system. 

 

The explicit inclusion of 𝑇𝑑()𝑆 in Eq. 20 was emphasized by Hillert [22].  To differentiate Gibbs 

equilibrium thermodynamics, i.e., Eq. 3, the author proposes to name Eq. 20 “Hillert 

nonequilibrium thermodynamics” in contrast to Gibbs equilibrium thermodynamics or simply 

“Hillert thermodynamics” vs Gibbs thermodynamics.  As mentioned in Section 2.1, one may 
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thus define the Hillert energy by 𝛷 = 𝐺 − ∑ 𝜇(𝑁("
(+,  and re-write the combined law of 

thermodynamics as follows 

𝑑𝐺 = 𝑑𝑈 − 𝑑(𝑇𝑆) + 𝑑(𝑃𝑉) = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 + ∑ 𝑁!𝑑𝜇!#
!$% − 𝑇𝑑!"𝑆  Eq. 23 

𝑑𝛷 = 𝑑𝐺 −∑ 𝜇!𝑑𝑁!#
!$% − ∑ 𝑁!𝑑𝜇!#

!$% = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 − ∑ 𝑁!𝑑𝜇!#
!$% − 𝑇𝑑!"𝑆  Eq. 24 

Consequently, Eq. 20 and Eq. 24 may be termed as Hillert nonequilibrium thermodynamics in 

contrast to Gibbs equilibrium thermodynamics represented by Eq. 1 and Eq. 3. 

 

For systems with multiple internal processes, the entropy production can be written as [22,57] 

𝑑()𝑆 =
1
𝑇E 𝐷C𝑑xC

7

C+,
 Eq. 25 

where 𝐷C and xC are a pair of internal conjugate variables for the jth internal process.  However, 

Hillert [22] followed Onsager theorem by taking into account the possibility that those internal 

processes may interact with each other though he explicitly stated that “this is usually called 

phenomenological equation because it is not based on any physical model”.  As to be discussed 

in Section 5, the internal variables of 𝐷C and xC represent independent internal processes and are 

in analogy to the external variables of 𝑌* and 𝑋* in Eq. 3.  Eq. 20 can thus be re-written as 

follows 

𝑑𝑈 =E 𝑌*𝑑𝑋*
$

*+,
−E 𝐷C𝑑xC

7

C+,
 Eq. 26 

𝐷C𝑑xC ≥ 0 Eq. 27 

It should be remembered that the entropy change, 𝑑S in the first summation in Eq. 26 now 

includes the second summation in Eq. 26.  Furthermore, 𝑑xC may include more than one 𝑑𝑋* 

such as chemical reactions that Hillert discussed [22] where 𝑑xC represents the amount of the 
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products formed, and 𝐷C is the weighted chemical potentials of products minus those of reactants 

so that the combined internal process is an independent one, with more details shown in Section 

3.1. 

 

Eq. 27 depicts that each internal process must result in positive entropy production [57], while 

Hillert [22] stated that “the second law is derived only for the whole system”, which is less 

restrictive.  This difference is due to whether the internal processes are independent of each other 

or not.  In Eq. 26, each pair of 𝑌* and 𝑋* is independent of each other, so is each pair of 𝐷C and 

xC.  If not, they should be combined and be represented by one new pair of 𝐷CD and xC
D , just like 

the chemical reactions discussed by Hillert [22], resulting in 𝐷CD𝑑xC
D ≥ 0.  In analogy to Eq. 18, 

the entropy production of each independent internal process can be divided into four actions: (1) 

heat generation R𝑑()𝑄S, (2) consumption of some components as reactants R𝑑𝑁E,CS, (3) 

production of some components as products R𝑑𝑁),!S, and (4) reorganization of its configurations 

R𝑑()𝑆"#$%(FS, as follows [32,44], 

𝑑()𝑆 =
𝑑()𝑄
𝑇 −E 𝑆C𝑑𝑁E,C

C
+E 𝑆!𝑑𝑁),!

!
+ 𝑑()𝑆"#$%(F =

𝐷
𝑇 𝑑x Eq. 28 

where 𝑆C and 𝑆! are the partial entropies of reactant 𝑗 and product 𝑘 of the internal process and 

can be used to describe internal chemical reactions [69]. 

 

As Hillert discussed [22], the driving force for a chemical reaction can be written as follows 

𝐷 = −VE 𝜇!
𝜕𝑁),!
𝜕x!

−E 𝜇C
𝜕𝑁E,!
𝜕xC

W > 0 Eq. 29 
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It is evident that chemical potentials of some components will increase and those of other 

components will decrease during a chemical reaction, but these individual changes are not 

independent, and their combination results in an independent internal process and a positive 

entropy production and positive driving force as shown by Eq. 28 and Eq. 29, respectively. 

 

The last part of Eq. 28 is based on the linear proportionality approximation. In reality, internal 

processes do not obey linear proportionality in general, and one can select a small enough 𝑑x to 

neglect the higher-order terms and perform integrations along the pathway for overall entropy 

production.  To study the stability of an internal process or a system such as the limit of 

instability and critical points, one must include higher-order terms beyond linear proportionality 

as discussed in detail by Hillert [22].  Eq. 20 or Eq. 26 depicts that the internal energy is a 

function of all 𝑋* and internal variables of x, i.e., 𝑈(𝑋* , x), so are all the potentials as the 

derivatives of 𝑈(𝑋* , x) with respect to its natural variables.  This relationship enables the 

development of the theory of cross phenomena in Section 5. 

 

3.2 Onsager theorem 

Experimental observations show that the transport of one molar quantity can be driven by the 

gradients of both its conjugate potentials and non-conjugate potentials.  Based on the 

thermoelectric phenomena where the electric current can be driven by both electric field and 

temperature gradient and vice versa and the conjecture by Thomson in 1854 that the cross 

coefficients are equal, Onsager [24] proposed the phenomenological relations that any flux is 

proportional to all independent driving forces in the system as follows 
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𝐽x'
G$H*F3E = −E 𝐿x'x$∇𝐷!!

 Eq. 30 

where 𝐿x'x$ is the kinetic coefficient for the flux of molar quantity xC due to ∇𝐷! = 𝐷!/∆𝑧 with 

the summation going over gradients of all potentials, where ∆𝑧 is the distance of the unit 

transport process.  Eq. 30 indicates that the flux of xC depends on all driving forces, in an 

apparent accordance with experimental observations. The rate of entropy production, 𝑑I)𝑆̇ , is 

then written as follows 

𝑇
𝑉 𝑑I)𝑆

̇ = −𝐽x'
G$H*F3E∇𝐷C = ∇𝐷CE 𝐿x'x$∇𝐷!x$

 Eq. 31 

 

From “the assumption of microscopic reversibility” [24], Onsager articulated that the 

phenomenological kinetic coefficient matrix in Eq. 30 is symmetric, i.e., 

𝐿x'x$ = 𝐿x$x' Eq. 32 

It is important to note that the principle of microscopic reversibility is based on “the fluctuations 

in a system which has been left isolated for a length of time that is normally sufficient to secure 

thermodynamic equilibrium” [24], and Onsager himself pointed out that “the reversible 

fundamental laws of dynamics are not compatible with absolutely irreversible processes” [24]. 

 

It is thus evident that the Onsager theorem discussed above is not on a strong foundation and has 

been strongly criticized by Truesdell and co-workers [70,71], while Hillert [22] emphasized its 

phenomenological nature, and Balluffi et al. [23] mentioned that it is not as fundamental as the 

1st and 2nd laws of thermodynamics which was also stated by Onsager himself [24] as quoted in 

the introduction of the present paper .  The present author started to look into this during his 
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sabbatical leave when worked on thermodiffusion with Murch and his team [50–54], i.e., atomic 

diffusion driven by temperature gradient.  Through molecular dynamics (MD) simulations, one 

can evaluate the kinetic coefficients through time integrals of correlation functions involving the 

microscopic fluxes of atoms and heat using the Green–Kubo formulae [50–54].  However, it is 

not straightforward to cast these coefficients into the flux equations as the driving forces and the 

frame of references are not explicitly spelled out, though the common practice is to treat them as 

Onsager phenomenological kinetic coefficients, which results in two coefficients for one 

component in a binary system as evidenced by Eq. 30.  On the other hand, it is well-known that 

there is only one diffusivity for each diffusion component, namely its tracer diffusivity or atomic 

mobility in the lattice-fixed frame of reference [72].  This inconsistence was puzzling to the 

author.  After seven years of investigations, the author developed the theory of cross phenomena 

by examining the inconsistences in the Onsager theorem and deriving the flux equations from 

Hillert nonequilibrium thermodynamics as shown by Eq. 26, which is presented in Section 5. 

 

3.3 Prigogine entropy balance 

There are many efforts in further evaluating entropy production beyond Eq. 31 in most 

irreversible thermodynamics textbooks such as by de Groot and Mazur[73] and Kondepudi and 

Prigogine [74].  Unfortunately, all of them were based on the Gibbs equilibrium thermodynamics 

by re-writing Eq. 1 or Eq. 3 as follows, without realizing 𝑑()𝑆 = 0 

𝑑𝑆 = %
)
𝑑𝑈 − %

)
𝑑𝑊 − ∑ *!

)
𝑑𝑁!#

!$%   Eq. 33 

 

For example, Kondepudi and Prigogine [74] considered a system without work, and Eq. 33 

becomes 
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𝑑𝑆 =
1
𝑇 𝑑𝑈 −E

𝜇(
𝑇 𝑑𝑁(

"

(+,
= 𝑑3𝑆 Eq. 34 

where the last portion was added in the present work with 𝑑3𝑆 being the equilibrium entropy 

change or entropy current between the system and its surroundings [74].  Its time-dependent 

form can be written as 

𝑑𝑆
𝑑𝑡 = 𝑆̇ =

1
𝑇 𝑈̇ −E

𝜇(
𝑇

"

(+,
𝑁İ = 𝑆3	 ̇  Eq. 35 

 

As discussed in detail in a recent publication by the present author [33], Kondepudi and 

Prigogine [74] obtained the following equation by re-using the 1st law of thermodynamics  

𝑆̇ = 𝑆3	 ̇ = 𝑆3	 ̇ + 𝑆I)	 ̇  Eq. 36 

where 𝑆I)	 ̇  is the entropy production rate due to irreversible internal processes, denoted by 𝜎 in 

ref. [74].  This incorrect outcome is due to the circular use of the 1st law of thermodynamics as 

discussed by the present author [33] because Eq. 34 is for 𝑆I)	 ̇ = 0 as defined in Gibbs 

equilibrium thermodynamics. 

 

It is important to realize that the 1st law of thermodynamics concerns only the exchanges of heat, 

work, and mass between the system and its surroundings as shown by first part of Eq. 20.  The 

entropy change is based on Eq. 18 which shows that 𝑑()𝑆 is part of 𝑑𝑆 and thus must be 

subtracted as shown in the second part of Eq. 20.  Consequently, Eq. 33 and Eq. 34 are valid only 

with 𝑑()𝑆 = 0, i.e., no internal processes in the system for entropy production.  In the extended 

irreversible thermodynamics [75,76] that includes fluxes as basic independent variables, Eq. 20 

can be re-arranged as follows  
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𝑆̇ =
1
𝑇 𝑈̇ −

1
𝑇 𝑊̇ −E

𝜇(
𝑇

"

(+,
𝑁İ + 𝑆I)	 ̇ = 𝑆3	 ̇ + 𝑆I)	 ̇  Eq. 37 

with 𝑆I)	 ̇  related to the divergency of fluxes [75,76].  It remains how to define the flux equations. 

 

3.4 Agren atomic mobility 

In 1980s, the author learned from Agren [77] that each diffusion component has one diffusion 

mobility in the lattice-fixed frame of reference (𝑀(), which can be related to its tracer diffusivity 

(𝐷(∗) or kinetic coefficient (𝐿() in the linear relationship between its flux and chemical potential 

gradient.  When this chemical potential gradient is changed to the concentration gradients of all 

independent diffusion components, one obtains a vector of intrinsic diffusivity in the lattice-fixed 

frame of reference ( 𝐷	( (! = 𝐿(
-L%
-"$

) from the dependence of chemical potential on compositions of 

all components (𝑐!).  When the lattice-fixed frame of reference is changed to the volume-fixed 

frame of reference while keeping the chemical potential gradient, one obtains a kinetic 

coefficient vector (𝐿(CD ) due to the dependence of volume on all components.  When both changes 

are made, one obtains the chemical or interdiffusion diffusivity vector (𝐷(! = ∑ 𝐿(CD
-L'
-"$C ).   

 

Andersson and Ågren [72] presented an elegant discussion among all the diffusion coefficients 

and their computational implementation.  The relationships among these kinetic coefficients are 

shown in Figure 1.  As discussed by the present author [33], it is thus clear that both the intrinsic 

and chemical diffusivity coefficients are related to the mobility and thermodynamic factors 

defined by the derivatives between chemical potentials and compositions (-L'
-"$

) and are not 

independent kinetic coefficients as shown by the Maxwell-Stefan diffusion equation [78,79]. 
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Figure 1: Relationships among tracer diffusivity, atomic mobility, kinetic L parameters, and 

intrinsic and chemical diffusivities [32]. 

 

Many atomic mobility databases have been developed with Gibbs energy functions modeled by 

the CALPHAD method [80,81] and used to simulate diffusional processes in multicomponent 

alloys, including joining of dissimilar materials [82–84].  One interesting scenario is when one 

component diffuses much faster than other components and thus takes much short time to reach 

its chemical equilibrium, such as carbon (C) in steels.  Since the chemical potential of C is 

significantly affected by other elements such as Si, the concentration of C can become more 

inhomogeneous than its initial concentration profile, resulting in the migration of C from low 

concentration to high concentration regions, i.e. so-called uphill diffusion, postulated and 

observed by Darken [85–87].  The uphill diffusion in Fe-Si-C alloys with inhomogeneous Si 

concentrations are successfully simulated by means of the mobility database and Dictra software  

developed by Agren and his team [80,88] and discussed in detail by the present author [33].  It is 

important to point out that C always diffuses from high chemical potential regions to low 

chemical potential regions as its chemical potential is affected by the Si concentration which 

takes much longer time to be homogenized. 

 

It should be mentioned that uphill diffusion also occurs when the solution is unstable with 

respect to composition fluctuations with -L%
-"%

< 0, commonly referred to as spinodal 

decomposition [89–92].  Even though the atomic mobility is always positive, the intrinsic or 
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chemical diffusivity is negative inside a spinodal the solution due to -L%
-"%

< 0.  The instability-

driven spinodal decompositions play a central role in the formation of patterns [74,91].   

 

One important phenomenon in diffusion is the Kirkendall effect [93–95] due to the difference in 

fluxes of substitutional elements which results in a net vacancy flow, which has also been 

successfully simulated using the atomic mobility databases together with thermodynamic 

databases [96,97].  The flux of vacancy, 𝐽M*, can be written as follows 

𝐽M* = −E 𝐽(
(∈?

 Eq. 38 

where 𝑖 ∈ 𝑆 denotes all substitutional diffusion components, and 𝐽( the flux of component 𝑖.  The 

unbalanced fluxes of substitutional components can result in a net vacancy flow in accordance 

with the vacancy-mediate diffusion mechanism. 

 

The atomic mobility databases have been mostly evaluated from the experimentally measured 

chemical diffusivity in combination with CALPHAD thermodynamic databases.  Th author’s 

group developed a fully DFT-based approach to accurately predict the tracer diffusivity for fcc 

[98–102], bcc [103], and hcp [103–106] phases using the classic transition state theory (TST) 

[107,108], the nudged elastic band (NEB) method [109], and the five frequency model [110].  A 

similar approach was developed for prediction of interstitial diffusion coefficients in the 

literature at the same time [111]. 

 

Using the thermodynamic and mobility databases, Höglund and Ågren [112] simulated C 

diffusion in steel driven by a temperature gradient under the framework of Onsager theorem by 
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treating the coefficient in front of the temperature gradient as a constant. As it will be shown in 

Section 5.4.2, this coefficient is the product of atomic mobility and the derivative of chemical 

potential with respect to temperature and depends on both temperature and composition [33]. 

 

4 Zentropy theory 

4.1 Multiscale entropy and its coarse-graining 

In statistical mechanics, Eq. 13 represents the entropy among the configurations and does not 

include entropy of each configuration.  If the entropies of individual configurations are not zero, 

their contributions to the total entropy of the system need to be added to the total entropy of the 

system.  Consequently, the total entropy of the system is the sum of Gibbs entropy among 

configurations in terms of Eq. 13 plus the statistical average of the entropy of each configuration, 

𝑆!, as follows [44] 

𝑆 =E 𝑝!𝑆!
7

!+,
− 𝑘&E 𝑝!𝑙𝑛𝑝!

7

!+,
= c

𝐶'
𝑇 𝑑𝑇

:

2
 Eq. 39 

The last part in Eq. 39 represents the experimentally measured total entropy through the 

integration of heat capacity using the 3rd law of thermodynamics stipulating 𝑆 = 0 at 𝑇 = 0	𝐾, 

commonly referred as Clausius entropy in the literature.  Eq. 39 shows that the Gibbs entropy 

and Clausius entropy are equal only when 𝑆! = 0 for each configuration, i.e., all configurations 

are pure quantum configuration as discussed in relation to Eq. 17.   

 

In principle, one can continuously dive into finer scale configurations until the pure quantum 

configuration is reached, which is intractable in today’s computing capability due to too many 

configurations.  One option is to stop at the scale of the ground-state configuration of the system 
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based on the state-of-the-art DFT-based quantum mechanics as discussed in Section 2.2 and 

explore all non-ground-state symmetry-broken excited configurations with respect to the internal 

degrees of freedom of the ground-state configuration.  The entropy and free energy of each 

configuration can then be predicted by Eq. 10 to Eq. 12, respectively.   

 

The usefulness of Eq. 39 relies on following two premises: 

• The supercell size in DFT calculations based on today’s computing capability is large 

enough to capture the electron and phonon interactions in the system so that each 

configuration can be treated as independent. 

• The configurations are ergodic so that there are no unrepresented configurations when the 

configurations are thermally fluctuated in the system under the given external constraints. 

These two premises are interconnected as the larger the supercell size, the more the number of 

configurations.  In principle, convergency tests are needed in terms of the predicted properties of 

the system.  Alternatively, comparison with experimental observations, if available, can be used 

as a guidance in order to save computing expenses.   

 

In connecting information entropy and internal processes, the present author and his 

collaborators [44] pointed out that the second summation in Eq. 39 is the same as the information 

entropy at the scale of observation discussed by Szilard [113,114] and Shannon [115,116].  The 

difference between the Clausius entropy, also often referred as thermodynamic entropy, and the 

information entropy is thus the first summation in Eq. 39, i.e., the sum of probability-weighted 

entropy of each configuration.  Similar discussions were presented in the literature such as 

recently by Zivieri [117] by considering the conversion of the thermodynamic entropy (last term 
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in Eq. 39) into information entropy (second summation in Eq. 39) at the expense of negentropy 

(the first summation in Eq. 39), with the negentropy or “negative entropy” corresponding to the 

loss of thermodynamic entropy from the magnetic skyrmion which are topological swirling spin 

textures of individual configurations employed as information carriers, i.e., 

𝑆($%# = −𝑘&E 𝑝!𝑙𝑛𝑝!
7

!+,
= c

𝐶'
𝑇 𝑑𝑇

:

2
−E 𝑝!𝑆!

7

!+,
 Eq. 40 

 

In condensed matter physics, many phenomena are due to short-range interactions and can be 

predicted within today’s computing capability [118–120].  For disordered liquid phases, Hong 

and the present author  proposed to represent liquid configurations in terms of the coordination 

number of each atom and accurately predicted the liquid entropies and melting temperatures of a 

number of pure elements, compounds, and oxides [121].  An alternative approach is to develop 

machine learning (ML) models from fewer DFT calculations and use them to predict properties 

of large supercells and a large number of configurations [122,123].   

 

4.2 Statistical mechanics based on the zentropy theory 

Applying Eq. 39 to a system of canonical ensemble under constant NVT, Eq. 14 to Eq. 16 are 

revised as follows 

𝐹 =E 𝑝!𝐸!
7

!+,
− 𝑇𝑆 =E 𝑝!𝐸!

7

!+,
− 𝑇 JE 𝑝!𝑆!

7

!+,
− 𝑘&E 𝑝!𝑙𝑛𝑝!

7

!+,
K

=E 𝑝!(𝐸! − 𝑇𝑆!)
7

!+,
+ 𝑘&𝑇E 𝑝!𝑙𝑛𝑝!

7

!+,

=E 𝑝!𝐹!
7

!+,
+ 𝑘&𝑇E 𝑝!𝑙𝑛𝑝!

7

!+,
 

Eq. 41 
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𝑍 = 𝑒8
9
!#: =E 𝑍!

7

!+,
=E 𝑒8

9$
!#:

7

!+,
 Eq. 42 

𝑝! =
𝑍!

𝑍 = 𝑒8
9$89
!#:  Eq. 43 

As it can be seen, 𝐸! in Eq. 14 to Eq. 16 is replaced by 𝐹! in Eq. 41 to Eq. 43, and they are 

identical when 𝑆! = 0.  Eq. 39 to Eq. 43 was recently suggested to be termed as zentropy theory 

[49], and its significances are discussed below. 

 

For condensed matter, Eq. 39 integrates three scientific domains, i.e., quantum mechanics, 

statistical mechanics, and thermodynamics in terms of first summation, second summation, and 

the integration, which have been largely separated from each other.  Efforts have been made to 

bridge the gaps between them through bottom-up approaches by considering the thermal 

electronic and phonon distributions of the ground-state configurations or using effective 

Hamiltonian followed by MD or Monte Carlo (MC) simulations, plus limited work on ab initio 

molecular dynamic (AIMD) and quantum Monte Carlo (QMC) simulations.  However, 

quantitative agreement between predictions and experiments is lacking in the literature due to the 

intrinsic limitations of existing approaches as discussed in our recent publication [48], i.e., the 

simultaneous considerations of all internal degrees of freedom as a function of external 

constraints. 

 

In materials science, the system of interest is at the microstructure level, consisting of individual 

phases and their temporal and spatial evolutions.  One can take each individual phase as a 

subsystem of investigation and predict its properties by means of the zentropy theory by defining 
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its configurations in terms of atomic, magnetic, electrical, and defect configurations and 

calculating their entropies and free energies through DFT.  These properties can then be used in 

phase-field methods to simulate their temporal and spatial evolutions [91].  Another important 

property needed for phase-field simulations is the interfacial energy between phases and grains, 

and its accurate prediction is still lacking with similar reason mentioned in the previous 

paragraph [48].  One potential solution is to fit the effective Hamiltonian to free energies of all 

configurations predicted by the zentropy theory followed by MD or MC simulations.  While this 

can account properly the first summation in Eq. 39 for interfaces, and additional steps are needed 

in treating the second summation in Eq. 39 so the total entropy can be accurately predicted.  The 

new method developed by Hong and the present author seems promising in addressing the 

disordering in interfaces [121]. 

 

4.3 Prediction of emergent behaviors in magnetic materials by zentropy theory 

4.3.1 General discussion of emergent behaviors 

In the present work, emergent behaviors refer to abnormal responses of the system to external 

potentials, i.e., temperature, pressure, stress, and electric and magnetic fields and are typically 

related to 1st, 2nd, and 3rd derivatives of free energy of the system.  With the free energy of 

condensed matter accurately predicted by the zentropy theory, it is anticipated that their 

emergent behaviors can be predicted accordingly.  It can be seen from Eq. 39 and Eq. 41 that the 

nonlinear or emergent behaviors primarily originate from the logarithmic term, i.e., the statistical 

competition among configurations with respect to external stimuli.   
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Gibbs thermodynamics, i.e., Eq. 3, shows that the 1st derivative of energy with respect to a molar 

quantity gives its conjugate potential with other molar quantities as natural variables kept 

constant, i.e., 

𝑌* =
𝜕𝑈
𝜕𝑋* Eq. 44 

By defining a free energy, such as Helmholtz energy, the 1st derivative of Helmholtz energy with 

respect to temperature gives the negative of its conjugate molar quantity, entropy, i.e., 

𝑆 = −
𝜕𝐹
𝜕𝑇 Eq. 45 

The deviation of entropy from that of the ground-state configuration in terms of QHA phonon 

calculations is considered to be anharmonic [124]. 

 

The 2nd derivatives of energy are defined by the 1st derivatives between molar quantities and 

potentials and are listed in Table 1, and between molar quantities and between potentials in Table 

2.  Both tables are symmetric through the change of variable sequency in the 2nd derivatives of 

free energy.  The diagonal quantities in Table 1 are derivatives between conjugate variables and 

are positive for a stable system as shown by Eq. 9, while the off-diagonal quantities are 

derivatives between non-conjugate variables and can be negative such as negative thermal 

expansion in INVAR alloys [125–127].  The derivative between conjugate molar quantity and 

potential diverges positively at the limit of stability, such as -?
-:
= +∞ shown in Section 2.1, 

resulting the maximum anharmonicity.  While the derivatives between non-conjugate molar 

quantity and potential can also diverge negatively at the limit of stability, i.e., 

𝜕𝑋&

𝜕𝑌+
=
𝜕𝑋+

𝜕𝑌&
= ±∞ 

Eq. 46 
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Most of the quantities in Table 1 are well known properties, while those in the last row and last 

column are related to chemical reactions where the amount of a component changes with respect 

to potentials as discussed by Prigogine and co-workers [74].  The author assigned some names to 

the quantities in the last row, but the names for those in the last column remain to be assigned.   

 

Table 1: Physical quantities related to 1st directives between molar quantities (first column) and 

potentials (first row), slightly modified from Ref. [33]. 

 

Table 2: Cross phenomenon coefficients represented by 1st derivatives between potentials, slightly 

modified from Ref. [33]. 

 

The derivatives between potentials in Table 2 are less discussed in the literature though Gibbs 

[3,4] presented a number of them in connection with equilibria involving solid and interfaces 

between phases such as ,*!
,)

, ,*!
,-

, and ,-
,)

, which were termed as cross phenomena in the literature where 

the Onsager theorem was based on [24,25].  As a matter of fact, all off-diagonal quantities in Table 1 and 

Table 2 represent cross phenomena between non-conjugate variables and will be further 

discussed in terms of the theory of cross phenomena in Section 5. 

 

4.3.2 Emergent behaviors in magnetic materials 

Magnetic materials have been used in developing the zentropy theory starting with anti-invar Ce 

[42,43] due to its importance in Mg alloys [128,129], followed by INVAR Fe3Pt due to its 

negative thermal expansion [46,68,130,131].  Their configurations are defined by various 
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magnetic spin configurations.  The zentropy theory has been used to predict the magnetic 

transitions in bcc-Fe[132], fcc-Ni[133], orthorhombic BaFe2As2 [134–136], and YNiO3 [48].  An 

attempt was made recently to apply the zentropy theory to the ferroelectric transition in PbTiO3 

with encouraging results [137,138]. 

 

The ground-state configuration of Ce is nonmagnetic (NM), and its room temperature phase is 

ferromagnetic (FM).  We started with these two configurations with a one-atom supercell [42] 

and found out that a mean-field magnetic spin flipping term in free energy was needed in order 

to obtain the critical point in its T-P phase diagram as commonly done in the literature [139].  To 

consider the spin-flipping magnetic (SFM) configurations and magnetic spin domain walls due to 

the co-existence of the NM and FM configuration, an antiferromagnetic (AFM) configuration 

was added with a two-atom supercell [43].  With the DFT-predicted Helmholtz energies of these 

three configurations, the critical point and associated anomalies were accurately predicted 

without the mean-field term [43,45,68].   

 

The critical point defines the boundary between the 1st- and 2nd-order transitions.  For the 1st-

order transition, the two-phase equilibrium is determined by the minimization of the system 

Helmholtz energy with the low-temperature phase having higher probability of the ground-state 

configuration than the high-temperature phase.  At the critical point, the two phases merge into 

one phase.  In Ce, the predicted critical point is with 𝑇") = 546	𝐾 and 𝑃") = 2.05	𝐺𝑃𝑎 and in 

good accordance with the range of experimental observations.  It is observed that the probability 

of the ground-state configuration is about 0.5, i.e., 𝑝F = 0.5, which has been used to define the 

2nd-order transition temperature and may also be rationalized to represent that the ground-state 
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configuration is no longer dominant and loses its percolation in the system.   

 

The predicted T-P and T-V phase diagrams show remarkable agreement with experimental 

observations without any models and fitting parameters [43,49,68].  The positive divergency of 

thermal expansion was predicted at the critical point, attributing to the larger volumes of the 

AFM and FM non-ground-state configurations than that of the NM ground-state configuration.  

This can be seen from the following volume and thermal expansion equations of a system based 

on the zentropy theory [140] 

𝑉 =
𝜕𝐺
𝜕𝑃 =E 𝑝!𝑉!

7

!+,
= 𝑉F +E 𝑝!(𝑉! − 𝑉F)

7

!+,
 Eq. 47 

𝜕𝑉
𝜕𝑇 =E k𝑝!

𝜕𝑉!

𝜕𝑇 +
𝜕𝑝!

𝜕𝑇
(𝑉! − 𝑉F)l

7

!+,
 Eq. 48 

where 𝑉F and 𝑉! are the volumes of the ground-state configuration and the non-ground-state 

configuration 𝑘, respectively.  Eq. 47 shows that 𝑉! > 𝑉F results in 𝑉 > 𝑉F due to 𝑝! ≥ 0.  

With -)
)

-:
< 0 for the ground-state configuration and -)

$

-:
> 0 for non-ground-state 

configurations, -M
-:
> 0, results in the positive divergence at the critical point, i.e., -M

-:
= +∞, as 

shown in the T-V phase diagram of Ce [49,68]. 

 

It is immediately evident that if 𝑉! < 𝑉F, it is possible that 𝑉 < 𝑉F and -M
-:
< 0 under certain T 

and P ranges.  This is indeed the case for Fe3Pt where all SFM non-ground-state configurations 

have smaller volumes than the FM ground-state configuration [46].  Using a 12-atom supercell 

with 2O = 512 collinear SFM configurations, of which 37 is unique due to symmetry, the T-P 

and T-V phase diagrams of Fe3Pt were accurately predicted using the zentropy theory including 
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the critical point, the negative divergence of thermal expansion at the critical point, and the 

negative thermal expansion in a range of T and P combinations, showing remarkable agreement 

with available experimental observations without fitting parameters [46,68,130,131]. 

 

As in the case of Ce, 𝑝F = 0.5 is also observed at the critical point in Fe3Pt with 𝑇") = 141	𝐾 

and 𝑃") = 5.81	𝐺𝑃𝑎 within the range of experimental observations [46].  As mentioned above, , 

it is convenient to define a 2nd-order transition by 𝑝F = 0.5.  On the other hand, the definition of 

a 2nd-order transition is by the discontinuity of the 2nd-order derivative of Helmholtz energy to T, 

i.e., heat capacity.  In Ce, it was found that the maximum of the sum of the magnetic plus 

electronic heat capacities is at 500 K under 2.05 GPa, lower than 546 K with 𝑝F = 0.5 at the 

same pressure [43].  Fr bcc-Fe, the 2nd-order transition temperature is in the descending order of 

𝑝F = 0.5, the maximum of the total 𝐶), and the maximum of the magnetic heat capacity with the 

middle one in accordance with the agreed value in the literature from experimental 

measurements [46].  For Fe3Pt, our recent analysis showed similar results obtained from the 

peaks of magnetic heat capacity or the change of entropy short-range ordering [131].  It is noted 

that the predicted heat capacity shows a maximum, but not a discontinuous jump with respect to 

temperature as shown by experimental observations, probably due to the small supercell size 

used in the DFT calculations.   

 

In BaFe2As2 [134–136], the ground-state configuration is a spin density wave (SDW) AFM 

configuration.  Within the ab plane of an orthorhombic structure a stripe like Fe spin ordering 

pattern is formed with antiparallel nearest-neighbor Fe spins along the c axis.  The predicted 

SDW ordering temperature with 𝑝F = 0.5 as a function of pressure using a 40 atom supercell, 
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shows remarkable agreement with experimental measurements [136].  Furthermore, the 

temperature with 𝑝F = 0.9999 as a function of pressure was discovered to be in accordance with 

a characteristic superconducting-like temperature, which is in alignment with our postulations of 

superconductivity [32] though the definition of superconducting configuration remains elusive 

and is part of our on-going investigations [141,142]. 

 

4.3.3 On YNiO3 with strongly correlated physics 

YNiO3 in the RNiO3 family is with strongly correlated physics and commonly investigated by 

using a combination of DFT and dynamical mean-field theory calculations in the literature 

[143,144].  The present author’s team recently applied the zentropy theory to predict the AFM-

to-PM transition in YNiO3 [48].  The ground-state configuration of YNiO3 is rather complex with 

half of the Ni atoms having a negligible magnetic moment and the other half arranged in an 

AFM configuration [47].  Without magnetic spins, its minimum cell would contain four ABO3 

formula units with 20 atoms.  For magnetic spin configurations, a minimum cell of 16 formula 

units with 80 atoms is needed, resulting in 35 possible supercells from the spatial arrangements 

of four 20-atom base cells.  Considering 8 Ni atoms with zero and 8 Ni atoms with nonzero 

magnetic moments creates 256 spin configurations for each supercell, and 37 of them are 

symmetry-independent for the 80-atom 1×2×2 supercell. 

 

With the Helmholtz energies of the 37 configurations predicted by DFT calculations, their 

probabilities are obtained using the zentropy theory and plotted in Figure 2 (i) using 𝐹! and (ii) 

using 𝐸! for the partition function of each configuration, respectively.  The predicted AFM-PM 

transition temperature of 144 K with 𝑝F = 0.5 using 𝐹! agrees remarkably with the 
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experimentally measured 145 K, while the one using 𝐸P results in a temperature of 81 K with 

𝑝F = 0.5.  This difference is further shown in the 𝑇 − 𝑃 phase diagram in Figure 2 (iii).  This 

demonstrates the critical importance to include the phonon contributions to each configuration 

and replace the total energy in partition function of each configuration by its Helmholtz energy.  

Figure 2 (iv) plots the temperature dependency of the magnetic spin short-range ordering (SRO) 

under ambient pressure, showing that the AFM-to-PM transition is near the temperature where 

SRO is between 0.4 and 0.5.  Here SRO is defined as follows 

𝑆𝑅𝑂 = 1 −
𝑆𝐷(𝑇)
𝑆𝐷(𝑆𝑄𝑆) Eq. 49 

where 𝑆𝐷(𝑇) and 𝐷(𝑆𝑄𝑆) are the standard deviations of the distribution of total magnetic 

moments within the 1st coordination sphere of Ni atom from the zentropy theory and by the spin-

special quasirandom model for mimicking the high-temperature paramagnetic state [145,146]. 

 

It is thus demonstrated that the strongly correlated physics in YNiO3 can be predicted by the 

zentropy theory through the consideration of statistical mixture of the ground-state and non-

ground-state configurations.  It reveals the important role of spatial fluctuations, derived from the 

competition among spin ground-state and nonground-state configurations, in the AFM-to-PM 

phase transition.  Therefore, the strong correlations in YNiO3 reside in each configuration and 

are exemplified by the spin and phonon interactions, while all independent configurations are 

coupled through statistical mechanics.  It is thus critical to include the spin and phonon 

contributions in each configuration in statistical mechanics in order to fully capture those strong 

correlated physics as shown by the zentropy theory. 
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Figure 2: YNiO3 (i) predicted probabilities of the ground-state (red symbols) and non-ground-state (their 

sum in open symbols) configurations as a function of temperature under ambient pressure; (ii) same as (i) 

but with 𝐸. instead of 𝐹. for the partition function of configuration 𝑘; (iii) predicted T-P phase diagram 

superimposed with the AFM-to-PM transition temperature measured by experiments (red dot) and 

predicted using 𝐸. (blue dot); (iv) predicted SRO as a function of temperature under ambient pressure 

[48]. 

 

4.3.4 Miscalculation of entropy on “microscopic violation of second law of thermodynamics” 

There have been many discussions on the violation of 2nd law of thermodynamics in the literature 

since the 2nd law of thermodynamics was formulated.  The latest argument was on the violation 

in the microscopic scale in terms of the fluctuation theorem [147,148].  Many investigations 

were performed aiming to demonstrate the existence of trajectories, with statistically significant 

probability, between two states of a system with the work done (∆𝑊) smaller than the 

equilibrium Helmholtz energy difference between the two states (∆𝐹) [149–153].   

 

The Helmholtz energy difference between the two local equilibrium states represents the 

minimum amount of heat or work to move the system between these two states through 

reversible processes, so that the less amount of work observed indicates the violation of the 2nd 

law of thermodynamics.  This means that a closed circle from one state to another state in a 

system by doing work ∆𝑊 and then back to the original state by releasing the energy ∆𝐹 would 

result in a net energy production, i.e., (|∆𝐹| − |∆𝑊|) > 0, which could be extracted from the 

system.  This was demonstrated by Maillet et al. [152] who constructed a single-electron 

transistor two-level system with ∆𝐹 = 0.  By coupling a single thermodynamic trajectory level to 
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a single heat bath, they were able to extract the amount of work up to large fractions of 𝑘&𝑇.  

However, Maillet et al. [152] pointed out that the requirement of an external intervention makes 

the 2nd law of thermodynamics remain valid. 

 

More generally, the central question is how to fully count the entropy change for internal 

processes.  By considering an internal process as a system, the change of entropy between two 

moments and the total entropy at any moment are represented by Eq. 28 and Eq. 39, respectively.  

Using the reversible Brownian motion as an example, the author [32] pointed out that as soon as 

the probability for an atom to jump over to the next vacant site becomes statistically significant, 

additional entropy is introduced due to the 2nd summation in Eq. 39.  The driving force for this 

internal reversible process is the thermal energy taken from its surroundings so Eq. 28 becomes 

𝑑()𝑆 =
𝑑()𝑄
𝑇 + 𝑑()𝑆"#$%(F = 0 Eq. 50 

with 𝑑()𝑄 < 0 and 𝑇𝑑()𝑆"#$%(F = −𝑑()𝑄.  The increase of 𝑑()𝑆"#$%(F is represented by the 

possibilities that the atom moves either forward or backward.  When the atom makes either 

move, the thermal energy is reversibly given back to its surroundings, leaving the entropies of 

both the internal process as a system and its surroundings unchanged.   

 

In most discussions related to the “violation of second law of thermodynamics”, the 2nd 

summation in Eq. 39 is not considered, resulting in lower accounting of entropy production 

represented by 𝑑()𝑆"#$%(F so Eq. 50 becomes negative, thus a false conclusion on the violation 

of the 2nd law of thermodynamics. 
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5 Theory of cross phenomena 

5.1 Issues on Onsager theorem and Prigogine entropy balance 

Today’s irreversible thermodynamics is largely based on the Onsager theorem and Prigogine 

entropy balance.  As discussed in Section 3.3, Prigogine entropy balance is based on Gibbs 

equilibrium thermodynamics and can thus not be used to describe irreversible processes.  

Furthermore, the irreversible thermodynamics established by Prigogine and co-workers [74] are 

based on Onsager theorem, which has several internal inconsistences as discussed by the present 

author [32,33] and shown below in the present paper. 

 

Through over seven years of study since 2014, the present author formulated four fundamental 

questions and comments concerning the Onsager theorem as follows [32,33] 

1. As a symmetric matrix can be diagonalized to obtain its eigen values (kinetic 

coefficients) and the eigen vector (the set of independent driving forces), what is the 

eigen vector after the diagonalization of Onsager flux equations?  Since eigenvectors and 

eigenvalues play important roles in all the areas where linear algebra is applied such as 

flux discussed in the present work, they need to be defined rigorously and should be 

governed by Hillert nonequilibrium thermodynamics as presented in Section 3.1 to go 

beyond phenomenological representation of experimental observations. 

2. When 𝐷C = 0, 𝑑xC may not be zero because the Onsager flux equation relates 𝑑xC to all 

driving forces.  Does this mean that the internal processes are not independent?  If the 

internal processes cannot be separated into independent ones such as chemical reactions 

that require the collective actions of all reactants, those dependent processes need to be 
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combined into one independent process for it to be included as a term in Hillert 

nonequilibrium thermodynamics as discussed in Section 3.1 for chemical reactions. 

3. The entropy production for the internal process in question 2 is zero as shown by Eq. 31, 

implying that a non-zero 𝐽x'
G$H*F3E does not produce entropy. Is this in conflict with the 

2nd law of thermodynamics?  This is an extension of the question 2 above.  Based on the 

2nd law of thermodynamics, any independent internal process must result in a positive 

entropy production as discussed in Section 3.1 and represented by Eq. 27.  If an internal 

process results in non or negative entropy production, it is not an independent process, 

but part of a larger independent internal process, and needs to be combined into the 

independent internal process as discussed above. 

4. If the microscopic reversibility and Gibbs thermodynamics hold locally, so does the 

Gibbs-Duhem equation as shown by Eq. 6, signifying that not all potentials or their 

gradients could be varied independently.  Does this mean at least one of the driving 

forces in Onsager flux equation must be a molar quantity? If so, which one?  From the 

stability criteria shown by Eq. 9, one immediately realizes that it should be the molar 

quantity of which the flux is considered because they change in the same direction and 

appear together in the combined law of thermodynamics. 

 

Phenomenological oriented approaches aim to correlate experimental observations with possible 

causes through the top-down macroscopic view of the responses of a system to the observer’s 

actions.  For a more complete understanding of the responses, one must examine both the 

temporal and spatial resolutions of the observations and consider the internal processes in the 
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system and the interactions between the system and its surroundings by microscopically 

eliminating the degrees of freedom and appropriately averaging the whole responses.  The 

limited spatial resolution is very much similar to the parable of the blind men and the elephant 

articulated by Perdew et al. [19] that each individual observes a different portion of a complex 

system and thus is incomplete by themselves alone.  This holistic view enabled Perdew and his 

collaborators [13–19] to develop the SCAN meta-GGA with significantly improved ground-state 

energetics as briefly discussed in Section 2.2.  The limited temporal resolution is excellently 

illustrated by the illusion of thaumatrope where when a disk with a picture on each side is spined 

fast enough, the two pictures merge into one such as bird in the cage [154].   

 

This illusion was demonstrated by the transition of PbTiO3 from the ferroelectric tetragonal 

structure at low temperature to the paraelectric cubic structure at high temperature observed by 

X-ray and neutron diffractions.  However, the ferroelectric tetragonal structure persists locally at 

both low and high temperatures as observed through the XAFS (x-ray-absorption fine structure) 

analysis with the time and spatial resolutions being ∼10-16 sec and 1st to 4th nearest neighbor 

shells [155–157] and AIMD simulations [158] with the overall lattice parameters from the x-ray 

diffractions [159].  The faster switching of the ferroelectric tetragonal structure among different 

orientations at high temperature results in the macroscopic cubic structure observed by the x-ray 

diffractions with lower temporal and spatial resolutions as shown in the video from the AIMD 

simulations [137].  This raises a similar question concerning the noncollinear magnetic spin 

configurations, i.e., how can one be sure that the observation is not an illusion?  
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As discussed below, the phenomenological Onsager flux equations originate from the 

dependence of a potential not only on its own conjugate molar quantity, but also on all other 

natural variables as mentioned in Section 3.1.  Consequently, when one natural variable, whether 

it is a molar quantity or potential, is changed, the potentials of all other molar quantities are 

affected, resulting in driving forces for all other molar quantities to transport from their high 

potential regions to their respective low potential regions.  Phenomenological correlations 

between the fluxes of those molar quantities to the change of the initial natural variable are 

similar to the illusions mentioned above.  This is in analogy to a Chinese idiom: Move one hair 

and move the whole body. 

 

5.2 Formulation of internal processes and entropy production 

The compact form of Hillert nonequilibrium thermodynamics is presented by Eq. 26 with the 

first summation denoting the interactions between the system and its surroundings and the 

second summation representing the independent internal processes.  It is important to emphasize 

again that the entropy change in the first summation includes the total entropy production of all 

internal processes inside the system depicted by the second summation.  For dependent internal 

processes such as chemical reactions discussed by Hillert [22], Kondepudi and Prigogine [74], 

and in Section 3.1, they should be combined to establish an independent internal process when 

using the combined law of thermodynamics.   

 

Eq. 26 shows only terms of products between conjugate variables without any cross-terms 

between non-conjugate variables.  It is known that the equilibrium of a system is reached when 
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each potential has the same value everywhere in the system.  If this is not the case, the difference 

of the potential provides the driving force for its conjugate molar quantity to migrate from high 

potential regions to low potential regions, resulting in a flux of the molar quantity in the system.  

This flux results in the change of other potentials in the system and provides driving forces for 

their molar quantities to migrate.  Therefore, to answer the first question to Onsager theorem 

presented in Section 5.1 above, the eigen vector of driving forces is the gradient of all 

independent potentials shown by Eq. 26. 

 

From the above discussion, the rate of the entropy production per volume due to the 𝑗QR internal 

process in a sufficiently small region with a thickness of ∆z and area of 𝐴 can be written as 

𝑇𝑑I)𝑆̇ C
𝑉 =

𝐷C𝑑xṠ

𝐴∆z = −
𝑑xṠ

𝐴

∆𝑌x'
∆z = −

𝑑xṠ

𝐴 ∇𝑌x' 
Eq. 51 

with 𝐷C = −∆𝑌x' and 𝑌x' being the conjugate potential of the internal variable of xC, and ∇𝑌x' the 

gradient of 𝑌x'.  The flux of xC, 𝐽x', can then be defined as follows with the driving force being 

the gradient of its conjugate potential 

𝐽x' =
𝑑xṠ

𝐴 = −𝐿x'∇𝑌x' 
Eq. 52 

where 𝐿x' is the kinetic coefficient for the change of xC.  Eq. 51 can be re-written as  

𝑇𝑑I)𝑆̇ C

𝑉 = 𝐿x' u∇𝑌x'v
T
 Eq. 53 

 

It can be seen that Eq. 52 addresses both first and second questions to Onsager theorem 

presented in Section 5.1 above, i.e., the eigen vector being the potential gradients and a zero flux 
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of a molar quantity with a zero gradient of its conjugate potential.  Eq. 53 answers the third 

question, i.e., zero entropy production for an internal process with a zero gradient of its potential.   

 

The answer to the fourth question is more complex.  As discussed by Hillert [22], there are two 

types of stable equilibria with zero entropy productions with Eq. 27 written as  

𝐷C𝑑xC = 0 Eq. 54 

with either 𝐷C = 0 or 𝑑xC = 0.  Hillert [22] termed the latter as equilibrium under freezing-in 

conditions when the internal process could not take place due to its high kinetic barrier in 

comparison to the thermal energy, and it is commonly referred as metastable equilibrium as the 

system free energy could be further reduced through some internal processes, such as diamond 

vs graphite. 

 

For a homogeneous metastable system, the internal variable xC becomes an independent variable 

of the system, and all the properties of the system are thus dependent on xC as discussed by 

Hillert [22] and mentioned in Section 3.1.  The Gibbs-Duhem equation, Eq. 6 or more precisely 

Eq. 24 or Eq. 26 with 𝑇𝑑()𝑆 = ∑ 𝐷C𝑑xC
7
C+, = 0, is thus applicable to such a homogeneous 

system, i.e., the potentials in the system are not independent to each other.  However, when there 

are internal processes inside the system 𝑇𝑑()𝑆 > 0, Eq. 24 applies, and the Gibbs-Duhem 

equation is no longer valid. 

 

Nevertheless, the free energy at each moment in time and space in the system with well-defined 

internal variables can be evaluated and used to calculate the properties through its derivatives, 
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while the change of free energy also depends on the change of the internal variables which are 

affected by all internal processes as shown by Eq. 26, resulting the cross phenomena that 

Onsager theorem aims to represent and are discussed in the next section. 

 

5.3 Formulation of theory of cross-phenomena 

As discussed above, each potential is a function of its conjugate molar quantity and all other 

natural variables of the system.  Consequently, the gradient of a potential can be written in terms 

of the gradients of its conjugate molar quantity and all other natural variables with some of them 

being molar quantities and some of them being potentials as follows 

∇𝑌x' =
𝜕𝑌x'
𝜕xC

∇xC +E
𝜕𝑌x'
𝜕𝑌x$x$Bx'

∇𝑌x$ +E
𝜕𝑌x'
𝜕x4x*Bx',x$

∇x4 Eq. 55 

where the first and second summations represent potential and molar quantity natural variables, 

respectively.  In different experimental settings, one or more natural variables are controlled, but 

the summations in Eq. 55 must include all natural variables because their values will be affected 

by the changes of other natural variables internally.  Those natural variables can be either all 

molar quantities or all potentials excluding 𝑌x' and xC. 

 

The flux equation, Eq. 52, can thus be further expanded as follows  

𝐽x' = −𝐿x'∇𝑌x' = −𝐿x' w
𝜕𝑌x'
𝜕xC

∇xC +E
𝜕𝑌x'
𝜕𝑌x$x$Bx'

∇𝑌x$ +E
𝜕𝑌x'
𝜕x4x*Bx',x$

∇x4x Eq. 56 

It is noted that 𝐿x' would also depend on all independent variables in Eq. 56, i.e. xC, 𝑌x$, and x4.  

The two summations in Eq. 56 represent the cross phenomena in the system.  Eq. 56 is termed as 

the theory of cross phenomena [32], and its significances are as follows 
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1. The flow of a molar quantity is solely driven by the gradient of its conjugate potential 

with a characteristic kinetic coefficient under the linear proportionality approximation, 

derived from the Hillert nonequilibrium thermodynamics without phenomenological 

considerations. 

2. Both the potential gradient and the characteristic kinetic coefficient are functions of all 

independent variables in an internal process, resulting in the cross-phenomena shown by 

the two summations in Eq. 56. 

3. The product of the flux of a molar quantity and its conjugate potential results in the 

entropy production rate due to the internal process that contributes to the energy change 

rate of the system as one term in Hillert nonequilibrium thermodynamics. 

 

The detailed applications of cross phenomena were discussed by the present author in the 

literature [32], including thermoelectricity, thermodiffusion, chemical interdiffusion, 

electromigration, electrocaloric effect, and electromechanical effect.  They are briefly reviewed 

and updated in following sections. 

 

5.4 Applications of theory of cross phenomena 

There are four common types of transport phenomena in condensed matter physics: heat, 

electron, mass, and fluid, commonly represented by the Fourier’s, Ohm’s, Fick’s, and Darcy’s 

laws based on experimental observations, with xC = 𝑆, 𝑐3, 𝑐( and 𝑉, and ∇𝑌x' = 𝑇, 𝐸, 𝜇(, and 

−𝑃, respectively.  In the Fourier’s, Ohm’s, and Darcy’s laws, Eq. 52 is used with the gradient of 

conjugate potentials as the driving force, so their linear proportionality coefficients represent the 
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kinetic coefficients, i.e., 𝐿x' in Eq. 52.  On the other hand, the concentration gradients, i.e. ∇𝑐(, 

are used in Fick’s law in terms of Eq. 56, which are not the true driving forces for diffusion. 

 

Therefore, the kinetic coefficients 𝐿x':s represent the direct relation between conjugate variables 

and discussed in detail by the present author [32].  The coefficients for cross-phenomena are the 

products of the kinetic coefficients and the thermodynamic properties represented by derivatives 

in Eq. 56.  The derivatives between two potentials are relatively easy to measure as temperature, 

pressure, and electrical field are typically controlled experimentally, while the derivative 

between molar quantities can be predicted computationally [22,45,57].  This represents an 

integration of complimentary experimental and computational strengths connected by the 

Maxwell relation as follows 

𝜕𝑌*

𝜕𝑋6 =
𝜕T𝛷

𝜕𝑋6𝜕𝑋* =
𝜕𝑌6

𝜕𝑋* Eq. 57 

𝜕𝑌*

𝜕𝑌6 =
𝜕T𝛷

𝜕𝑌6𝜕𝑋* = −
𝜕𝑋6

𝜕𝑋* Eq. 58 

 

5.4.1 Thermoelectricity 

Thermoelectricity concerns the conduction of electrons or holes due to an externally applied 

temperature gradient.  For electron and entropy conductions, the flux equations are written as 

follows 

𝐽3 = −𝐿3∇𝜇3 Eq. 59 

𝐽? = −𝐿?∇𝑇 Eq. 60 
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where 𝐿3 and 𝐿? are the electrical and thermal conductivity, and ∇𝜇3 and ∇𝑇 the gradients of 

chemical potential of electrons and temperature.  Based on Hillert thermodynamics, the 

conjugate molar quantity of temperature is entropy rather than commonly used heat, and their 

relation is denoted by Eq. 18. 

 

Let us conduct a virtual experiment to investigate the performance of a thermoelectric material as 

follows 

• Initial condition at 𝑡 = 0 is with ∇𝑇 = 0, ∇𝑐3 = 0, ∇𝜇3 = 0. 

• At a very short time with 𝑡 = 𝜀, a temperature gradient is applied, resulting in ∇𝑇 > 0.  

Assuming no electron migration yet, one has ∇𝑐3 = 0.  However, ∇𝜇3 ≠ 0 due to the 

dependence of 𝜇3 on both electron concentration and temperature, 𝜇3(𝑐3 , 𝑇). 

• At 𝑡 > 𝜀: nonuniform 𝜇3 induces electron migration and results in a concentration 

gradient of electron in the thermoelectric material: ∇𝑐3 ≠ 0. 

• For open-circuit experimental setting, electrons remain in the system. For time long 

enough, the system reaches a steady state with 𝐽3 = 0 and ∇𝜇3 = 0, balanced by ∇𝑐3 

and ∇𝑇. 

• The electron concentration profile in the system induces an internal electric field, and its 

voltage, ∇𝑉3, can be measured. 

• The ratio of voltage to ∇𝑇 is determined and termed as Seebeck coefficient 

𝑆:,3 =
∇𝑉3
∇𝑇  Eq. 61 

 

Re-writing Eq. 59 in terms of Eq. 56, one obtains 
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𝐽3 = −𝐿3∇𝜇3 = −𝐿3 J
𝜕𝜇3
𝜕𝑐3

∇𝑐3 +
𝜕𝜇3
𝜕𝑇 ∇𝑇K = −𝐿3(𝛷33∇𝑐3 − 𝑆3∇𝑇) Eq. 62 

where 𝛷33 and 𝑆3 are the thermodynamic factor and partial entropy of electrons.  Under the 

steady state condition with 𝐽3 = 0, Eq. 62 gives 

𝑆3 = −
∇𝑉3
∇𝑇  Eq. 63 

The combination of Eq. 61 and Eq. 63 results in the Seebeck coefficient 

𝑆:,3 =
∇𝑉3
∇𝑇 = −𝑆3 Eq. 64 

It is thus shown that the Seebeck coefficient for electron conduction, i.e., n-type of 

thermoelectric materials with electrons added to the conduction band, is negative of partial 

entropy of electrons.   

 

For p-type thermoelectric materials with positively charged holes added to the valence band, one 

has under steady state condition, 

𝐽R = −𝐿R(∇𝑉R − 𝑆R∇𝑇) = 0 Eq. 65 

𝑆:,R =
∇𝑉R
∇𝑇 = 𝑆R Eq. 66 

where 𝐿R, ∇𝑉R, 𝑆R, and 𝑆:,R are the kinetic coefficient, voltage, partial entropy, and Seebeck 

coefficient of holes in p-type thermoelectric materials, respectively.  One thus has positive 

Seebeck coefficients for p-type thermoelectric materials.  With the Helmholtz energy of 

electrons predicted by the DFT calculations (see Eq. 10 and Eq. 12 ), the author’s group used the 

theory of cross phenomena to accurately predict the Seebeck coefficients for several n- and p-

type thermoelectric materials [160,161]. 
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Furthermore, the migrating electrons carry entropy with them, inducing an entropy current as 

follows 

𝐽? = 𝑇𝑆3𝐽3 = −𝑇𝑆3𝐿3∇𝜇3 Eq. 67 

This entropy current results in the Peltier effect with the Peltier coefficient defined by the 

division of entropy current to the electrical current as follows, noting that the electrical current is 

in the opposite direction of the electron flux 

𝛱 =
𝐽?
−𝐽3

= −𝑇𝑆3 = 𝑇𝑆:,3 Eq. 68 

The Thomson relation between the Peltier and Seebeck coefficients comes out automatically 

𝛱 = 𝑇𝑆:,3 Eq. 69 

The above discussion demonstrates that both Peltier and Seebeck coefficients are thermodynamic 

quantities related to the derivative of chemical potential of electron to temperature and equal to 

the partial entropy of electrons through the Maxwell relation as shown in Table 2 and as follows  

𝑆:,3 =
𝜕𝜇3
𝜕𝑇 =

𝜕T𝐺
𝜕𝑇𝜕𝑐3

= −
𝜕𝑆
𝜕𝑐3

= −𝑆3 Eq. 70 

 

5.4.2 Thermodiffusion 

Thermodiffusion is similar to thermoelectricity by changing the electrons to atoms and can be 

studied using the same virtual experiment presented in Section 5.4.1 above.  The additional 

complexity is the dependence of the chemical potential on the concentrations of all components 

and the change of volume with respect to temperature, both affect atomic migration significantly.  

due to the second summation in Eq. 56.  Consequently, the flux equation of thermodiffusion is 

written as 
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𝐽( = −𝐿(∇𝜇( = −𝐿( VE 𝛷(C
C

∇𝑐C − 𝑃(∇𝑉 − 𝑆(∇𝑇W Eq. 71 

For non-ideal solutions, 𝐿(, 𝛷(C =
-L%
-"'

, 𝑃( = − -L%
-M

= -'
-"%

, and 𝑆( = − -L%
-:
= -?

-"%
 can strongly 

depend on temperature and compositions of the solutions, resulting in a diffusion component 

switching their segregation regions as a function of composition and temperature [162–169] and 

also the Kirkendall effect as shown by Eq. 38 in Section 3.4. 

 

For binary systems where most experiments are reported in the literature, Eq. 71 is written as 

follows 

𝐽U = −𝐿U∇𝜇U = −𝐿U(𝛷UU∇𝑐U + 𝛷U&∇𝑐& − 𝑃U∇𝑉 − 𝑆U∇𝑇) Eq. 72 

𝐽& = −𝐿&∇𝜇& = −𝐿&(𝛷&U∇𝑐U + 𝛷&&∇𝑐& − 𝑃&∇𝑉 − 𝑆&∇𝑇) Eq. 73 

Under steady state conditions with 𝐽U = 𝐽& = 0, eliminating ∇𝑐U from the equations results in 

(𝛷&&𝛷UU − 𝛷U&𝛷&U)∇𝑐& = (𝑃&𝛷UU − 𝑃U𝛷&U)∇𝑉 + (𝑆&𝛷UU − 𝑆U𝛷&U)∇𝑇 Eq. 74 

 

The Soret coefficient [170] is commonly defined by the negative ratio of the ∇𝑐& with respect to 

∇𝑇 as follows 

𝑆:,& = −
∇𝑐&
𝑐&∇𝑇

= −
1
𝑐&

𝑆&𝛷UU − 𝑆U𝛷&U
𝛷&&𝛷UU − 𝛷U&𝛷&U

J1 +
𝑃&𝛷UU − 𝑃U𝛷&U
𝑆&𝛷UU − 𝑆U𝛷&U

∇𝑉
∇𝑇K Eq. 75 

Eq. 75 shows that 𝑆:,& = 0 when the one of the following conditions is met 

𝑆&𝛷UU − 𝑆U𝛷&U = 0 Eq. 76 

𝑆&𝛷UU − 𝑆U𝛷&U + (𝑃&𝛷UU − 𝑃U𝛷&U)
∇𝑉
∇𝑇 = 0 Eq. 77 
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For systems with negative thermal expansion at certain composition and temperature ranges, it is 

possible that the Soret coefficient changes its sign with respect to composition and temperature 

as observed in the literature [45,49,130]. 

 

The entropy flow due to atomic diffusions can be obtained by generalizing Eq. 67 as follows 

𝐽? = 𝑇E 𝑆(𝐽(
(

 Eq. 78 

This entropy flux contributes to the total entropy flux though very small due to the small flux in 

typical atomic diffusion. 

 

While there are many discussions in the literature on Soret effects as reviewed by the present 

author [32], the actual quantitative simulations of thermodiffusion is rare due to the lack of 

thermodynamic and kinetic databases.  One very interesting work was reported by Höglund and 

Ågren [112] who simulated the thermodiffusion of carbon in an Fe-32%Ni-0.14%C (weight 

percent, wt%) alloy using available thermodynamic and mobility databases as discussed in 

Section 3.4.  As discussed in detail by the present author [32], it seems that their simulations can 

be further improved by connecting the commonly used heat of transport for component 𝑖, 𝑄(∗, to 

its partial entropy as shown in Eq. 71, i.e., 

𝑄(∗ = 𝑇
𝜕𝜇(
𝜕𝑇 = −𝑇𝑆( Eq. 79 

 

5.4.3 Electromigration 

Electromigration concerns the atomic diffusion driven by an external electrical field and is the 

most serious reliability issue in interconnect metallization and flip chip solder joints in electronic 
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devices [171–174].  The initial internal process in electromigration is the electrical current, 

followed by entropy conduction, internal stress, and atomic diffusion.  The flux for 

electromigration can be written as follows based on Eq. 56 

𝐽( = −𝐿(𝛻𝜇( = −𝐿( VE 𝛷(C
C

𝛻𝑐C − 𝑆(𝛻𝑇 − 𝜺(𝛻𝝈 − 𝜽(𝛻𝑬W Eq. 80 

where partial strain 𝛆( and partial electrical displacement 𝜽( are listed in Table 2.  The Kirkendall 

effect shown by Eq. 38 is more profound in electromigration as the electric field heavily affects 

migration directions of atoms with some models even including a source term for the 

nonequilibrium vacancy concentration [175,176].  

 

For electromigration of pure metals with approximations of 𝜃( ≈ 0, ∇𝑐C ≈ 0, ∇𝑇 ≈ 0 and ∇𝝈 ≈

0.  With the internal electric field represented by the electron concentration as discussed in 

Section 5.4.1, Eq. 80 can be approximated as follows in analogy to Eq. 62 

𝐽U = −𝐿U∇𝜇U = −𝐿U
𝜕𝜇U
𝜕𝑐3

∇𝑐3 = −𝐿U𝛷U3∇𝑐3 Eq. 81 

Therefore, pure metals diffuses in the same direction of the decrease of electron concentration, 

i.e. the direction of electron flow, from cathode to anode, and the vacancy diffuses in the 

opposite direction (𝐽M* = −𝐽U, see Eq. 38) resulting in the formation of voids on the cathode side 

[171].  The entropy flow can be calculated by Eq. 80 with the summation including both the 

element and electron. 

 

5.4.4 Electrocaloric effect 
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The electrocaloric effect (ECE) concerns the cross phenomenon between entropy conduction due 

to electron flow and an external electrical field for heating or cooling [177–183].  When an 

external electrical field is applied to the system, an electric current is generated due to the Ohm’s 

law, and the electrons carry entropy with them, resulting in aconduction in terms of Eq. 67 due to 

the electric current and Eq. 57 due to the temperature gradient.  Considering only the flows of 

entropy and electrons, the entropy flux can be obtained from the general form of Eq. 56 as 

follows 

𝐽? = −𝐿?∇𝑇 = −𝐿? J
𝜕𝑇
𝜕𝑆 ∇𝑆 +

𝜕𝑇
𝜕𝐸 ∇𝐸K = −𝐿? J

𝑇
𝐶'
∇𝑆 −

1
𝑆V
∇𝐸K Eq. 82 

The derivatives in Eq. 82 are related to heat capacity and partial entropy with respect to electric 

displacement as depicted in Table 1 and Table 2, respectively. 

 

Furthermore, the derivatives in Eq. 82 represent the direct and indirect methods used in the 

literature to characterize the ECE materials.  In the direct method, the temperature increase under 

the adiabatic condition as a function of electric field is measured, i.e. (∆𝑇/∆𝐸)∆<+2.  The 

adiabatic condition with ∆𝑄 = 0 is identical to the isentropic condition with ∆𝑆 = 0 for a closed 

equilibrium system.  The temperature change can be obtained through integration of the second 

derivative in Eq. 82 as follows 

∆𝑇=(E3"Q = c
𝜕𝑇
𝜕𝐸 𝑑𝐸

;"

;+
= −c

1
𝑆V
𝑑𝐸

;"

;+
 Eq. 83 

 

In the indirect method, the heat production under the isothermal condition as a function of 

electrical field is measured, i.e. (∆𝑄/∆𝐸): with ∆𝑄 treated to be the same as 𝑇∆𝑆.  The entropy 
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change in the indirect method can be calculated through integration and is then used to calculate 

the anticipated temperature increase using the inverse of the first derivative in Eq. 82  or heat 

capacity of the materials as follows 

∆𝑆($=(E3"Q = c
𝜕𝑆
𝜕𝐸 𝑑𝐸

;"

;+
= c

𝜕𝑆
𝜕𝑇 𝑑𝑇

:+X∆:%,-%./01

:+
= c

𝐶'
𝑇 𝑑𝑇

:+X∆:%,-%./01

:+
 Eq. 84 

 

It is interesting to note that the results from both methods contribute to the entropy flow per Eq. 

82.  Therefore, maximizing both ∆𝑇=(E3"Q and ∆𝑆($=(E3"Q can improve the performance of ECE 

materials.  Furthermore, while ∆𝑇=(E3"Q and ∆𝑇($=(E3"Q can both be used to characterize the 

performance of ECE materials, they are likely different from each other since both methods start 

from the same state, i.e. (𝑇,, 𝑆,, 𝐸,), but end at different states, i.e. (𝑇, + ∆𝑇=(E3"Q , 𝐸T)?+ vs 

(𝑆, + ∆𝑆, 𝐸T):+.  Therefore, it is in general that ∆𝑇($=(E3"Q ≠ ∆𝑇=(E3"Q.  The heat capacity in Eq. 

84 is often assumed to be constant in the literature, resulting in the following approximated 

equation 

𝑇,∆𝑆($=(E3"Q = 𝐶'∆𝑇($=(E3"Q Eq. 85 

Since 𝐶' varies dramatically with temperature near morphotropic phase boundaries (MPBs) 

where ECE is mostly investigated, this approximation could introduce large errors in evaluating 

ECE performance of materials. 

 

5.4.5 Electromechanical effect 

The electromechanical effect concerns the relations between electric field and elastic 

deformation [184–188] with giant effects often observed near MPBs [189–192].  The electric 
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current in piezoelectricity is created due to electric charge accumulation in response to externally 

applied stress as follows  

𝐽3 = −𝐿3∇𝜇3 = −𝐿3 J
𝜕𝜇3
𝜕𝑐3

∇𝑐3 +
𝜕𝜇3
𝜕𝜎 ∇𝜎K = −𝐿3(𝛷33∇𝑐3 − 𝜀3∇𝜎) Eq. 86 

where 𝜀3 =
-Y
-"/

= − -L/
-Z

 is the partial strain, included in Table 2.  With zero electrical current, the 

charge redistribution results in a voltage as follows 

∇𝑉3 = 𝜀3∇𝜎 Eq. 87 

 

On the other hand, an externally applied electric field induces elastic deformation in the converse 

piezoelectric effect.  The mechanical equilibrium is reached by vanishing stress gradient as 

follows 

∇𝜎 =
𝜕𝜎
𝜕𝜀 ∇𝜀 +

𝜕𝜎
𝜕𝑐3

∇𝑐3 +
𝜕𝜎
𝜕𝐸 ∇𝐸 = 0 Eq. 88 

The zero electric current is written as follows 

∇𝜇3 =
𝜕𝜇3
𝜕𝑐3

∇𝑐3 +
𝜕𝜇3
𝜕𝜀 ∇𝜀 +

𝜕𝜇3
𝜕𝐸 ∇𝐸 = 0 Eq. 89 

The partial derivatives in Eq. 88 and Eq. 89 are all included in Table 1 and Table 2.  The giant 

electromechanical effects originate from the anomalies of these partial derivatives and can be 

predicted by the zentropy theory. 

 

6 Summary and outlooks 

In the present work, three distinct scientific domains developed in last 150 years are briefly 

reviewed, i.e., and equilibrium and nonequilibrium thermodynamics, statistical mechanics, and 

quantum mechanics.  They have been largely separated from each other due to the different 
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principles that each is based on and the different aspects of a complex system that each 

represents.  In Gibbs equilibrium thermodynamics the entropy is inserted into the combined law 

of thermodynamics for systems under equilibrium, and in Hillert nonequilibrium 

thermodynamics the entropy production due to internal processes is added for systems with 

internal processes.  Statistical mechanics depicts a top-down view of a system by considering 

configurations that the system is composed of and their statistical distributions in the system 

through partition functions of the system and individual configurations.  DFT is a practical 

solution of quantum mechanics and focuses on the electronic structures, energetics, and phonon 

properties of the ground-state configuration of the system, aiming to predict the system behaviors 

from bottom-up. 

 

The zentropy theory developed by the present author’s group integrates DFT and statistical 

mechanics through following concepts and procedures 

• Postulate that the configurations of a system are composed of the ground-state 

configuration from DFT and the non-ground-state excited configurations from the 

internal degrees of freedom of the ground-state configuration. 

• Examine all the configurations of the system in terms of multiplicity and stability and 

predict their Helmholtz energies as a function of internal and external constraints through 

DFT calculations. 

• Define the entropy of the system as the statistical entropy among all configurations plus 

the weighted sum of the entropy of each configuration by its statistical probability. 

• Implement the revised statistical mechanics formalism by using the Helmholtz energy for 

the partition function of each configuration instead of commonly used total energy. 
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• Minimize the Helmholtz energy of the system with respect to internal degrees of freedom 

to obtain its equilibrium state with respect to external constraints. 

 

It is demonstrated that the zentropy theory accurately predicts Helmholtz energy of magnetic 

materials and all other properties derived from Helmholtz energy such as T-P and T-V phase 

diagrams with critical points, 1st- and 2nd-order magnetic transitions, anomaly in thermodynamic 

properties, and positive and negative divergencies of thermal expansion, showing remarkable 

agreement with experimental observations. 

 

Through analysis of Hillert nonequilibrium thermodynamics, it is concluded that the flux of a 

molar quantity is proportional only to the gradient of its conjugate potential rather than the 

gradients of all potentials depicted by the phenomenological Onsager theorem.  It is shown that 

the observed dependence of the flux on the gradients of other potentials is due to the 

dependences of the conjugate potential on the other potentials in the system.  These dependences 

are represented by the derivatives between potentials and can be accurately predicted by the 

zentropy theory as demonstrated for Seebeck coefficients of n thermoelectric materials.  It is 

shown that the closer a system to a critical point or phase boundary, the larger those derivatives 

and the responses of a system to external stimuli. 

 

There remain many challenging and complex problems to test the zentropy theory and the theory 

of cross phenomena in either smaller or larger systems.  For smaller systems, one challenge is on 

superconductivity.  Based on the existing success of the zentropy theory, the present author 

presented several postulations on superconductivity with the focus on the search for the 



Submitted to Journal of Physics: Condensed Matter: JPCM-123130 

62 

 

superconducting configuration (SCC) as the ground-state configuration of a superconductor [32] 

with ongoing research activities [141].  Recently, the present author’s team identified the 

superconducting and normal conducting configurations in both conventional and unconventional 

superconductors in terms differential charge density and presented promising prediction of 

superconducting temperature of Al using the zentropy theory [142]. 

 

While for larger and more complex systems beyond the current DFT calculations, such as plants, 

organisms, forests, societies, planets, the solar system, black holes, galaxies, and superclusters, 

there exist many intermediate levels of configurations between their ground-state configurations 

and observables.  One potential approach is to take the inputs from both bottom-up quantum 

mechanics and top-down observations and cast them into the nested formula of the zentropy 

theory to develop practical solutions [33,44].   

 

Another potential direction is to improve the accuracy of MD simulations through the inclusion 

of configurational entropy among configurations in evaluating the total entropy of the system as 

briefly mentioned in Section 4.2 for interfacial energy.  This is particularly interesting for 

predicting the properties of liquid or amorphous where the configurations are not well defined as 

in crystals.  The present author and his collaborators are working on addressing this issue 

through prediction of melting using the zentropy theory, aiming to capture the total entropy and 

free energy of liquid more accurately [121].  
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Table 1: Physical quantities related to 1st directives between molar quantities (first column) and 

potentials (first row), slightly modified from Ref. [33]. 
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Table 2: Cross phenomenon coefficients represented by 1st derivatives between potentials, slightly 

modified from Ref. [33]. 

 𝑇, Temperature 𝝈, Stress 
𝑬, Electrical 

field 
𝓗, Magnetic field 

𝜇!, Chemical 

potential 

𝑇 1 −
𝜕𝑆
𝜕𝜺

 −
𝜕𝑆
𝜕𝜽

 −
𝜕𝑆
𝜕𝑩

 
− ,/
,#!

 Partial 

entropy 

𝝈 ,𝝈
,)

, Thermostress 1 −
𝜕𝜺
𝜕𝜽

 −
𝜕𝜺
𝜕𝑩

 − ,𝜺
,#!

 Partial strain 

𝑬 

,𝑬
,)

, 

Thermoelectric 

,𝑬
,3

, 

Piezoelectric 
1 −

𝜕𝜽
𝜕𝑩

 

− ,𝜽
,#!

 Partial 

electrical 

displacement 

𝓗 

,𝓗
,)

, 

Thermomagnetic 

,𝓗
,𝝈

, 

Piezomagnetic 

,𝓗
,𝑬

, 

Electromagnetic 
1 

− ,6
,#!

 Partial 

magnetic induction 

𝜇! 

,*!
,)

 

Thermodiffusion 

,*!
,𝝈

 

Stressmigration 

,*!
,𝑬

 

Electromigration 

,*!
,𝓗

 

Magnetomigration 

,*!
,*"

= − ,#"
,#!

= 7!!
7"!

 

Crossdiffusion 

  



Submitted to Journal of Physics: Condensed Matter: JPCM-123130 

76 

 

 

 

 

Figure 1 

  

Mechanisms

Concentration gradients

Independent set of concentrations

Intrinsic diffusion coefficients

Interdiffusion coefficients

Concentration gradients
Independent set of concentrations

Volume-fixed frame of reference

Tr
ac

er
 d

iff
us

io
n 

co
ef

fic
ie

nt
s

! = #$

!!∗

"! #!

#!#$

!	! !&

!!& !!&'

!!&'	!



Submitted to Journal of Physics: Condensed Matter: JPCM-123130 

77 

 

(i) 

(ii) 



Submitted to Journal of Physics: Condensed Matter: JPCM-123130 

78 

 

(iii) 

(iv) 
Figure 2 

● using !!


