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𝑡 = 250 𝑡 = 200 𝑡 = 125 𝑡 = 75 𝑡 = 50 𝑡 = 25 𝑡 = 0 Heitz et al. [2023] Ours
Fig. 1. In conventional diffusion-based generative modeling, data is corrupted by adding Gaussian (random) noise (as illustrated in the top row). Here, we
explore the alternative approach of using correlated Gaussian noise in diffusion-based generative modeling. Different correlation can be used such as blue
noise (second row) or a time-varying correlations (third row). Bottom row shows the corresponding noise mask for time-varying example at different time
steps. Rightmost two columns show visual comparisons on generated images (from the same initial noise) between Heitz et al. [2023] (using only Gaussian
noise) and Ours (using time-varying noise). Our generated images are more natural-looking and detailed with less artifacts.

Most of the existing diffusion models use Gaussian noise for training and
sampling across all time steps, which may not optimally account for the
frequency contents reconstructed by the denoising network. Despite the
diverse applications of correlated noise in computer graphics, its potential
for improving the training process has been underexplored. In this paper,
we introduce a novel and general class of diffusion models taking correlated
noise within and across images into account. More specifically, we propose
a time-varying noise model to incorporate correlated noise into the training
process, as well as a method for fast generation of correlated noise mask. Our
model is built upon deterministic diffusion models and utilizes blue noise
to help improve the generation quality compared to using Gaussian white
(random) noise only. Further, our framework allows introducing correlation
across images within a single mini-batch to improve gradient flow. We
perform both qualitative and quantitative evaluations on a variety of datasets
using our method, achieving improvements on different tasks over existing
deterministic diffusion models in terms of FID metric. Code will be available
at https://github.com/xchhuang/bndm.

CCS Concepts: • Computing methodologies→ Neural networks; Com-
puter graphics.

Additional Key Words and Phrases: Blue noise, Diffusion models, Generative
modeling

1 INTRODUCTION
Since the groundbreaking work by Sohl-Dickstein et al. [2015]; Ho
et al. [2020]; Song and Ermon [2019], there has been extensive re-
search on diffusion models. These models have demonstrated supe-
rior performance in terms of generative quality and training stability
compared to Generative Adversarial Networks (GANs) [Dhariwal
and Nichol 2021] for image synthesis. Additionally, diffusion models
can be trained to perform various tasks such as text-to-image syn-
thesis, image inpainting, image super-resolution, and image editing.
Typically, a diffusion model consists of two processes: forward

and backward. In the forward process, the model gradually adds
noise to an original data point (e.g., an image), transforming it
into a random noise pattern. In the backward process, the model
learns to reconstruct the original data from this noise using a de-
noising neural network. The denoising network initially focuses
on reconstructing the coarse shape and structure (low-frequency
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components) in the early time steps. As the time steps decrease, the
denoising network progressively refines the details (high-frequency
components). This behavior indicates that diffusion models generate
data in a coarse-to-fine manner and have a hidden relationship with
frequency components.
Despite these advancements, there is limited research on the

relationship between this behavior and the noise used during the
forward and backward processes. Most existing diffusion models
rely solely on Gaussian noise, also known as uncorrelated Gaussian
noise or Gaussian white noise, as its frequency power spectrum
spans all frequencies (similar to the white color). While correlated
noise has not been thoroughly examined in diffusion models, there
has been some relevant research that has delved into this domain. For
example, Rissanen et al. [2023] propose a diffusion process inspired
by heat dissipation to explicitly control frequencies. Similarly, Voleti
et al. [2022] suggest using non-isotropic noise as a replacement for
isotropic Gaussian noise in score-based diffusion models. Despite
their potential, both methods face limitations regarding the quality
of the generated images, which could explain their limited adoption
in mainstream models.
In this paper, we propose a new diffusion model that supports

a diffusion process with time-varying noise. Our goal is to utilize
correlated noise, such as blue noise ([Ulichney 1987]), to enhance
the generative process. Blue noise is characterized by a power spec-
trum with no energy in its low-frequency region. Our focus is on
blue noise masks ([Ulichney 1999]), which provide noise profiles
with blue noise properties. We propose using these blue noisemasks
to design a time-varying noise for diffusion-based generative mod-
eling. Generating such correlated noise masks for diffusion is a
time-consuming process, as it may require generating thousands to
millions of masks on the fly. To address this issue, we propose an ef-
ficient method to generate Gaussian blue noise masks on the fly for
both low-dimensional and high-dimensional images. In summary,
our contributions are as follows:

• We propose a framework that investigates the impact of corre-
lated noise and correlation across training images on generative
diffusion models.

• Based on our framework, we introduce a deterministic diffusion
process with time-varying noise, allowing control over the corre-
lation introduced in the model at each step.

• We overcome the computational challenges of generating corre-
lated noise masks by introducing a real-time mask generation
approach.

• By interpolating Gaussian noise and Gaussian blue noise using
our proposed time-varying noise model, our model outperforms
existing deterministic models like IADB [Heitz et al. 2023] or
DDIM [Song et al. 2021a] in various image generation tasks.

2 RELATED WORK
Blue noise. Blue noise is a type of noise characterized by high

frequency signals and the absence of low frequencies. It has found
numerous applications in computer graphics. One such application
is the utilization of blue noise masks, originally introduced by Ulich-
ney [1993], for image dithering to enhance their perceptual quality.
Blue noise masks are also employed in Monte Carlo rendering to

improve the distribution of error, as demonstrated by Georgiev
and Fajardo [2016] and Heitz and Belcour [2019]. The relationship
between blue noise and denoising in rendering has been further
explored by Chizhov et al. [2022] and Salaün et al. [2022], revealing
that combining blue noise with a low pass filter can reduce per-
ceptual errors. To leverage the advantageous denoising properties
of blue noise masks, we propose to use them as additive noise to
corrupt the data for diffusion-based generative modeling.

Diffusion models. There are various formulations for image gener-
ation by diffusion models, including stochastic [Ho et al. 2020; Song
and Ermon 2019; Song et al. 2021b] and deterministic ones [Song
et al. 2021a; Heitz et al. 2023]. Diffusion models also extend beyond
image generation to video generation [Ho et al. 2022] and 3D con-
tent generation [Poole et al. 2023]. More comprehensive reviews
can be found in the surveys by Cao et al. [2024] and Po et al. [2023].
Diffusion models are known to be slow to train, as well as slow

in the generative process. How to speed up the generative process
to generate images in a few steps becomes an increasingly impor-
tant research topic [Lu et al. 2022; Liu et al. 2023a,b; Salimans and
Ho 2022; Karras et al. 2022, 2023; Song et al. 2023; Luo et al. 2023].
Orthogonal to reducing the number of inference steps, some work
focus on developing a more general framework that can support
various types of noise addition [Jolicoeur-Martineau et al. 2023] or
image corruption operations [Bansal et al. 2024]. Some work explic-
itly take frequency of the image content into account to model the
generative process in a coarse-to-fine manner [Rissanen et al. 2023;
Phung et al. 2023]. However, there exists limited work researching
the how the frequency of noise used in image corruption can make
an impact on the denoising process in diffusion-based generative
modeling. To understand this problem, we propose a framework
utilizing correlated noise to improve the denoising process.

3 OUR METHOD
A generative model based on diffusion comprises two key processes:
a forward process and a backward process. In the forward process,
noise, denoted as 𝝐 , is introduced to corrupt an initial image, x0,
by scaling it with a factor determined by a discrete-time parameter,
𝑡 . Here, x0 represents a real image sampled from the training data
distribution, denoted as 𝑝0. The time step, 𝑡 , ranges from 0 to 𝑇 − 1,
where 𝑇 is the total number of discrete time steps. The corrupted
image, along with the corresponding time step 𝑡 , is then used as
input to train a neural network, 𝑓𝜽 (x𝑡 , 𝑡).

In the backward process, the trained network is employed to de-
noise pure noise and generate new images. Figure 2 illustrates this
process. Starting from Gaussian noise (blue distribution), the image
iteratively passes through the network to eventually yield a fully
denoised image, aligning with the target distribution (red distribu-
tion). Intermediate steps of the process involve a mixture of noise
and image. Three examples are visible in the figure. As more time
steps are executed (with 𝑡 closer to 0), the image quality improves,
and more details emerge. In this example, the intermediate noise
transitions from Gaussian noise to Gaussian blue noise following a
time-varying schedule following Section 3.2.
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𝑡 = 200 𝑡 = 125 𝑡 = 50

Fig. 2. Schema of diffusion process using our time-varying noise. The diffu-
sion transforms initial noise distribution (blue) into the target data distribu-
tion (red). Five examples are shown with the intermediates diffusion steps
between the two distributions. For one of the data we illustrate the inter-
mediates time steps with the current expect result and noise. The evolution
of the noise from random to blue noise is visible as well as the quality of
the expected result.

This section explores correlations across two different axes: across
pixels in the noise and across images within a mini-batch. To demon-
strate the impact of correlations between noise masks and images,
we build a deterministic diffusion process with time-varying noise
following the work by Heitz et al. [2023] namely, the IADB method.
For the sake of simplicity and fair one-to-one comparison, our
method was developed on top of IADB while preserving its char-
acteristics and hyperparamenters other than the ones described as
new on our method. But our method is general enough that could
be potentially explored on top of other existing generative diffusion
process.

For IADB, the forward and backward processes and the objective
function are defined as the following:

x𝑡 = 𝛼𝑡𝝐 + (1 − 𝛼𝑡 )x0 (1)
x𝑡−1 = x𝑡 + (𝛼𝑡 − 𝛼𝑡−1) 𝑓𝜽 (x𝑡 , 𝑡) (2)

L𝐼𝐴𝐷𝐵 =
∑︁
𝑡

(𝑓𝜽 (x𝑡 , 𝑡) − (x0 − 𝝐))2 (3)

With x0 a target image, 𝝐 ∼ N(0, 𝑰 ) a random Gaussian noise and
𝛼𝑡 and 𝛼𝑡−1 two blending coefficient. The network model is referred
as 𝑓𝜽 and take 2 input parameters : a corrupted image x𝑡 and the
timestep 𝑡 . A stochastic formulation of IADB also exist but this work
will focus on the deterministic variant for its stability.

3.1 Correlated noise
In a deterministic diffusion process noise masks are used as ini-
tialization of the backward process to generate images and at each
training step to corrupt target images. Mask generation during train-
ing is a critical factor and must meet specific requirements. The
process must be stochastic to produce different masks at each itera-
tion, reducing overfitting and increasing diversity in the generated

= ×

Gaussian blue noise b Triangular Matrix 𝐿 Gaussian noise 𝝐

Fig. 3. To generate on-the-fly Gaussian blue noise masks b (leftmost), we
pre-compute a lower triangular matrix 𝐿. We then multiply this matrix with
Gaussian noise 𝝐 to obtain b = 𝐿𝝐 . For Gaussian noise of size 64 × 64, the
lower triangular matrix has a size of 642 × 642. Here we show a 64 × 64
zoom-in version of the matrix to better visualize the positive and negative
correlations shown as the white and black lines, respectively.

results. Mask generation also required to be of fast computation as
it is employed at every training step.
Gaussian noise naturally meet this requirements but it is not

the case for all correlated mask method. In particular, IADB uses
mask generated from a multivariate Gaussian distribution with zero
mean and identity covariance matrix. A method to create correlated
noise such as blue noise requires a non-identity covariance matrix.
The covariance matrix of the blue noise mask can be estimated
from a collection of masks. We employed simulated annealing using
objective function from Ulichney [1993] to generate ten thousand
blue noise masks. While this method yields high-quality masks,
it does require significant optimization time. Then the blue noise
correlation matrix Σ can be computed by averaging the respective
correlation matrix of the example masks.
To create a noise mask with a specified covariance matrix Σ,

the Cholesky decomposition is applied to Σ, resulting in a lower-
triangular matrix 𝐿 (𝐿𝐿𝑇 = Σ). Finally, the random vector is multi-
plied with 𝐿 to produce the desired noise mask efficiently:

b = 𝐿𝝐 (4)

where 𝝐 ∼ N(0, 𝐼 ) is a unit-variance Gaussian distribution. Figure 3
shows one realization of Gaussian blue noise mask generated us-
ing Eq. (4). Each row or column in the 𝐿 represent a pixel index of
the noise mask. Each cell in the 𝐿 represents the correlation strength
between the pixels in the noise mask. Positive values correspond to
bright cells that represent positive correlations. Similarly, negative
values correspond to dark cells representing negative correlations.
For each pixel, only its adjacent pixels have values far from zero
while other non-adjacent pixels have values close to zero, as in-
dicated by the white and black lines. Note that we use the name
Gaussian blue noise for b in this paper, but is different from the
Gaussian Blue Noise method from Ahmed et al. [2022].

Higher-dimension. Matrix-vector multiplication are computation-
ally expensive when the 𝐿 matrix is high-dimensional. Increasing
directly the matrix size to generate higher-dimensional noise be-
comes slower than generating (uncorrelated) Gaussian noise using
a modern machine learning framework such as PyTorch [Paszke
et al. 2017]. As noise generation is used at every training step, the
overhead should remain minimal. Therefore, for generating higher-
dimensional noise masks, we adapt Kollig and Keller [2002] method
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Fig. 4. Visualization of linearly interpolated noises from Gaussian noise
to Gaussian blue noise at resolution 642 (top row), and the corresponding
frequency power spectra (bottom row).

for producing our blue noise masks in which a padding of a set of
lower dimensional masks is applied.

More specifically, to generate a batch of high-dimensional Gauss-
ian blue noise mask, a larger batch is generated at resolution 642

using Eq. (4) with 𝐿 ∈ R642×642 . Then the 642 masks are padded into
larger tiles to get Gaussian blue noise masks at higher dimensions.
Thus, the computation overhead for generating a 1282 resolution
Gaussian blue noise is negligible (∼ 0.0002 seconds). Figure 1 shows
examples of Gaussian blue noise with resolution 1282 generated by
padding. Using padding for higher-dimensional mask creates seams
between the padded tiles. This artifact is practically not visible and
is compensated by the low overhead of the method. We provide the
masks at different resolutions, with corresponding frequency power
spectra for Gaussian blue noise in the Supplemental document Sec.
3, demonstrating that the property of blue noise is preserved at
different resolutions using our padding method.

3.2 Diffusion model with time-varying noise
With a single matrix 𝐿 only a single correlation can be generated. For
a diffusion model, controlling the amount of correlation introduced
within the model at each time step is necessary. A time-varying 𝐿
can be compute from 2 fixed matrices encoding 2 correlation types:

𝐿𝑡 = 𝛾𝑡𝐿𝑤 + (1 − 𝛾𝑡 )𝐿𝑏 , (5)

where 𝐿𝑤 and 𝐿𝑏 represent 2 different matrices and 𝛾𝑡 the blending
coefficient. Based on it, the forward process is defined as:

x𝑡 = 𝛼𝑡 (𝐿𝑡𝝐) + (1 − 𝛼𝑡 )x0 (6)

With this forward process, Gaussian noise and Gaussian blue noise
are interpolated based on the time step 𝑡 . More generally, this model
supports smooth interpolation any two type of noises based on 𝛾𝑡 .
Figure 4 shows an example of linear interpolating from Gaussian
noise to Gaussian blue noise. The corresponding frequency power
spectra, computed by Discrete Fourier Transform, show that the
energy in the low-frequency region is decreasing from left to right.

Next, the forward process need to be inverted to define the back-
ward process. Based on the definitions of the 𝐿 and the forward
process, we can derive the backward step as the following:

x𝑡−1 = x𝑡 + (𝛼𝑡 − 𝛼𝑡−1) (x0 − 𝐿𝑡𝝐) + (𝛾𝑡 − 𝛾𝑡−1)𝛼𝑡−1 (𝐿𝑏𝝐 − 𝐿𝑤𝝐)
(7)

Algorithm 1. Pseudocode for forward method
1: function forward(𝐿𝑤 , 𝐿𝑏 , 𝛾𝑡 ) ←White and blue noise matrices 𝐿,
2: b← get_noise(𝐿𝑤 , 𝐿𝑏 , 𝛾𝑡 ) blending coefficient 𝛾𝑡
3: 𝛼𝑡 ∼ U(0, 1)
4: x0 ∼ 𝑝0
5: x𝑡 ← 𝛼𝑡b + (1 − 𝛼𝑡 )x0 ← Eq. (6)
6: return x𝑡

Algorithm 2. Pseudocode for backward method
1: function backward( )
2: x ∼ N(0, 𝑰 )
3: for 𝑡 ← 𝑇 to 1 do
4: 𝛼𝑡 ← get_alpha(𝑡 )

}
User defined
𝛼-scheduler5: 𝛼𝑡−1 ← get_alpha(𝑡 − 1)

6: 𝛾𝑡 ← get_gamma(𝑡 )
}

Eq. (9)
7: 𝛾𝑡−1 ← get_gamma(𝑡 − 1)
8: x← x + (𝛼𝑡 − 𝛼𝑡−1 ) 𝑓

′
𝜽 (x, 𝑡 )

9: +(𝛾𝑡 − 𝛾𝑡−1 ) 𝑓
′′
𝜽 (x, 𝑡 ) ← Eq. (7)

10: return x

Algorithm 3. Pseudocode for time-varying get_noise method
1: function get_noise(𝐿𝑤 , 𝐿𝑏 , 𝛾𝑡 )
2: 𝝐 ∼ N(0, 𝑰 )
3: 𝐿𝑡 ← 𝛾𝑡𝐿𝑤 + (1 − 𝛾𝑡 )𝐿𝑏 ← Eq. (5)
4: b← 𝐿𝑡 𝝐 ← Eq. (4)
5: return b

Detailed derivations can be found in the Supplemental document
Sec. 1. Here, 𝐿𝑤 is an identity matrix representing Gaussian (white)
noise, 𝐿𝑏 is the matrix defined in Eq. (4). When 𝐿𝑏 = 𝐿𝑤 , our model
falls back to IADB. When 𝐿𝑏 ≠ 𝐿𝑤 , we obtain a more general model
with time-varying noises.

In IADB, the network is designed to learn only the term x0 − 𝐿𝑡𝝐 ,
where 𝐿𝑡 is simply an identity matrix in their case. Here we can
train the network to learn both terms in Eq. (7). A brute force way
to achieve this would be using two neural networks. However, this
is not practical as it will introduce significantly more computation
than IADB. We choose to output a 6-channel image, representing
the two terms as two 3-channel images, noted as 𝑓 ′𝜽 (x𝑡 , t) and 𝑓

′′
𝜽

(x𝑡 , t), respectively. The desired network output becomes x0 − 𝐿𝑡𝝐
and 𝛼𝑡−1 (𝐿𝑏𝝐 − 𝐿𝑤𝝐). Therefore, the loss function becomes:

L𝑂𝑢𝑟𝑠 =
∑︁
𝑡

((𝑓
′
𝜽 (x𝑡 , 𝑡) − (x0 − 𝐿𝑡𝝐))

2

+ 𝛾𝑡 − 𝛾𝑡−1
𝛼𝑡 − 𝛼𝑡−1

(𝑓
′′
𝜽 (x𝑡 , 𝑡) − 𝛼𝑡−1 (𝐿𝑏𝝐 − 𝐿𝑤𝝐))

2)) (8)

Note that though our model is trained with time-varying noises,
it is still deterministic during the backward process. The backward
process starts with an initial Gaussian noise and no additional noises
is required in the intermediate time steps. Instead, the network
learns to guide the backward process in a time-varying denoising
manner.
The procedures of forward, backward and noise generation are

summarized in Algorithms 1 to 3. In Algorithm 2, we consider
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get_alpha (𝛼-scheduler) as a linear function (𝛼𝑡 = 𝑡/𝑇 ) follow-
ing Heitz et al. [2023], but it can be non-linear functions as well.
Next, we define get_gamma as a general sigmoid-based function
in Eq. (9). The weighted term (𝛾𝑡 − 𝛾𝑡−1)/(𝛼𝑡 − 𝛼𝑡−1) in Eq. (8)
automatically accounts for the difference between 𝛼-schedulers and
𝛾-scheduler. When 𝛾𝑡 − 𝛾𝑡−1 is small, the contribution of 𝑓 ′′𝜽 (x𝑡 ,
t) decreases. This is consistent to the backward process described
in Eq. (7), where 𝑓 ′′𝜽 (x𝑡 , t) is less important when 𝛾𝑡 − 𝛾𝑡−1 is small.

Noise scheduler. Inspired by the study from Chen [2023], the
scheduler choice have an importance impact in particular with
increasing image resolution. We parameterize get_gamma, the 𝛾-
scheduler, as a sigmoid-based function to control the interpolation
between two noises. More specifically, the 𝛾-scheduler is parame-
terized by 3 parameters: 𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑, 𝜏 according to Chen [2023]:

𝑠𝑖𝑔𝑚𝑜𝑖𝑑

(
𝑠𝑡𝑎𝑟𝑡 + (𝑒𝑛𝑑 − 𝑠𝑡𝑎𝑟𝑡) ∗ 𝑡/𝑇

𝜏

)
(9)

where 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑥) = 1/(1 + 𝑒−𝑥 ) and 𝑡 is the time step.
Since it is not known how to set 𝑠𝑡𝑎𝑟𝑡 , 𝑒𝑛𝑑 and 𝜏 in advance, we

consider optimizing them in addition to the network parameters
where 𝑠𝑡𝑎𝑟𝑡 ∈ [−3, 0), 𝑒𝑛𝑑 ∈ (0, 3], 𝜏 ∈ [0.01, 1000.0]. During the
initial experiments, we found that 𝑠𝑡𝑎𝑟𝑡 and 𝑒𝑛𝑑 converged stably to
around 0 and 3, while 𝜏 converged to around 0.2 or kept increasing,
depending on the image resolution. Meanwhile, we found that opti-
mizing these 3 parameters took extra epochs to converge and made
the training of the network more difficult, due to their changes over
epochs.
To make the choice of

the 3 parametersmore prac-
tical, we choose to fix
𝑠𝑡𝑎𝑟𝑡 = 0, 𝑒𝑛𝑑 = 3 and set
𝜏 based on the image reso-
lution: 𝜏 = 0.2 for 1282, 𝜏 =

1000 for 642 images. The
curves of the 𝛾-scheduler
with different 𝜏 values are
shown in the inset image.
We summarize the values of the 3 parameters we use in the Supple-
mental document Sec. 2 for all experiments.

Discussion. Our time-varying noise model provides more capacity
to choose a data-dependent scheduler for 𝛾𝑡 to improve the denois-
ing process. One potential issue is that we need extra epochs to
search for optimal parameters for the 𝛾-scheduler. To alleviate this
problem, we propose a practical solution, which is to fix 𝜏 based
on our initial optimization. But how to choose the 𝛾-scheduler in a
more efficient way requires more study in the future.

3.3 Data sample correlation using rectified mapping
The previous paragraphs have demonstrated the use of correlated
noise across pixels to enhance the diffusion process. Correlation
can also be employed within a single mini-batch to improve the
mapping between noise and the target image.
Inspired by Rectified flow [Liu et al. 2023a] and Instaflow [Liu

et al. 2023b], correlation can be utilized to rectify the paired noise-
image. Figure 5 visualizes a single mini-batch of paired data sample

Uncorrelated mapping Rectified mapping

(a) (b) (c)

Fig. 5. Visualization of the impact of rectified mapping on mini-batch noise-
mapping pairing. Blue and red points respectively represent the randomly
selected noise and target image sampled in a given mini-batch from the
underlying blue and red distribution. Standard practice (a) consist in a ran-
dom mapping between the noise and target images. Our rectified mapping
(b) improved it by reducing distance between the data pair. One example of
noise and target from the mini-batch is visible (c). This example have been
generated using our noise mask and mapping algorithm.

x0 (red distribution) and noise b (blue distribution) during a training
iteration, and our rectifiedmapping. Previous work (Fig. 5(a)) applies
a random mapping between x0 and b. The noise-data mapping
can be improved by applying an in-context stratification before
feeding them into the forward process (Fig. 5(b)). This rectified
mapping reduces the distance between each noise and its target
image, resulting in a more direct trajectory. To find the mapping,
we compute the squared distance between noises and images at the
individual pixel level using the L2 norm. Then, for each b, the x0
with the shortest distance that has not yet been used is selected. This
improved mapping ensures that a specific image will consistently be
associated with the same type of noise during the training process,
resulting in a smooth gradient flow across time steps.

4 EXPERIMENTS

4.1 Implementation details
We use CelebA [Lee et al. 2020], AFHQ-Cat [Choi et al. 2020] and
LSUN-Bedroom [Yu et al. 2015] datasets, with different resolutions,
for unconditional/conditional image generation. More details on
experimental setup can be found in Supplemental document Sec. 2.
Our framework is implemented in Pytorch [Paszke et al. 2017]

based on the official implementations from Song et al. [2021a]; Heitz
et al. [2023]. We use 2D U-Net [Ronneberger et al. 2015] imple-
mented in diffusers library [von Platen et al. 2022]. More details
about the network architecture and training details, including the
values of 𝜏 in Eq. (9), can be found in the Supplemental document
Sec. 2. Regarding the hyperparameters in diffusion models, we use
𝑇 = 1000 for training and 𝑇 = 250 testing. To optimize the network
parameters, we use AdamW optimizer [Loshchilov and Hutter 2017]
with learning rate 0.0001. We use 4 NVIDIA Quadro RTX 8000 (48
GB) GPUs to train and test on all datasets.
For evaluation, we use FID [Heusel et al. 2017], Precision and

Recall [Kynkäänniemi et al. 2019] to measure the generative quality
of all models. The metrics are computed using the implementa-
tion from [Stein et al. 2024], with Inception-v3 network [Szegedy

5



X. Huang, C. Salaün, C. Vasconcelos, C. Theobalt, C. Öztireli, G. Singh

Table 1. Quantitative FID score comparisons among IHDM [Rissanen et al.
2023], DDPM [Ho et al. 2020], DDIM [Song et al. 2021a], IADB [Heitz
et al. 2023], and our method across diverse datasets. Notably, our approach
exhibits improvements over IADB on every evaluated dataset. While our
method is outperformed by DDIM on only one dataset, it’s worth noting
that IADB also performs poorly on the same dataset. Additional metrics are
provided in the Supplemental document Sec. 3.

FID (↓) IHDM DDPM DDIM IADB Ours
AFHQ-Cat (642) 11.02 9.75 9.82 9.19 7.95
AFHQ-Cat (1282) 15.40 12.41 10.73 10.81 9.47
CelebA (642) 14.30 8.56 9.26 7.53 7.05
CelebA (1282) 36.93 15.06 11.92 20.71 16.38

LSUN-Church (642) 17.76 13.07 16.46 13.12 10.16

et al. 2016] as backbone. We generate 30k images to compute FID,
Precision and Recall for all datasets.

4.2 Image generation
We compare our method with two existing deterministic diffusion
models DDPM Ho et al. [2020], DDIM [Song et al. 2021a] and
IADB [Heitz et al. 2023] on unconditional image generation. To
ensure equitable comparisons, we employ identical initial Gaussian
noise across all methods throughout the generative process. Note
that DDIM is trained using the diffusers library [von Platen et al.
2022] with the same training setup compared to IADB and Ours.
We also compare with stochastic diffusion models DDPM [Ho et al.
2020] and IHDM [Rissanen et al. 2023] for completeness using the
same number of time steps. Our method shows consistent improve-
ment over the two methods.

The results on AFHQ-Cat (642), LSUN-Church (642), and Celeba
(642) at the same resolution (642) are shown in Figure 11. Ourmethod
exhibits the blue noise effect starting from approximately 𝑡 = 75,
which visually distinguishes it from other methods. In terms of
the generated images at time step 𝑡 = 0, our method produces
images with less distortion around the pillars of the building and
more detailed content around the windows and doors. In addition
to visual comparisons, the quantitative evaluations presented in
Table 1 demonstrate consistent improvements of our method over
IADB and DDIM for datasets with a resolution of 642.
For higher-resolution results, we observe the difference in the

generated content starting at approximately 𝑡 = 75, as depicted
in Fig. 12. Towards the end of the backward process, around 𝑡 = 25,
we begin to notice the emergence of the blue noise effect as we use
𝜏 = 0.2 (Eq. (9)). To examine the details more closely, please zoom
in. Additionally, we offer a Supplemental HTML viewer where the
intermediate generated images can be interactively visualized at
various time steps during the backward process. In terms of realism,
our generated images exhibit improved quality in regions such as
hair, mouth, and eyes compared to IADB, as shown in Fig. 12. When
compared to DDIM, our method achieves similar visual quality.
Quantitative results on the CelebA (1282) dataset, as presented in
Table 1, demonstrate that DDIM outperforms IADB and our method.
This outcome is attributed to DDIM employing a different expression
for 𝛼𝑡 in Eq. (1), as discussed by in Heitz et al. [2023]. Depending
on the dataset, DDIM may outperform IADB due to the distinct

choice of 𝛼𝑡 . However, this is not a limitation for either IADB or
our method.

Additionally, our framework can also consider rectified mapping
across images during training. Table 2 provides the FID score with
and without data correlation with respect to the number of diffusion
steps, tested on AFHQ-Cat (642). Rectified mapping in the mini-
batch achieves lower FID when the number of steps remains low,
but a slightly higher FID when increasing the step count.

We provide additional results in the Supplemental document Sec.
3, including detailed timing of the Gaussian blue noise generation
and the backward process, and a nearest neighbors test to confirm
that our method does not overfit the training data.

Extension to other diffusion models. Our method can be extended
to DDIM, supported by derivations and preliminary results in Sup-
plemental document Sec. 1, 3. Also, our method can be incorporated
into LDM [Rombach et al. 2022] for high-res image generation. As
shown in Fig. 9. ours generates more realistic eyes and has better
FID (11.45 < 12.19) compared with IADB on AFHQ-Cat (5122).
Nevertheless, developing a new framework based on other models,
necessitates additional effort, which we defer to future work.

Table 2. Comparing the impact of rectified mapping during training on
AFHQ-Cat (642). FID scores (↓) are provided with and without rectified
mapping across different step counts. Correlation in the mini-batch results
in lower FID at low steps but higher during slow diffusion.

Diffusion step count (t) 1 2 4 16 128 250
Uncorrelated batch mapping 402.4 330.5 130.8 14.3 7.9 7.95
Correlated batch mapping 397.0 321.8 118.3 12.4 8.0 8.2

4.3 Conditional image generation
Besides unconditional generation from noise, our model also works
for conditional image generation, such as image super-resolution,
by simply concatenating the conditional low-resolution image with
the noisy image as input.
Figure 6 shows comparisons between IADB and Ours for image

super-resolution on the LSUN-Church dataset from resolution 322
to 1282. Our method outperforms IADB quantitatively according
to SSIM [Wang et al. 2004], PSNR and mean squared error (MSE).
Our method outperforms IADB in terms of fidelity to the reference,
as evidenced by its lower MSE. Visually, IADB tends to introduce
excessive details, particularly in the bottom portion of the first image.
Our method also effectively preserves straight lines throughout
the image. The quantitative results of all image-super resolution
experiments can be found in the Supplemental document Sec. 3,
showing that our method consistently outperforms IADB.

4.4 Ablation study and analysis
Combinations of noises. To confirm that Gaussian blue noiseworks

due to its high-frequency property, we replace Gaussian blue noise
by Gaussian red noise, a low-frequency noise visualized in Fig. 10.
Red noises are generated using the same method [Ulichney 1993] by
simply maximizing the objective function instead of minimizing it.
Then we compute the corresponding covariance matrix and lower
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triangular matrix so that we can generate Gaussian red noise for
our framework. As shown in Fig. 7, using Gaussian red noise in our
framework failed to recover the fine details due to its low-frequency
property. Table 3 shows that replacing Gaussian blue noise by Gauss-
ian red noise dramatically drops the Precision, while the Recall is
comparable. This is consistent to the visual observations in Fig. 7 as
Precision mainly measures the realism of the generated images.

Table 3. Ablation study on different combinations of noises using our frame-
work on AFHQ-Cat (1282). The last two rows mean blending Gaussian noise
with Gaussian red or blue noise using the 𝛾 -scheduler with 𝜏 = 0.2.

Noise model FID (↓) Precision (↑) Recall (↑)
Ours (Gaussian white noise only) 10.81 0.78 0.31
Ours (Gaussian blue noise only) 17.61 0.59 0.18
Ours (Gaussian white+red noise) 13.64 0.67 0.34
Ours (Gaussian white+blue noise) 9.47 0.78 0.34

Another option is to use only Gaussian blue noise, which has
been shown in Fig. 1 (second row). The final generated images are
less realistic compared to IADB and Ours. The visual quality is
also consistent with the quantitative metrics as shown in Table 3.
But it is worth mentioning that in the case of using only Gaussian
blue noise, we can observe that the content of the image appears
faster and cleaner at early time steps compared to other choices,
as shown in Fig. 1. We performed an additional experiment called
early stopping. This is to show that if we stop at early steps, us-
ing only Gaussian blue noise gives better results than using only
Gaussian noise. As shown in Supplemental document Fig. 3, the
results of using only Gaussian blue noise (second row) stopped at
𝑡 = 200 are with sharper details than using only Gaussian noise
(first row). Quantitative evaluation of early stopping can be found
in the Supplemental document Sec. 3. However, as blue noise has
no energy in low-frequency region, it is restricting the diffusion
process to a limited range of directions. For this reason, it becomes
difficult to refine the intermediately generated content in later time
steps and thus results in worse quality, as shown in Table 3. Instead,
our method takes blue noise into account from middle or later time
steps, when low-frequency components are already visible and the
network is more focusing on refining high-frequency details.

Diffusion with different noise magnitude. Since using only Gauss-
ian blue noise at all time steps leads to degraded quality, we further
conduct an analysis on diffusion at later time steps by explicitly
ignoring the early time steps.We compare Gaussian noise and Gauss-
ian blue noise by training a diffusion model (IADB) up to some time
steps with certain noise magnitude (e.g., 30%). During the testing
phase, ground truth images provided so we are able to compare the
denoised images with the ground truth ones. Running with 100%
of noises, the experiment would fall back to the standard diffusion
generative process. Based on Fig. 8, by using Gaussian blue noise
we generate more detail- and content-preserving images compared
to the one using Gaussian noise. This indicates that Gaussian blue
noise is suitable for denoising when low-frequency components
become visible. This is consistent to our idea blending Gaussian
blue noise from middle or later time steps.

More ablations. We further compare different 𝛾 values and a
cosine-based scheduler [Nichol and Dhariwal 2021] used for the
𝛾-scheduler. Also, we compare different Gaussian blue noise mask
sizes used for padding/tiling. More details can be found in Supple-
mental document Sec. 3.

5 CONCLUSION
We have presented a new method for incorporating correlated noise
into deterministic generative diffusion models. Our technique in-
volves using a combination of uncorrelated and correlated noise
masks generated using matrix-based methods. By investigating
different noise correlation, we have uncovered the intricate rela-
tionship between noise characteristics and the quality of generated
images. Our findings indicate that high-frequency noise is effective
at preserving details but struggles with generating low-frequency
components, whereas low-frequency noise hinders the generation
of complex details. To achieve optimal image quality, we propose se-
lectively using different types of noise in a time-dependent manner,
leveraging the strengths of each noise component. To validate the ef-
fectiveness of our approach, we conducted extensive experiments us-
ing it in conjunction with the well-known method IADB [Heitz et al.
2023]. By keeping the training data and optimization hyperparame-
ters consistent, we consistently observed significant improvements
in image quality across various datasets. These results demonstrate
the superiority of our approach in enhancing image generation
capabilities of deterministic diffusion models.

Limitations. Currently, parameter tuning for our 𝛾-scheduler de-
pends on the image resolution. It is also computationally intensive to
compute Gaussian blue noise masks while extending our approach
to higher resolution models. All data from a specific mini-batch must
be on a single GPU for our rectified mapping to function. Further
research is needed to expand this to distributed training involving
inter-GPU synchronization.

Future work. We believe our proposed model will inspire new
research directions in designing noise patterns for improving effi-
ciency of generative diffusion models. An interesting future work
would be extending our model to interpolate more than two noises
to take into account more different types of noises, such as low-pass
and band-pass noises. This may provide more degree of freedom to
improve the training and sampling efficiency of the diffusion models.
Further, we can design more advanced techniques to correlate data
samples during training, which is orthogonal to using correlated
noise. Extending our framework (e.g., the time-varying noise model)
to stochastic models [Ho et al. 2020; Song et al. 2021b] and even
fewer-step models [Karras et al. 2022; Song et al. 2023; Luo et al.
2023] would be another interesting future direction. In this way, our
framework can be generalized to state-of-the-art denoising diffusion
models.

In terms of applications, we tested our model on 2D unconditional
and conditional image generation. Interesting future work would in-
clude generalizing our model to synthesize other data representation
such as video and 3D mesh.
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Fig. 6. Image super-resolution comparisons between IADB (SSIM/P-
SNR=0.57/19.46) and Ours (SSIM/PSNR=0.59/20.00) on LSUN-Church
(322 → 1282). The mean squared error w.r.t the reference is visible in the
upper corner with the relative error to IADB. Our method achieves lower
error and more plausible details with less hallucination.
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Fig. 7. Qualitative image generation comparisons between Gaussian red
noise and Gaussian blue noise using our method on AFHQ-Cat (1282). Our
method with Gaussian blue noise creates more high-frequency details while
using Gaussian red noise introduces visible artifacts.
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Fig. 8. Evaluating the impact of noise magnitude on detail enhancement.
Our Gaussian blue noise method better preserves fine details even with
increased noise magnitude, while maintaining the integrity of the content.
With 100% noise, both models fall back to full generative process.
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Fig. 9. Latent diffusion model (LDM) based high-res image generation using
IADB and Ours on AFHQ-Cat (5122). IADB introduces more artifacts around
the eye regions and has worse FID (12.19 > 11.45) compared with Ours.

Gaussian noise Gaussian blue noise Gaussian red noise

Fig. 10. Visualization of Gaussian noise, Gaussian blue noise and Gaussian
red noise at resolution 642. According Power spectrum is shown in the
bottom right corner. While Gaussian blue noise show mostly high frequency
variations, Gaussian red noise shows only low frequencies.
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Fig. 11. Comparisons of image generation using DDIM, IADB and Ours trained on LSUN-Church (642), AFHQ-Cat (642) and CelebA (642) datasets. For each
example all methods start the diffusion from the same noise. In all cases our method achieve the highest quality result with more realistic images. Quality in
details generation can be seen in the windows and doors of the buildings. By looking at the noise at different time steps the evolution from random to blue
noise is visible for our method.
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Fig. 12. Image generation comparisons between DDIM, IADB and Ours trained on CelebA (1282) and AFHQ-Cat (1282) datasets, respectively. All methods
start with the same initial Gaussian noise during the backward process. Our method generates more realistic content around the hair, eye, mouth regions
compared to IADB. Compared to DDIM, our method achieves similar visual quality. The impact of time-varying noise (we use 𝜏 = 0.2 in Eq. (9)) can be seen by
comparing IADB and ours starting from around 𝑡 = 75.
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