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Abstract

Large language models (LLMs) have received
a lot of attention in natural language process-
ing (NLP) research because of their exceptional
performance in understanding and generating
human languages. However, low-resource lan-
guages are left behind due to the unavailability
of resources. In this work, we focus on en-
hancing the LLAMA-2-Ambharic model by in-
tegrating task-specific and generative datasets
to improve language model performance for
Ambharic. We compile an Ambharic instruction
fine-tuning dataset and fine-tuned LLAMA-2-
Amharic model. The fine-tuned model shows
promising results in different NLP tasks. We
also explore the effectiveness of translated in-
struction datasets compared to the dataset we
created. Our dataset creation pipeline, along
with instruction datasets, trained models, and
evaluation outputs, is made publicly avail-
able to encourage research in language-specific
models. !

1 Introduction

Large language models (LLMs) such as GPT series
(Brown et al., 2020), LLAMA-2 (Touvron et al.,
2023), Phi2 (Javaheripi et al., 2023), Mistral (Jiang
et al., 2023), Mixtral (Jiang et al., 2024), PaLM
(Chowdhery et al., 2023), Gemini (Team et al.,
2023), BLOOM (Workshop et al., 2022), have
exhibited exceptional performance in understand-
ing and generating human language, showcasing a
range of capabilities from basic linguistic compre-
hension to complex text generation.

LLAMA-2 (Touvron et al., 2023), a family of
pre-trained and fine-tuned large language mod-
els (LLMs), demonstrated impressive performance
across multiple tasks, particularly in dialogue-
based interactions. Regardless of these achieve-

"For data generation pipeline, see https:
//github.com/EthioNLP/afri-sft—-data. For
models and datasets, refer to https://huggingface.
co/EthioNLP.

ments, LLAMA-2 pre-training supports a small
number of languages, which does not include low-
resource languages like Amharic. This makes
adapting LLMs to low-resource languages that are
not included a significant challenge.

Adopting these LLMs to local languages re-
quires the preparation of a quality instruction
dataset. Ambharic is one of the Semitic languages
under the Afroasiatic language family spoken in
Ethiopia with more than 57M speakers. There are
numerous task-specific datasets for Amharic (Tonja
etal., 2023) compared to other Ethiopian languages.
This paper focuses on enhancing the LLAMA-2-
Ambharic (Andersland, 2024) model with quality
datasets that are created by converting existing
datasets in English into instruction-based Amharic
datasets. Furthermore, we create new instruc-
tion datasets following the approach by Wei et al.
(2022).

LLAMA-2-Amharic model by Andersland
(2024) was created by pre-training LLAMA-2 7B
model using open-source Amharic and translated
corpus. After performing vocabulary expansion
and pre-training, Andersland (2024) fine-tuned the
created model by translating English instruction
datasets into Amharic using commercial transla-
tion tools. In our research, we aim to improve the
performance of the Amharic LLAMA model by
integrating task-specific and generative datasets, as
shown in Table 1. The contributions of this paper
are as follows:

* Creating Ambharic instruction fine-tuning data
from existing NLP task-specific and genera-
tive datasets.

* Evaluating new and existing models’ perfor-
mance.

* Exploring the effect of carefully curated
datasets by combining them with machine-
translated instruction datasets.
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» Exploring the effect of instructions on the
model’s performance by introducing code-
mixing instructions.

* Open-sourcing our dataset creation pipeline,
instruction datasets, trained models, and eval-
uation outputs to promote language-specific
studies on these models.

2 Related Work

The introduction of open-source LLMs like
LLAMA-2 (Touvron et al., 2023) enabled the cre-
ation of several language models that focus on spe-
cific applications. This application gives more ca-
pabilities for these LL.Ms by teaching them to use
tools (Schick et al., 2023), write code (Roziere
et al., 2023), understand videos (Zhang et al.,
2023a), or work for different languages (Cui et al.,
2023). To achieve remarkable understanding and
generation abilities, LLMs require large training
data and huge compute resources (Hoffmann et al.,
2022).

The work by Dong et al. (2023) explores how
LLMs’ generation, natural language understand-
ing, and problem-solving abilities relate to the data
they are trained on and its composition. This work
suggests that the amount of composition data is
more important for these abilities to show in a low-
resource scenario.

Using self-instructed fine-tuning, the work by
Wei et al. (2022); Taori et al. (2023); Cui et al.
(2023) showed a new approach to align the gen-
eration outputs of the generative models through
the application of NLP tasks. These tasks are
structured around natural language instruction tem-
plates, providing a novel means to guide the
model’s generation process toward better adher-
ence to task-specific requirements. LLAMA-
Adapter (Zhang et al., 2023b) also shows that it is
possible to reduce the fine-tuning time of LLAMA-
7B by introducing lightweight adapters on top of
the model.

Acquiring and preparing a dataset for instruction
fine-tuning presents a significant challenge due to
the extensive labor and resources required. There
are several ways of acquiring instruction data, in-
cluding manual dataset creation, using generative
models (Wang et al., 2022; Taori et al., 2023), or us-
ing machine translation instruction data for training
LLMs for specific languages (Cui et al., 2023).

Fine-tuning LLMs such as LLAMA-2 for specific
tasks is an area of exploration as well. Advanced

language model-based translator (ALMA) (Xu
et al., 2023) outperformed state-of-the-art (SOTA)
no language left behind (NLLB) (NLLB Team
et al., 2022) model MT task. They worked on
fine-tuning monolingual data and subsequent fine-
tuning with parallel data. Apart from LLAMA-
2, (Moslem et al., 2023) worked on Mistral 7B
fine-tuning for medical domain machine transla-
tion, where they showed improvement in Spanish
to English translation from baseline performance.

After the LLAMA-2 was released, researchers
successfully adapted the model for other languages.
The work by Cui et al. (2023) involved creating a
unique tokenizer for Chinese, extending the pre-
training phase, and then fine-tuning the model.
This work incorporates secondary pre-training us-
ing Chinese data and fine-tunes the model with
Chinese instruction datasets. The result shows a
significant enhancement of the model’s ability to
comprehend and execute instructions.

To the same approach of the work by Cui et al.
(2023), LLAMA-2 was also adopted for Amharic
(Andersland, 2024). During pre-training, Anders-
land (2024) used an open-source Amharic corpus
with some translated corpus from English, and for
fine-tuning, available English instruction datasets
were translated to Amharic using the Google Trans-
late API and SeamlessM4T. Following the increase
of the LLAMA vocabulary size from 32k to 51k
and subsequent pre-training with a large Ambharic
text corpus, they conducted supervised instruc-
tion fine-tuning using machine-translated datasets.
Then, they evaluated their model using the MMLU
(Hendrycks et al., 2020) multiple-choice English
dataset by translating it into Amharic. The model
is available without original Amharic evaluations
because no instruction-based datasets exist for
Ambharic.

3 Dataset preparation

In this work, we have converted existing NLP task-
specific datasets, like sentiment analysis and ma-
chine translation, into instruction datasets. We cre-
ated an instruction template for each task and de-
veloped a data creation pipeline (Figure 1) that
merges each template instruction with appropri-
ate data from a pre-existing dataset. This pipeline
helps us to create instruction datasets from pre-
existing NLP task datasets. For the new NLP task,
we focused on collecting a new dataset that can be
converted into instruction data. We also created



Data Source Source Data

Generated Data

train val test Isnew  # Templates train val test
Ambharic QA 1723 595 299 NO 14 10000 595 299
MasakhaNews 11522 188 376 NO 11 7866 205 376
MT (amh-eng) 497739 1012 1012 NO 10 10000 997 1012
MT (eng-amh) 497739 1012 1012 NO 10 10000 997 1012
Summarization 5761 719 719 NO 9 10000 719 719
Text Expansion 5761 719 719 NO 9 10000 719 719
Sentiment Analysis (AfriSenti) 5984 1497 1999 NO 7 10000 1728 1999
NER 1750 500 250 NO 9 10000 500 250
News Title Generation - - - Yes 10 10000 5078 5078
Poem Generation - Yes 3 3885 69 70
Poem Completion - Yes 7 3885 69 70
Religious Lyrics Generation - Yes 3 4929 188 206
Religious Lyrics Completion - Yes 4 10000 1497 1728
Story generation - Yes 10 1665 24 25
Spelling Correction - Yes (modified) 9 10000 1438 1438
Non religious music Lyrics Generation - Yes 4 148 5 5
Non religious music Lyrics Completion - Yes 7 259 5 5
Total 122,637 14,911 15,011

Table 1: Dataset used for preparing instruction fine-tuning data. Is new = new custom dataset. Details of each data
source are explained in Section 3. Figure 1 shows how a dataset is converted to instruction data using our Data

processing Pipeline.

new datasets by tweaking existing datasets. Finally,
we included an instruction-tuning dataset converted
into Amharic language using machine translation
systems. Table 1 shows a detailed distribution of
instruction task data.

3.1 Instruction dataset from existing datasets

We have used several existing datasets to create
an instruction dataset from an existing one. The
production of these datasets includes web scraping,
human labeling, and verification. By collecting
and using this dataset for instruction, we ensure the
quality of our instruction dataset. The other benefit
of working with these datasets is that we ensure
similar prompts across all our models for testing,
which eliminates prompt-related performance vari-
ance that is usually reported while evaluating the
performance of this dataset in generative LLMs.

For sentiment analysis data, we used AfriSenti
(Muhammad et al., 2023), a sentiment analysis
benchmark dataset for 14 African languages where
Ambharic is among the ones. The dataset is labeled
with three sentiment classes: positive, negative, and
neutral. The number of train, test, and val sets are
shown in Table 1. We used the Amharic version of
the classes for the test cases, and tests were done
to check if the model gives one of the sentiment
classes during generation.

We also worked with MasakhaNews (Adelani
et al., 2023), a benchmark dataset for news topic
classification covering 16 languages widely spoken
in Africa. It provides an evaluation of baseline
models from classical machine learning models
and fine-tunes several language models.

To test if our model has the ability to identify
names from sentences, we modified MasakhaNER
(Adelani et al., 2021), which is a dataset for named
entity recognition (NER) in ten African languages.
We created questions to extract only personal
names for this work, and we plan to include more
in our future works.

AmharicQA (Abedissa et al., 2023) is a publicly
available Amharic open-ended question-answering
dataset. It is a crowdsourced 2,628 question-answer
pairs over 378 Wikipedia articles. These question-
answer pairs are supplemented with context that
the language model can use to answer the questions.
We have also used this dataset to evaluate our mod-
els by converting it into an instruction dataset.

For tasks like Amharic text summarization, we
used XL-Sum (Hasan et al., 2021), a comprehen-
sive and diverse dataset comprising 1M annotated
article-summary pairs. The dataset covers 44 lan-
guages, ranging from low to high-resource ones.
We utilized the Amharic portion of the dataset in
two ways. First, we took the text and prepared
an instructional dataset to test our model’s abil-
ity to summarize the text. We also created a text
expansion task where our model takes the shorter
sentence and produces a detailed explanation of the
text, the inverse of the text summarization task.

Finally, we used the dataset by Barrault et al.
(2019); NLLB Team et al. (2022) to prepare train-
ing, validation, and testing for machine transla-
tion. Our training dataset is from WMT19 (Bar-
rault et al., 2019), and validation and testing are
from (NLLB Team et al., 2022).

The Amharic spell correction dataset is designed
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Figure 1: Data processing Pipeline. The pipeline creates instruction data from existing task datasets, and from
generative datasets, we collected. All instructions, input, and output are in Amharic except for the MT case, as
shown in the picture. The data source will not be used during training.

to assess the effectiveness of models in correcting
Ambharic spelling errors, covering common mis-
spellings to advance NLP tools for the language.
We leveraged Amharic BBC news texts from XL-
Sum (Hasan et al., 2021) for this task. We also
leveraged the text augmentation library nlpaug (Ma,
2019). We introduced some random character aug-
mentations, including insertion, substitution, swap-
ping, deletion, and word cropping. This augmen-
tation is done randomly and applied to part of the
dataset.

After preparing each dataset, we found that the
machine translation dataset we have was signifi-
cantly larger than the other tasks, so we set a max-
imum threshold of 10k instructions randomly for
the training split of each dataset. For validation and
testing, we only used one template per task, and we
did not expand the data sizes. More dataset exam-
ples and explanations are found in the Appendix
B.

3.2 New Custom Datasets

Most of the task datasets we prepared in Section 3.1
did not focus on generation tasks. Generation tasks
are less explored for low-resource languages like
Ambharic, so we created original datasets collected
from publicly available sources.

In Ambharic, music, stories, and poems represent
fascinating cultural artifacts. We have created three
new datasets to facilitate the training and evalu-
ation of models’ capabilities in processing these
tasks. The first track we considered is religious mu-
sic lyrics generation. We included several types of

music lyrics in this dataset. We collected the above
2k Ambharic spiritual song lyrics from WikiMez-
mur?. Despite the popularity of non-religious mu-
sic in Ethiopia, finding a freely available source to
include this in our data was difficult; hence, our
non-religious music data was smaller than the oth-
ers. To expand this dataset, we split the lyrics into
verses and created a new completion task where
the input is the first verse and the output is the
remaining whole verse.

To understand the story generation abilities of
different models, we created a dataset for Ethiopian
folktales: We collected several Ethiopian folk-
tales from EthopianFolkTales. These stories are
collected from all Ethiopian regions. Given that
the dataset comprises traditional Ethiopian stories,
there is no copyright restriction on them, and our
usage is only for research purposes. We also col-
lected Amharic poem from several public telegram
channels.

For news title generation, we collected 50k news
title and body pairs from different Amharic news
sources such as BBC News*, Deutsche Welle (DW)
news’, Sheger FM®, Addis Admass Newspaper’,
and VOA Ambharic®. To save GPT-4 credits, we did
our testing only on the first 1300 items of this data.

2https:
3https:
4https:
‘https:
6https:
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dhttps:

//wikimezmur.org/am
//www.ethiopianfolktales.com/am
//www.bbc.com/amharic
//www.dw.com/am
//www.shegerfm.com/
//www.addisadmassnews.com/
//amharic.voanews.com
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3.3 Translated instruction fine-tuning dataset

During LLAMA model self-instructed fine-tuning
(Touvron et al., 2023), instruction datasets like Al-
paca (Taori et al., 2023) and dolly (Conover et al.,
2023) have been widely used. In the work Anders-
land (2024), machine translation systems were used
to translate these datasets into Amharic instruction
fine-tuning data. This method is used by most pa-
pers that try to adopt LLAMA models for their lan-
guage, like (Cui et al., 2023). For Ambharic versions
of alpaca and dolly datasets, we used datasets used
by LLAMA-2-Ambharic (Andersland, 2024) train-
ing. We explored the effect of training a model by
using only our relatively clean and human-verified
data alone and in combination with this machine
translation data.

4 Experiments

We followed Chinese LLAMA (Cui et al., 2023) ex-
periments to perform supervised fine-tuning (SFT)
on our dataset using different types of the dataset
we created. Figure 2 shows the full training
pipeline that summarizes the overall experiment
steps we followed. We used codes available on
the Chinese-LLAMA-Alpaca’ repository. We used
4 A100 GPUs with the default parameters in the
repository. All training is done for three epochs.
All models and evaluation codes will be avail-
able in our repository. For the MT task, we also
worked on M2M100 (Fan et al., 2021) and NLLB
(NLLB Team et al., 2022) models.

During the evaluation of the models, we used
gpt—-4-0613 for GPT-4. For our LLAMA-based
models, we used fixed generation parameters across
the models. We also evaluated various models
that purportedly support this language but excluded
them due to their inability to perform the required
tasks. This is further discussed in Appendix A.

Our main experiment includes:

* Evaluating existing models on our dataset.

* Fine-tuning the model using a dataset de-
tailed in Table 1, referred to as Walia
(task data). Unlike the approach taken in
the LLAMA-2-Amharic model (Andersland,
2024), this experiment did not incorporate
machine-translated instructional data.

* Fine-tuning the model using Walia (com-
bined data), which consists of our prepared

*https://github.com/ymcui/
Chinese-LLaMA-Alpaca

dataset along with the machine-translated
instructional data previously utilized in
the LLAMA-2-Amharic model (Andersland,
2024).

* Fine-tuning Walia MT, the MT model we
trained to perform the machine translation task
in our dataset. In this experiment, we used
only MT datasets from Table 1 and scaled
them to 200k data rather than 20k as shown in
the table.

» Exploring the effect of prompts in existing
and available models for Amharic tasks. Ad-
ditionally, how code mixing affects the perfor-
mance of models. This include experiments
discussed in 4.3.

4.1 Datasets

The first set of experiments we conducted involved
evaluating the base LLAMA-2-Amharic model
(Wei et al., 2022) on our custom test set, which
was created from different NLP task datasets. This
will provide us with a baseline performance for
Ambharic tasks. The next set of experiments used
different NLP task datasets that were converted
into an instruction dataset by our data generation
pipeline. We used LLAMA-2-Amharic model (An-
dersland, 2024), which is pre-trained using the
LLAMA-2 model for the Amharic language and
performed supervised instruction fine-tuning on
the task datasets. This ensures our model only
has access to quality datasets that were adopted
from verified NLP tasks. Finally, we combined
our instruction dataset with the machine-translated
instruction datasets. In the different datasets above,
we have capped our training dataset to a maximum
of 10k data from individual tasks, as shown in Ta-
ble 1. We kept fixed instruction and data frequency
in our validation and test set to avoid any perfor-
mance variation because of instruction differences.
For machine translation experiments, we created
additional data that contains 200k data points from
Barrault et al. (2019) and NLLB Team et al. (2022).

4.2 Evaluation Metrics

For selected NLP tasks in this paper, we used dif-
ferent evaluation metrics. For sentiment analysis
and news classification tasks, we have used the
weighted f1 score. For these classification tasks,
we also keep track of the number of times the model
returns output that cannot be classified as one of
the classes.
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Figure 2: Full training pipeline that summarizes the work done.

For generation tasks, we used Rogue (Lin, 2004)
scores. We used Rogue scores to evaluate xim-
summarization, reverse summarization, and Amhar-
icQA tasks. We reported Roguel, Rogue2, and
RugueL metrics for generation tasks, but we heav-
ily rely on RogueL for analysis since it focuses
on the longest common subsequence rather than
n-grams. We observed that most of our genera-
tion outputs do not share common n-grams when
n is greater than 2, and the generations from sys-
tems like GPT-4 tend to be longer where the n-
gram comparison methods express the results less.
Additionally, we used word-based evaluation met-
rics, SacreBLEU (Post, 2018) and character-based
evaluation metrics, chrF++ (Popovié, 2017) auto-
matic evaluation metrics for MT tasks. We added
character-based metrics (chrf++) because, for low-
resource languages with complex morphologies,
chrF++ offers a more robust and adaptable metric
compared to word-based metrics like SacreBLEU.

Finally, we performed human evaluation for gen-
erative tasks such as music, poetry, and story gen-
eration. We sampled 120 individual items and con-
ducted blind reviews using three people for each
question. We created a rating system from 1 to 5
with detailed instructions and reported the average
rating per task and model.

We did several evaluations for some tasks that
were hard to evaluate, e.g., we used accuracy
and SacreBLEU scores as evaluation metrics for
AmbharicQA following the suggestion by Abedissa
et al. (2023); Lee et al. (2021). For tasks that re-
quire specific text output, we performed character
normalization and text cleaning on the outputs be-
fore evaluation to avoid analysis because of typos
and formatting issues.

In addition to the evaluation methods mentioned

above, we explored the possibility of using GPT-4
for evaluation purposes, following the work from
the Chinese LLAMA (Cui et al., 2023). Our assess-
ment covered various generation tasks, showing
that GPT-4 performs well in most areas. However,
it shows inconsistency in scoring due to differences
in the rating scale it assigns during each run. In
addition, it struggles with evaluating poem and mu-
sic generation tasks, as it does not fully understand
Ambharic poetic structure. Additionally, it encoun-
ters some challenges in evaluating machine transla-
tion, often missing grammatical details in Amharic
sentences. Despite these limitations, GPT-4 has the
potential for evaluating tasks if it is coupled with
manual checks to ensure consistency. We expect
similar difficulties in other low-resource languages
based on our preliminary findings. While we did
not include GPT-4 scores in our current reports due
to time and cost constraints, we plan to include
them in future research.
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Figure 3: Generation scores: weighted f1 scores for
AfriSenti and MasakhaNews (left) and SacreBLEU
score for Amharic QA (right)

4.3 Prompt based experiments

Throughout our investigation, we observed using
only one instruction for a task introduces a high
dependency on the prompt, leading to prompt over-
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fitting. In this case, models fail to do tasks like
sentiment classification when presented with differ-
ent instruction prompts. To deal with this problem,
we worked on manually produced templates for
each task as shown in Table 1.

Additionally, we experimented with the
prompt header part of the dataset shown in
1. The prompt header is additional English
text stating, "Below is an instruction
that describes a task.
a response that appropriately
completes the request.". Introducing
this in models like GPT-4 yielded a significant
reduction in classifiable outputs, which highlights
the effectiveness of incorporating clear English
instructions to steer the model toward the desired
outcome.

Write

Tasks GPT-4 LLAMA-2-Am Walia I Walia IT
Text summarization 3.34 0.62 1.13 0.80
Text expansion 3.10 322 2.05 2.82
Ambharic QA 28.23 2.83 5.37 6.25

Table 2: I = Walia (task data), II = Walia (combined
data). ROUGEL scores for text summarization, Text
expansion and Amharic QA.

5 Results

Below, we discuss the performance of each model
we tested by task type and evaluation strategy.

5.1 Classification Results

For classification tasks, we used two metrics. Our
models improve LLAMA-2-Ambharic scores as
shown in AfriSenti, MasakhaNews, and QA tasks
in Figure 3. The other metrics we reported measure
how many times the model returns one of the cat-
egories. For the AfriSenti classification task, 759
and 52 out of 1999 test data are not in any of the
three classes for LLAMA-2-Ambharic and GPT-4,

respectively. Our models reduce these unusable
results and do not produce unusable outputs. For
MasakhaNews 248, 136, 106, and 3, results are un-
usable for LLAMA-2-Ambharic, Walia (task data),
Walia (combined data), and GPT-4, respectively. In
MasakhaNews case, GPT-4 tends to take the lead
in producing reasonable outputs.

Tasks GPT-4 LLAMA-2-Am Walia I Walia IT
Story generation 2.93 1.00 3.60 1.73
Poem completion 2.53 1.46 1.73 226
Poem generation 2.13 1.00 246 2.00
Religious Lyrics Gen. 2.86 1.46 1.60 1.46
Religious Lyrics Compl. 3.60 1.40 213 1.93
Non religious Lyrics Gen. 3.53 1.00 1.60 2.06

Table 3: I = Walia (task data), II = Walia (combined
data). Average blind human evaluation out of 5, for
three people in each task. (1) empty or non Ambharic text.
(2) not written in task format. (3) written in task format
but no consistent idea and spelling errors. (4) looks
like that specific generation task but has spelling and
grammar errors. (5) this looks like a perfect generation
of the task. Underlined text indicates cases where we
see improvement compared to LLAMA-2-Ambharic.

5.2 Generation Results

As explained in Section 4.2, we focus on RogueL
metrics for our analysis. Across text summarization
and AmharicQA, GPT-4 takes the lead, showing the
model’s generation ability is very high. We were
able to improve the LLAMA-2-Amharic model’s
ability for this task using our data, as shown in
Table 2.

We conducted a human evaluation for the mod-
els that do not have fixed gold labels, as shown in
Table 3. Table 3 result shows that the generation
ability of LLLAMA-2-Ambharic can be enhanced by
adding generation-specific datasets. Walia lacks an
understanding of the specific formatting of texts be-
cause of the limitations in our pre-processing. How-
ever, it shows significant improvement where the
LLAMA-2-Ambharic fails to understand the query.



5.3 Machine Translation (MT)

For the MT task we evaluated two open-source
sequence-to-sequence models (M2M100 (Fan et al.,
2021) and NLLB (NLLB Team et al., 2022)), GPT-
4, LLAMA-2-Ambharic, and our models. Figure
4 shows SacreBLEU and chrF++ results for the
above MT models. As shown in the figure, from
MT models, GPT-4 showed better results than the
other models when using English as the target lan-
guage. However, our models showed results com-
parable to the NLLB and m2m100 models and
outperformed the LLAMA-2-Amharic model for
the Amharic-English translation. For the English-
Ambharic translation, the NLLB model outper-
formed the others in the SacreBLEU score, while
our models showed comparable results and outper-
formed GPT-4, LLAMA-2-Ambharic and m2m100
models in this translation direction. In our MT eval-
uation, we noticed irregularities between the results
of the two evaluation metrics. Since SacreBLEU
is a word-based metric, the results show that the
scores are too low. This shows that using only au-
tomatic evaluation metrics makes interpreting and
generalizing the results hard. We will add metrics
like human evaluation to evaluate MT results in the
future.

6 Conclusion and Future Works

In this work, we created Amharic instruction fine-
tuning dataset, evaluated the performance of exist-
ing and our fine-tuned models in the new dataset,
and explored the effect of carefully curated datasets
on the models’ performance. We observed a possi-
bility of reusing task-specific datasets to improve
the generation and task performance of the existing
LLAMA-2-Ambharic model.

Our data generation pipeline that generates in-
struction datasets from task datasets can be used
for the generation of similar datasets for other
languages given template instructions. We are
working on this kind of dataset for all languages
included in MasakaNER (Adelani et al., 2021),
MasakhaNews (Adelani et al., 2023), AfriSenti
(Muhammad et al., 2023) and more to improve
multilingual LLAMA models. We plan to open-
source the instruction datasets with the generation
code.

Moving forward, we aim to improve both the
quality and volume of the data utilized. Task-
specific dataset creations are meant to complement,
not replace, language-specific instruction dataset

creations, and we plan to work on creating quality
instruction datasets in addition to using existing
task datasets. We also plan to explore the relevance
of using LLMs for evaluation in low-resource lan-
guages like Amharic and incorporate LLMs to eval-
uate our LLMs.

7 Limitations

One limitation we observed in our work is the lack
of reliable generation metrics for our tasks. The
models tend to generate wordy and explained out-
puts despite our attempts to design the instruction
template specifically. As a solution, we used sev-
eral metrics that can express one task’s ability and
reported the best-suited one.

In our current evaluation of all the models, we
observed significant limitations while preforming
the spell correction and NER tasks. For Amharic
spell correction all four generation models, includ-
ing GPT-4, try to generate other things related to
the text, and the word error rate for all of them is
close to 99%.

We have yet to explore the effect of using
machine-translated instruction datasets for building
language-specific LLMs with regard to introducing
cultural bias.
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A Experimental details

We adopted our LLAMA-2 instruction tuning experimental code from Chinese-LLAMA-Alpaca'® reposi-
tory by (Cui et al., 2023). we performed our instruction frinetuning for three epochs on 4 A100 GPUs
using the parameters in Table 4. In the generation phase, we used parameters in Table 5 for all models
except GPT-4.

Parameter Value Parameter Value
epoch 3 seed 42
Ir le-4 do_sample True
lora_rank 8 min_length None
lora_alpha 32 top_p 1.0
lora_dropout 0.05 temperature 1.0
per_device_train_batch_size 1 top_k 5
per_device_eval_batch_size 1 repetition_penalty 5.0
gradient_accumulation_steps 8 length_penalty 1

Table 4: Training Parameters Table 5: Configuration settings for token generation.

B Dataset details

Figure 5 shows how we repurposed existing sentiment analysis data to convert it into an instruction dataset.
We utilized a task template selected at random from our collection. The number of templates collected
for each task is shown in the table. The reason for keeping the prompt header in the English language is
discussed in Section 4.3.

To avoid instruction overfitting, as discussed in Section 4.3, we collected a variety of instructions, like
the example shown in Figure 6. The example displays different instructions that can be paired with a
machine translation dataset to create a machine translation instruction dataset. This step is repeated for all
tasks, including tasks like poem generation, which we created by collecting from different websites.

Due to the difficulty we faced in evaluating generation tasks, we employed human evaluation. Figure 7
shows how evaluators scored each generation output for the case of the story generation task.

{
‘instruction': '€UTY &'ch-& "hPYF R "hivd B @LIC "TANHE" NOTAT 60T AT,
input’ "hivt YA hmoPoed 200 +h+ad 176% hadhal,

Text label loutput’: 7AA+E",
- ‘prompt_header". 'Below is an instruction that describes a task, paired with an
hit ¢mA hmoPeod $29° +0+a 1767 haFal- neutral input that provides further context. Write a response that

appropriately completes the request.’,
‘datasource’: ‘afrisent’

Figure 5: Example data output from our dataset creation pipeline. 1

C Result details

In Table 6, we present detailed scores for text summarizing, text expansion, and Amharic QA. The choice
of the right parameter needs further exploration but RogueL is a good metrics to show improvement
because it doesn’t depend on specific n-gram similarities.

In Figure 8 we demonstrate that even if the model’s output is not an exact match, we have created a
pipeline to verify and identify the correct output from the generated sequence. We limit our-self to GPT-4
as an external model because it’s not explored in other well-known models. Additionally, we reveal that
the mala-500 (Lin et al., 2024) model produces unrelated outputs, which merits deeper examination.

Yhttps://github.com/ymcui/Chinese-LLaMA-Alpaca
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ID |Instruction templates

Rt+Amo-T FUE h {source_language} €& @ {target_language} & +(7°9°::

1| {Transiate the writing given in {source_language) into {target language} text )

L+AmorT §{source_language} h{ &+ 17C @4, {target_language} +(7I™

2|({Translate {source_language)} sentance to {target_languags} sentence)

21 % {source_language} 8L-& ({target_language} h1%+ A9& LFAA

3|(This is {source_language} sentence , How can it be written in {target_language})

Figure 6: Example templates for machine translation task with English translation. By using random instructions
for tasks, we ensure that the model does not fit the specific instructions for tasks.

Story Generation

instruction = £+ 1703

1. Empty text or not Amharic text

2. Texts not written in the way of story telling / doesnt make sense

3. The generated story mixes different ideas and spelling error,

4. The text looks a story, starts by the way of telling a story but has spelling error.
5. This looks perfect

I ©ch 2ccount )

E3 Not shared

A% TH NRTE AR RORTC DN UNFI° A 1NC: &Y Ao- 993N AD-
AP WIS VG0 RORIANL - +TNC WET Fob: A% 1 A% @M AhSA
HaAme@- 9Ot 3994 T 9% haR.oo+ T+ ZI°C hECATP: #P A= "GP
HZ, 9°PCH ha71NCYIP? hah P97 84+ WU SA haH™ Uit b1t
LPMAAY? MY ZH AF @b @~ 26A72U7" N.A NOFAY -+ 0000 G- -3
MhAHE &7 AR APT ANEN LFA YNCE A0S A172U 0% & HovAnd
AP hAt ANt 74 NN PO hNLE- Aoo{ldd hb MR hooleL i:x
17C 7 Nk @mi- §09MF - - N+ Foedd A ho-g 9807000
‘ool Yo hd: ATT - A 790 "OCH QOA@T A (1+end7L9°
MG 7 "oo{1bA L7574 UAL T ATI LS NAL®- 7 SHANT oo+
L@AZA" hA:: SA®- Uy g0 A-: "hE A hEFAIP" Q00 +C 7oy LA
A @M+ AGPLS T hATFAT o034 AGPANT RUT hard 1NC: INAM
MA@ A= FAL NPYNE IOCT N1 4.4 @A 170 b7t o0 ooRS AL
L0 hoo@R09t R YN0 RCH: "ACA-NH 2H N 1NCE A13E o0
ROVIZ0Y 170 ALKT® hAFAT™ A A7 Ndetr AL HTTed A Z LA

O
[OF:
[@)K]
Qa
O s

Figure 7: Form used for human annotation with labeling instruction. We see in the figure how one question of the
sample story generation task is being validated.

Tasks GPT-4 LLaMA-2-Amharic Walia (Task data) Walia (combined data)
Text summarization 3.41/0.11/3.34 0.61/0.00/0.62 1.12/0.00/1.13 0.78/0.00/0.80
Text expansion 3.11/0.11/3.10 3.35/0.02/3.22 2.14/0.02/2.05 2.89/0.10/2.82
Amharic QA 28.22/8.00/28.23 2.83/0.66/2.83 5.36/0.67/5.37 6.34/1.56/6.25

Table 6: Roguel/Rogue2/RogueL scores for text summarization, Text expansion and AmharicQA



instructions

input
output
prompt_header

GPT-4 output
llama-2-ambharic output
‘Walia (combined data) output
‘Walia (task data) output

mala-500 output

output analysis

M@ & che& A8t IO heY T 12
"hP1F R "hird B LI "IAATT " /974
goATE NP

@user NC A 9°NJT AGATYT &M LUT'
hPFE

Below is an instruction that describes a task, paired
with an input that provides further context. Write a
response that appropriately completes the request.

2V tAMa- B & 0913 E h0+3ST 1o correct

R WPYFE aodhht SNtAdG-A: correct
hP+P correct
hP+e correct

(Ammohay) \'amha-r\', ammoroy\": «assistent» - used

for both males & females; e., "\'amma roo(/

father)-asstant or helper... more » Less * new window

-- edit translation-- disclaimers * This dictionary

does not contain any content that falls into these

categoriesmore about this | how do I know which

category my entry belongsless About - Contact Us

All'y incorrect

instructions

input
output
prompt_header

GPT-4 output
llama-2-amharic output
Walia (combined data) output
Walia (task data) output

mala-500 output

output analysis
Mmoo & & h0+8%F 9O he it Yo-?
"hWPYFR "hir R 0290 "TANTE" 904
GPATY NP
@user @user AP hl L+ Lmioo
hir:®

Below is an instruction that describes a task, paired
with an input that provides further context. Write a
response that appropriately completes the request.

hPIF e incorrect
A 0 pAch! incorrect
mats incorrect
nats incorrect

\'[Ancient Greek word for slave][1]] (or servant) or

helper; used when there are many servants who assist

their lord/lady of higher rank.[]. For example

Assistent Ministers can be appointed by minister-of

more senior ranks but not yet Prime minster himself

They could also work at lower level positions like

Manager /ator etc... In this context its meaning has

evolved into one that means helping people out

especially those less fortunate than' incorrect

Figure 8: Example of analysis we did on the model outputs.
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