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We observe that the energy and the enthalpy densities can be smeared by two fudge factors
that are constrained by the contracted Bianchi identities. Depending on the analytic proper-
ties of the smearing functions the underlying cosmological solutions belong to two physically
different classes, namely the bounces of the scale factor and the curvature bounces. While
the curvature bounces are naturally compatible with a stage of accelerated expansion, the
bounces of the scale factor demand an early phase of accelerated contraction even if a short
inflationary stage may arise prior to the decelerated regime. Despite the regularity of the under-
lying solutions, gradient instabilities and singularities do occasionally appear in the evolution
of curvature inhomogeneities. After deducing the specific criteria behind these occurrences,
the background-independent conclusions are corroborated by a series of concrete examples
associated with different forms of the smearing functions. The evolution of the curvature in-
homogeneities restricts the ranges of the solutions that turn out to be unsuitable even for
a limited description of the pre-inflationary initial data. The same observation holds in the
case of the gauge-invariant evolution of the matter density contrast. It is however not excluded
that a class of scenarios (mainly associated with the curvature bounces) could indeed avoid the
potential instabilities. All in all the present analysis explore a general approach whose results
are relevant in all the contexts where bouncing solutions are invoked either as complementary

or as alternative to the conventional inflationary scenarios.
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1 Formulation of the problem

In the last score year the upper limits on the tensor to scalar ratio (rr in what follows) became
progressively more stringent: from the first few WMAP data releases [I}, B, [4] the allowed rr
experienced a steady reduction so that the direct bounds now require that r7 < 6(1072) [5, [6]
at a typical pivot scale k, = 0.002 Mpc ™. Even if the current bounds on rp restrict the classes
of the allowed potentials, the conventional inflationary scenarios 7,8, 9l [10] (see also [I1]) seem
still consistent with the so-called adiabatic paradigm [12] 3] where a single adiabatic mode
dominates the initial conditions of the temperature and polarization anisotropies of the cosmic
microwave background. While a plausible class of models involves the so-called plateau-like
potentials [7] (see also [14} [15]), the resulting scenarios must always be appropriately fine-tuned.
To some the nature of these tunings appears controversial since inflation is supposed to produce
the observable Universe from a generic set of initial data and this means that, for sufficiently
large length-scales (e.g. £ > 10°/¢p) before the onset of the inflationary stage, the potential and
the kinetic energies of the inflaton should be comparable (say, within one order of magnitude)
with the contributions of the spatial gradients and of the intrinsic curvature. Whenever the
(approximate) equipartition between the different components is violated, the potential at the
onset of inflation might undershoot the other components of the pre-inflationary plasma. If not
adequately tuned, the intrinsic curvature (or the kinetic energy) might dominate the evolution
prior to the dominance of the potential; the Universe may then get inhomogeneous (or simply
decelerated) prior to the onset of the inflationary stage of expansionﬂ

According to current data the energy density associated with plateau-like potentials prior
to the onset of inflation should be smaller than 107'? in Planckian units [I8]. To be fair the
possibility of a negligible tensor to scalar ratio (i.e. rr < 1) can also be realized when the
spectrum of the relic gravitons is strongly peaked at high-frequencies [19] so that the low-
frequency gravitons remain invisible in the aHz region but are still potentially detectable at
much higher frequencies. In this framework r7 could be as small as ©(1077) in the aHz region
but still potentially detectable in the MHz range [19] (see also [20]). Along a complementary
perspective it has been argued that for hilltop potentials ry can be arbitrarily reduced [21] so
that models with parametrically small 7 can be constructed in specific situations [22]. These
examples may arise in certain classes of fast-roll potentials (see, for instance, [23] 24], 25]).

A less conservative option leading to a sharp suppression of r1 involves bouncing models
that may lead to rr < 0©(1072) over large distance scales [26] corresponding to typical fre-

2While this viewpoint can be quantitatively scrutinized by following the evolution of the spatial gradients
during the preinflationary phase [16] [I7, (18], a satisfactory theory of the initial conditions should probably
account for the current expanding stage of the Universe from a reasonably generic set of initial data, as
repeatedly propounded, for instance, in Refs. [I4] [15]. If this does not happen, inflation should be primarily

regarded as a model of the spectral indices rather than a theory of the initial data.



quencies of the order of 3 aHz (recall 1aHz = 107'®Hz). These scenarios have been intensively
investigated in the last thirty years with various independent motivations ranging from string
inspired models to different classes of models concocted in the framework of effective theories
(see, e.g. [27, 28 29, 32]). A stage of accelerated contraction goes back to the pioneering
ideas of Tolman and Lemaitre [33] [34] even if both in these initial attempts and in some of
the subsequent developments [35], [36], [37] the spatial (intrinsic) curvature played a crucial role.
However both a stage of accelerated contraction as well as a phase of accelerated expansion
may dilute the spatial gradients and suppress the spatial curvature [27, 28] 29, B0, 31, 32] and,
for this reason, a bouncing stage is either propounded as a viable alternative to a stage of
accelerated expansion or as an early-time completion of a conventional inflationary scenario.
On a more physical ground, in what follows we shall often refer to the distinction between
the bounces of the scale factor and the curvature bounces. The extrinsic (Hubble) curvature
locally vanishes for the bounces of the scale factor while in the case of the curvature bounces
it is the time derivative of the Hubble rate that goes to zero. Both possibilities will then be
considered here in the case of vanishing intrinsic (spatial) curvature which is always dynamically
suppressed in both situations. Let us then start from the standard form of the gravity action

supplemented by the matter sources in four-dimensional space timeﬂ:

1

Stot = —@

/d4xw/_—gR+Sm, lp =31 G =1/Mp, (1.1)
where g denotes the determinant of the four-dimensional metric, /p = V87 G and R is the
Ricci scalar. In Eq. (1.1 S, indicates the matter action that can assume different forms; to
illustrate the idea pursued here we therefore consider, for the sake of concreteness, the case of
a perfect irrotational fluid where the corresponding energy-momentum tensor can be written

as:
{NV = _(p + p) ‘q)u’/ +p 5MV7 (12)
where p denotes throughout the energy density while (p + p) is the enthalpy density. Further-

more we recall that & is the standard covariant projector obeying:
‘@MV = (5MV B uﬂuy)7 Uy P = 07 g;w P = 3. (13)

From Eqs. (1.2)-(1.3) the explicit forms of the energy density and of the pressure follow
by projecting #*” along u, u, and along %,,. The standard form of Eq. (1.2)) can always be
associated with a modified energy-momentum tensor involving two different smearing functions

associated, respectively, with the energy and with the enthalpy densities:

Z,/(p,p) = T (psp) = —=(p+p)alp) P +pfp)d, (1.4)

3For the sake of accuracy we mention that the signature of the metric is mostly minus (i.e. [+, —, —, —]);

the Greek indices are four-dimensional while Latin (lowercase) indices are purely spatial.



While more general possibilites can be imagined, in Eq. q(p) and f(p) correspond to
the two fudge factors that solely depend upon the energy density of the matter fields. With
equivalent terminology ¢(p) and f(p) are two appropriate smearing functions whose properties,
as we shall see in section [2], are constrained by the contracted Bianchi identities. The smearing
functions determine not only the features of the bouncing solutions but also the evolution and
the potential singularities of the curvature inhomogeneities.

All in all the layout of this paper is, in short, the following. In section |2 the general as-
pects on the parametrization introduced in Eq. are scrutinized with particular attention
to the relevant constraints implied by the covariant conservation of the transformed energy-
momentum tensor. The cases that are compatible with the isotropy of the background are
preferentially analyzed and, for this reason, the )/ will either be associated with a perfect irro-
tational fluid or with a single scalar field; towards the end of section [2[ some possible extensions
involving the viscous fluids will be outlined. The evolution of the curvature inhomogeneities
in the presence of a bouncing dynamics is analyzed in section |3| without specifying the details
of the solutions. By using the physical properties of the smearing functions we shall be able
to deduce the general properties of the curvature inhomogeneities and the potential drawbacks
associated with their evolution. The results of section [3| are corroborated by a series of ex-
plicit examples that are discussed in section Section [5| contains our concluding remarks.
The relevant details associated with the evolution of the curvature inhomogeneities and with
the explicit forms of the pump fields in different time parametrizations have been relegated,
respectively, to appendices [A] and [B] In appendix [C] the interested reader may find a dedicated
discussion on the evolution of the gauge-invariant density contrast. As a general comment we
stress that the cases associated with the bounces of the scale factor and of the curvature have
been explicitly separated in dedicated subsections; this we did not for sake of pedantry but

just to keep separated, even formally, the different dynamical situations.

2 General constraints on the parametrization

2.1 Perfect irrotational fluids

When the energy-momentum tensor 7}, appearing in Eq. (|1.4)) is the source of the Einstein’s
equation it must be covariantly conserved because of the contracted Bianchi identities; in other

words we should have that
g =0T, vV, T" = 0. (2.1)

In general the covariant conservation of Eq. ({2.1)) does not constrain directly the two smearing

functions f(p) and ¢(p). However we may require that the transformation between ¢, and 7T,”



preserves the original form of the covariant conservation. In other words we shall impose that
V,T" = 0 implies the covariant conservation of Z*” and vice versa. With this requirement
q(p) and f(p) do affect the corresponding Einstein’s equations at the price of a specific relation
between the two smearing functions. The conditions coming from the covariant conservation
follow by projecting V,T"" along u, and in the orthogonal direction £,*. As far as the

projection along u, is concerned we obtain

u* Valp f(p)l +04(p) (p+p) =0, 0=V, u", (2.2)

where 6 now denotes, as indicated, the total expansion. Equation ({2.2)) implies that the covari-
ant conservation of T" reproduces exactly the condition derived from the energy-momentum
tensor of Eq. (1.2)) (i.e. uw, V, " = 0) provided

_of

q(p) =p 0pf(p) + flp), O, f= T (2.3)

Note that, in what follows, we shall often employ the notation 0, to indicate a derivation
with respect to the energy density. The projection of V, T"” = 0 along & gives instead the

following condition

(0 + P)alpu* Vyu® + 270" o () = (0 + )a(p)| = 0. (24

Therefore we have that the condition &%V, ## = 0 is reproduced provided

?pf(p) — 0+ plalp)] = —q(p)0"p. (2.5)

For a homogeneous background the only relevant condition is represented by Eq. (2.3). In the
case of perfect irrotational fluids the pressure and the energy density can be related via the
barotropic index w while the derivatives of the pressure and of the energy density define the

square of the (total) sound speed ¢ ,:

w=p/p, ¢, = Op/p. (26)

In terms of 2 , the fluctuations of the pressure can always be written as the sum of an adiabatic

term supplemented by the non-adiabatic contribution:
0sp = citdsp + OPnad, (2.7)

where dsp and 05 p denote the first-order (scalar) fluctuations of the energy density and of
the pressure while dp,.q accounts here for the non-adiabatic pressure fluctuations which are
typically vanishing in the case of the adiabatic paradigm [I2] [13]. The conditions (2.6)—(2.7)
become relevant for the evolution of the curvature inhomogeneities, as we are going to see in

section [3]



Before going to the case of scalar field matter we want to stress that the discussion of this
section does not specifically assume any range for w. It is however relevant to mention that,
in what follows, we shall assume explicitly or implicitly that 0 < w < 1. This choice implies,

in particular, that none of the energy conditions are violated in the case of the original fluid

appearing in Eq. (|1.2)).

2.2 The case of scalar field matter

The discussion of the perfect irrotational fluids can be complemented by the case of scalar field
matter where the role of the four-velocity is played by the covariant gradients of the scalar

field ¢; in this subsection we are going to use the following stenographic notation:
ut = Vi) \[(09)2, (09) = ¢°7 0t Dsp. (2.8)
The standard energy-momentum tensor associated with the scalar field ¢ is the given by
249 = 0,00, — g Bgaﬁaasoaﬁso — V(w)], (2.9)
and if we now use Eq. inside Eq. we obtain the scalar field analog of Eq.
1) = —(pg + Do) P + P G- (2.10)

When projected along P* and utu”, Eqs. (2.9)—(2.10) lead to the explicit forms of the

pressure and of the energy density:

1 1

Po = 3Pt = 59" 0uplp ~ V(p), (2.11)
1

pe = Wu Ly, =5 g 0upOsp + V(p). (2.12)

2
If we now follow the logic outlined in the perfect fluid case, the two smearing functions f(p,) and
q(p,) can be introduced in the same manner so that, ultimately, the total energy-momentum

tensor Tlgf) can be written as:

) = T = —(pp + pp)a(pe) Pov + o F(Po) Gy (2.13)

Once more the covariant conservation of Tﬁgf) now implies the condition

{f(p@) + psog]uwpw +04(pg)(pe + po) =0, (2.14)

where, as in Eq. (2.2)), 0 = V, u* is the total expansion. In analogy with the case of a perfect
relativistic fluid we can impose the same condition and, in this case, Eq. (2.14)) implies the

standard form of the Klein-Gordon equation:

0 ov
o)+ pege=do) = O[T+ T =0 @)
13



Note that Eqgs. (2.3) and (2.15]) illustrate in fact the same condition written, however, for two
physically different energy-momentum tensors. The analogies and the differences of the two
cases have a direct counterpart in the evolution of the curvature inhomogeneities discussed in

section [3]

2.3 Possible extensions

Several extensions of the procedure suggested in the previous subsections can be envisaged
both for isotropic and anisotropic backgrounds. We can note, for the sake of illustration, that
the underlying fluid does not need to be inviscid and, in particular, the energy-momentum
T,,, can be easily complemented by a viscous correction denoted hereunder by &,,,. The total
energy-momentum tensor will then be given by the usual inviscid contribution (containing the

two smearing functions) supplemented by the viscous correction 7,

T = —(p+ p) a(p) Pow + £ F(P) Gy + Ty (2.16)

As usual we may then parametrize the viscous contribution in terms of the first and second

viscosities so that 7, can be written as:
T =200 + & (Vau®) P, (2.17)

where 7 and ¢ are, by definition, the shear and bulk viscosity coefficients while ¢, denotes the

standard form of the shear tensor:

1 2
595;“96/3%5, Bag = Vatg + Vgtla = 2gagVytl'. (2.18)

It follows from Eqgs. (2.17)-(2.18) that the projection of I# along u, or u, is consistently
vanishing, ie. w, " = u, " = 0. We may finally introduce the diffusion current j*

O =

together with the dissipative contribution v,:
Jh =nu" + ", Vit =0. (2.19)

In the Landau-Lifshitz approach [38, B9] (which is the one followed her@ the pure thermal
conduction is related to an energy flux without particles (since, as already noted, v, T = 0).
With these caveats, from the covariant conservation of the total energy-momentum tensor we

obtain, as expected,

olp f(P)] u'V o+ 0(p+ p)alp) = £6° + 200, (2.20)

4For the sake of accuracy we mention that the Landau-Lifshitz frame is not the only one customarily adopted

for viscous fluids; in the Eckart approach (often employed in cosmology [40]) the u,, does not describe the energy

transport but rather the particle transport and it is fixed by requiring that w, j* = 0 while v, I *" # 0.

7



where 0% = o, 0", Provided the condition holds, the viscous corrections lead to the
same evolution of the entropy four-vector. Indeed, assuming for simplicity a vanishing chemical
potential, the fundamental thermodynamic identity is & =TS — pV (where V' is the volume,
S is the entropy and & is the internal energy). Thus the entropy density is, by definition
¢ = (p+p)T. If the fundamental thermodynamic identity is now combined with the first
principle of thermodynamics (i.e. d& = T ds — pdV') the gradients of the temperature and of
the pressure are related as ¢V, T = V,p; thanks to the latter relation, the covariant divergence

of the entropy four-vector ¢* = ¢ u* becomes

i 1 (0 £ n
Vst + qT{ap[pf(p)] ~a(p)} = S 2o (2.21)

From Eq. the entropy is conserved as long as £ — 0, n — 0 and provided the relation
between ¢(p) and f(p) is fixed as in Eq. (2.3). Moreover, in case Eq. would not be
imposed the second principle of thermodynamics would not be generally valid. In the presence
of a chemical potential p the fundamental thermodynamic identity and the first principle of
the thermodynamics are modified by the addition of u/N and pdN (where N denotes the
number of particles) at the right-hand side of the relations defining, respectively, & and d&.
As a consequence the gradient of the temperature and of the pressure are now related as
SV T — Vop +nVau = 0 where n now denotes the particle concentration. Using now Eq.

(2.19) (and in particular the condition coming from V,(nu* + v*) = 0) the generalization of

Eq. (2.21) becomes

“ 1o
V[ = G| + 5+ ol = at)} - que2 20 (2.22)

When Eq. (2.3) is enforced we obtain the standard result which however contains an explicit
dependence on ¢(p) in the viscous contribution. This means, as expected, that Eq. (2.22)
coincides with the standard result provided ¢(p) — 1.

3 Evolution of the curvature inhomogeneities

In the case of a perfect irrotational fluid the system of the Einstein’s equation supplemented

by the covariant conservation can be written in a Friedmann-Robertson-Walker metric:

w7 =0 f(p) (3.1)

70— =L (ot plalp) — . (3.2
) q(p)

i K &



where x denotes the spatial (intrinsic) curvature; the prime accounts for the derivation with
respect to the conformal time coordinate 7 and #Z = d’/a. As long as the condition is
imposed, Eq. reduces to p'+3% (p+p) = 0 and this means that the covariant conservation
keeps its original form even in the presence of smearing functions f(p) and ¢(p). Although
the condition (2.3) eliminates the smearing functions from Eq. , the Hubble rate and
its derivative are anyway affected by f(p) and ¢(p). The same observations hold, with some

technical differences, for the scalar field matter where, for in a homogenous background Egs.

E1) @12 read

90,2 90/2
Pe =53~ Vip), Pe =557 Vp). (3.4)

Thanks to Eq. (3.4) the scalar field version of Eqgs. (3.1)—(3.2)) now becomes

3° = a2€2P:0<p flpe) = 35, (3.5)
2 - ) = Lrglp,) 0 — 25 (36)

If the condition of Eq. (2.15) is enforced the covariant conservation and the Klein-Gordon

equations are equivalent and can be written, in the present case, as:
p,+3% (py+pe) =0 = O 2O +a* V., =0, Vo=—. (37

In the class of scenarios discussed here the intrinsic (spatial) curvature is suppressed prior to

bouncing regime; this means in practice that x/#? < 1 around the maximal curvature scale.

3.1 Practical gauge choices

Since the curvature inhomogeneities are invariant under infinitesimal coordinate transforma-
tions, their evolution can be notoriously deduced in any specific gauge (see, for instance,

[41], 42, [43]). In the present context a practical gauge choice is given by:
dsgoo = 2 a? 03 0s9i5 =0, dsgoi = _a2aiBa (3.8)

where, as in Eq. , ds denotes the first-order (scalar) fluctuation of the corresponding
quantity. The condition d5g;; = 0 completely fixes the gauge freedom; indeed, d5g;; can be
written, in four-dimensions, as d59;; = 2 a*(¢0;; — 9; 9;E). For infinitesimal coordinate shifts
transformations of the type 7 — 7 = 7 + € and 2 — T = 2% + ¢ the metric fluctuations

transform as:

V= =+ He, E—-FE=F—c¢, (3.9)

where €, = a®(eg, —0;€). Equation (3.9)) implies that if we start from a gauge where d,g;; # 0
(ie. ¥ # 0 and E # 0), we can always impose the coordinate system of Eq. (3.8 by



requiring € = E and #eg = —1). In the gauge (3.8) the curvature inhomogeneities on comoving
orthogonal hypersurfaces (see also Egs. (A.7)—(A.8) of appendix |A]) are then defined as

%2 H2
B = — - 3.10
%2 _ %/QS H ¢’ ( )
where the second equality follows from the standard connection between conformal and cosmic
time parametrizations. In what follows the evolution of # will be deduced in terms of the two

smearing functions f(p) and q(p).

3.2 Inhomogeneities of the fluid sources

In the case of the perfect irrotational fluids the scalar fluctuation of the energy-momentum

tensor of Eq. (1.4]) can be expressed, in a covariant form, as:

0T, = —[(6sp+dsp)a(p) + (p+ p) Opq 6sp) P
+ Ol f(P)osp 8 — (p+ p) alp) 0P, - (3.11)

Although we have that 0,2 = 0,0, u” +05u,u”, in the gaug of Eq. 1) 0P, = 5Sg>ij =0
whereas 6,2, = (p + p) q(p)ugd u; and similarly for §,%,". This observation implies that the

various components of o5 T," are:

LT = [16)+ 5 b (3.12)
0, T,7 = —[(6:p+ 0sp)q(p) + (p+ p) Dpq 55p] &

+ o)+ pgﬂ 5op 6 4117, (3.13)
ST0 = (p+ p)alp)u® dus (3.14)

In Eq. (3.13) we added, for the sake of completeness, the (traceless) anisotropic stress Hij )
Inserting Eq. (2.7) into Eq. (3.13) we obtain the following form of the spatial fluctuations
of the energy-momentum tensor where the non-adiabatic pressure fluctuations dp,,.q explicitly

appear:

dqg 0

8T = —{(E Do) + (0 +0) 5L = 510 F(0)]

} 55p + Q(p) 5pnad + Hlj (315)

The simplest way to derive the evolution of the curvature inhomogeneities of Eq. (3.10]) is
to start by partially decoupling the equations that involve ¢. Along this perspective the

®Note that, by definition, g, " u” = 1; this means that Ty = a while 7; = 0; in the gauge (3.8) dsuo = a ¢
and du’ = —¢/a; this is why, ultimately, §,%,° = 5sgsij = 0.
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(0,0) component of perturbed Einstein’s equations follows from Eq. (3.12) and from the

corresponding fluctuation of the Einstein’s tensor reported in Eq. (A.1)):

(% a? of
2 dp

The spatial component of the perturbed Einstein’s equations imply a second independent

relation; in particular from Eqs. (3.13)) and (A.2]) we get:

—#V2B - 392 =

[f +p ] 0sp. (3.16)

;2{ [ o+ 2 ) — 27&4 V(B 1 2%B + ¢)}5ZJ

+a12820j [B’ +2% B+ cb} = 5?:{—[(5517 +0.0)a(p) + (p + p) 0pq 0ap] 6/

+ {f(ﬂ) + Pgﬂ 0up 8 + Hij}' (3.17)
If we now trace of both sides of Eq. we can immediately deduce

2 2
5a

5 {(5519 +dsp)q + [(p +p)0,q — ap(pf)] Ssp } (3.18)

where, for the sake of conciseness, we introduced the combination @ = (¢ + B’ + 2% B); for

1
(> + 29"+ H P + §V2@ =

the same reason we also wrote f = f(p) and ¢ = ¢(p) and suppressed the arguments since it
is clear that the smearing functions only depend upon the energy density. If we then subtract
Eq. from Eq. we obtain that the combination appearing inside the Laplacian at
the right hand side of Eq. differs from zero only in the presence of an anisotropic stress;
in other words from the traceless contributions to the spatial components of the perturbed

Einstein’s equations we can easily obtain
0;0°Q — ;VQ Qo = (% a*11;]. (3.19)
By now applying 9; 9" to both sides of Eq. we can finally deduce that
V4B +2%#B + ¢) = ‘;’@cﬂv?H, (3.20)

where IT is implicitly defined as V2IT = 9;0° TI/. Tt is useful to recall that in the gauge (3.8)
the Bardeen potentials [44] read ¥ = —# B and ® = ¢ + #Z B + B’. Since the anisotropic
stress is gauge-invariant because of the Stewart-Walker lemma [45], we also have that the
gauge-invariant expression of Eq. is, as expected, V*(® — ¥) = 12rGa*V?II. Similarly
the expression of the curvature inhomogeneities of Eq. can be easily expressed in terms

of the Bardeen potentials:

H(HD+ V)
X2 — :

If we now recall, as in the case of Eq. (3.20) the connection between the gauge-invariant

R=—-U— (3.21)

potentials (i.e. ® and V) and the gauge-dependent variables (i.e. ¢ and B) the expression
already mentioned in Eq. (3.10) can be easily reobtained from Eq. (3.21]).

11



3.3 Evolution of the curvature inhomogeneities

Equations (3.16) and (3.18]) can be decoupled in terms of ¢ and B: after eliminating the fluid
sources between the two equations we may trade ¢ for # according to Eq. (3.10). The final

result of this procedure becomesﬁ

g - ey VB (3.22)
T Bap+p)al) T |
H
T T (1) P &2

where cgf 7 is an effective sound speed that is related both to cit and to the smearing functions:

2

2 2\ Q(P)Cs,t q(p) B p p O,q
Ry s G R G

As stressed before, when Eq. (2.3)) is enforced ¢(p) = 9,[pf(p)] and the covariant conservation
remains unmodified in comparison with the case ¢(p) — 1 and f(p) — 1; with this choice Eq.

(3.24)) simplifies and becomes

Jq
o=, +(1+w <p> <), 3.25
If it ( ) q/) \dp ( )

where barotropic index w has been introduced. In the limit ¢(p) — 1 Eq. (3.25]) implies, as
expected, that ¢Z;; — ¢Z;; this is consistent with the standard result originally obtained in
Refs. [46, 47, [48]. Since one of the two Bardeen potentials is related to B as ¥ = —% B, Eq.

(3.22) can also be written as
x ch f V20
drGa*(p +p) q(p)

where we also traded ¢% for 87G. If the Laplacian at the right-hand side of Eq. (3.26))
are neglected the resulting equation accounts for the approximate evolution of the curvature

R = + Sa, (3.26)

inhomogeneities the large-scale limit. This is not what we are going to do since, as we shall
see, it is easier to discuss the general situation after by using the decoupled evolution for &%.

For this purpose we now introduce a background variable conventionally denoted by z:

4
2 _ @ q(p)(p+p)
x*c? ff ()
6In Eq. (3.22) S% depends on the non-adiabatic pressure fluctuations of the fluid and also on the total

anisotropic stress II. It is actually simpler to incorporate all the sources in a single notations. During an

(3.27)

inflationary or bouncing stage the anisotropic stress can be neglected especially for typical wavelengths larger
than the Hubble radius. Furthermore, as suggested earlier on in the introduction, we shall be mainly interested
in the situations that are, broadly speaking, compatible with the adiabatic paradigm [12| [13].

12



In terms of 22, Eq. (3.22)) can be rephrased in the following manner:

CL2

- —
# —Sa 4G 22

V2B. (3.28)

Now the strategy is very simple and can be summarized, in short, as follows. After taking
the derivative of both sides of Eq. (3.28)), there will appear terms proportional to V2B and
to V2B’; the new contributions can be eliminated in favour of & and %’ by using again Egs.

(3.20) and (3.28)). If we now apply the first step of the strategy we get:

2 1 /a?

RSl = (2 - 2%) R Sq) + —— ()VQB’. 3.29
* z ( ) + 4G\ 22 ( )
We can now eliminate the term containing V2B’ via Eq. (3.20]) but three new terms will appear:
one proportional to V2B (which can be eliminated with Eq. (3.28))), one proportional to ¢
(and hence to %, as dictated by Eq. (3.10)) and the last one containing the total anisotropic

stress. After some simple algebraic simplifications the final form of Eq. (3.29) becomes:

2! 2! 3at
R'+2=R — 2 VPR =8 +2=R + —1IL 3.30
-+ e Ceff R + > + 22 ( )
Equation (3.30) can then be analyzed in different situations but when the anisotropic stress
and the non-adiabatic pressure fluctuations are both vanishing (i.e. II — 0 and dp,aq — 0) we
have that & — 0 and all the terms at the right-hand side of Eq. (3.30) disappear:

/
R+ 2R — 2 NFR =0, (3.31)
z

Equation is relevant at early times and during a bouncing stage; furthermore it is also
the appropriate one in the absence of entropic fluctuations. This is actually the case broadly
compatible with the adiabatic paradigm [12} [13], as already mentioned earlier on. When ¢ — 1
and f — 1 Egs. and coincide with the normal modes of a gravitating, irrota-
tional and relativistic fluid derived in Ref. [46] (see also [47, 148]) even prior to formulation
of the inflationary paradigm. As already stressed above, the variable &% is gauge-invariant an
it coincide with the curvature perturbation on comoving orthogonal hypersurface (see, for in-
stance, [49,50]). Equation will now be analyzed in two general situations corresponding,
respectively, to the bounces of the scale factor and to the curvature bounces.

3.3.1 Bounces of the scale factor

As already stressed before in the introduction we shall generally consider two complementary
physical situations. When the extrinsic (Hubble) curvature locally vanishes we are in the
situation of the bounces of the scale factor where # — 0; in this case also f(p) must vanish

and therefore a particular form of f(p) pins down a specific class of solutions. In this section

13



we shall only assume that f(p) does vanish while in section 4| a number of explicit solutions
will be considered. The second complementary physical possibility is the one of the curvature
bounces where the Hubble rate does not vanish but its time derivative goes in fact to zero.
Both cases will now be analyzed in succession.

Let us then start with the bounces of the scale factor and, for this purpose, we can note
that a necessary condition for the bounce of the scale factor to occur is that f(p) vanishes for
some value of p (be it p;) so that, as implied by Eq. , also #? will vanish in the same
limit:

: . 2
phjg f(p) —0 = lim %° — 0. (3.32)

T—T1
While Eq. (3.32)) can be realized in different ways (and more explicit examples will be presented
in section {4f) we are now going to argue that in spite of the specific background dependence
the zeros of f(p) always imply that cgff < 0 for a finite range of the energy density. For this
purpose we go back to Eq. (3.25) and consider the following parametrization[] of f(p) and g(p):

== = (1-L) i-aen(2)], (3.33)

where 0 < (p/p1) < 1. The value of ¢(p) follows from the condition of Eq. (2.3) and if Eq.
(3.33)) is inserted into Eq. (3.25) the explicit value of ¢Z;; becomes:

r(2y —ry(y +1)]
A=r)l=(+1)r]

copp(r) =i — (1 +w) r=p/p1. (3.34)
Equation demands that, for different values of w and ~, the square of the effective sound
speed is negative (i.e. cgff < 0) for r = p/p; ranging between 0 and 1. The appearance of an
instability is then necessary since, according to Eq. , the wavelengths shorter than the
Hubble radius are exponentially amplified and invalidate the perturbative expansion. Equation
is illustrated in Fig. [1| where the shaded areas in both plots corresponds to the regions
where cgf s gets negative. It is actually well known that bouncing models may experience this
kind of instability implying that the scalar modes of the geometry inherit an imaginary sound
speed [28]. Sometimes the instability is dubbed gradient instability since, as in the case of
Eq. , the imaginary sound speed appears in front of the Laplacian. Depending on the
specific scenario these instabilities may be generic or not [51] (see also [52, 53] [54]). Equation
(3.34) and Fig. 1] suggest that, in the present context, the gradient instability is generic: as
the energy density decreases from its maximal value in the bouncing region there will always

be a region where ¢? 77 < 0 unless the variation of r is artificially restricted.

"We could also parametrize f(p) as f(p) = (b — p/p1)” where b is a numerical factor different from 1. Tt is
always possible, in this situation, to rescale b outside of the bracket. The typical energy p; will then be rescaled

as p; = bp; and the parametrization becomes again of the type of the one given in Eq. 1)
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Figure 1: In both plots the shaded area illustrate the regions where ¢? < 0 for different values
of w (the barotropic index) and v (the order of the zero of f(p)). Since ¢Z;; appears in front
of the Laplacian of Eq. , the shaded areas correspond in fact to an unstable evolution
occurring in the small-scale limit. We stress that the preferred values of w will be such that
0 <w <1 to avoid violations of the energy conditions in the original fluid of Eq. .

We just showed that whenever ch (1) < 0 there are instabilities associated with the dom-
inance of the spatial gradients and this happens for typical wavelengths shorter than the rate
of variation of the geometry. Let us now investigate the opposite limit Eq. and show
that it also implies the existence of singularities. To clarify this point the evolution in Fourier
space can be specifically analyzed and Eq. can then be rewritten as:

o, [zQ(T) 0. @4 + K22, (7)22(r) By, = . (3.35)

By integrating once Eq. (3.35) we formally obtain an expression for the first derivative of the

curvature inhomogeneities:

2, K mat(p+p)ap)
22(1)  2%(7) /7-1 H?

where, by definition, 7 > 7., = O(1/k); in the same time range Eq. (3.36) can be further

integrated with respect to 7 and after some trivial algebraic rearrangements the following

R (1) = Ry (Tea)

%k(Tl) dTl, (336)
T1

result is finally obtained:

T z2
Au(7) = Fulre) + Rilrs) [ e i
e /T - /Tl a* (p+ p)q(p)

Tex 22(’7'1) Tex %2

R (1) dro. (3.37)

T2
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Equation (3.37) is in fact an integral equation that can be iteratively solved so that the leading
order result follows by replacing Ry (72) with Ry (Tes):

2

K1) = Bi(Ten) +<%;§<Tex)/7; z:(eil) dm
2 9 T odn 1 at(1y) q(my
~ 31+ w)k !%k(Tex)/M o / <f()7'j)( ) dr. (3.38)

In the large-scale limit the third term of Egs. — will then negligible and hopefully
ﬁnitdﬂ Even granting the absence of the gradient instabilities, the first derivative of %y (1) is
potentially divergent since it goes as 1/2%(7). We may now drop all the finite terms appearing
in 1/22(7) and focus on the divergent contributions; in this perspective, for instance, a*(7)
constitutes a regular contribution since we are here supposing that there exist non-singular
bouncing solutions with the appropriate boundary conditions. Although explicit examples
along this direction are in fact collected in section [d] what matters here are not the specific
features of the background. With this simplification we then have that the divergences of
R () coincide, in practice, with the poles of the combination f(p)cZ;;(p)/q(p). Recalling

Eqgs. (3.33)(3.34)) we can therefore write f(p) ¢Z;;(p)/q(p) as a function of r = p/p1, v and w:

fp) ez (p) (1—7) { 2 (1+w)7“[7(7+1)7‘—27]}

ap) D=+ T A== (v + 1]

where, for the sake of illustration, cit = w; with this choice Eq. applies, strictly
speaking, in the case of a constant barotropic index. This is not a crucial restriction since
Eq. is always divergent in the range 0 < r < 1 and the poles r — r, — 1/(y + 1) are
not affected by the values of the barotropic index. All in all we must then conclude that the

(3.39)

evolution of the curvature inhomogeneities is either singular or unstable across a bounce of the
scale factor. We finally stress that the gradient instabilities in the small-scale limit and the
large-scale divergences are not removed by a change of the coordinate system but have instead

a gauge-invariant meaning.

3.3.2 Bounces of the curvature

Unlike the physical situation explored in the previous subsection the bounces of the curvature

are realized when f(p) > 0 so that the relevant conditions can be summarized as:

f(p) >0, H* >0, 0<p<pr. (3.40)

8The third term in Eqs. (3.37)—(3.38) may in fact diverge because of the gradient instability; however, to
be conservative, we shall be assuming that it is finite and this may happen if the background solutions are

artificially tuned within one of the stability regions appearing in Fig.
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While in the case of the bounces of the scale factor the condition (3.33)) is almost immediate
(at least locally) various possible parametrizations may comply with Eq. (3.40); to remain
sufficiently simple without loosing the generality of the argument we may therefore choose:

rY 14+ (1 +7v—25)r?]

f(r)= fom, q(r) = fo (1 + r2)o+1 )

(3.41)

where fj is now a numerical constant while v > 0 and § > 0 are the two shape parameters
defined in the range 0 < r < 1. In the case of Egs. (3.40)—(3.41) the results of the previous
analysis are a bit different. In particular from Eq. (3.41)) cgf 7 is now given by:

40%r% — 20722y (12 + 1) + 12 + 3] + 7 (y + 1) (r2 + 1)°
(r2+1)[y+r2(y—20+1) +1] '

Gip=c i+ (1+w) (3.42)

By looking at Eq. (3.42) we can conclude that the positivity of f(p) does not guarantee the
positivity of cﬁf 7 and, as in the case of Fig. , the regions where cﬁf 7 < 0 seem generic. This

Ciff(r,W), y=1, 6=2 cgﬁ(r,w), y=1, w=1

1.0 ; 5 H I H

Y S e 4

| S ;

z I I I I '

| — .. S SN N 2

- @ 1

0.0 H H H H 0 H H H H

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
r= o/p r=0/oq

Figure 2: In both plots we illustrate the regions where ¢2,; < 0 for different values of w (the
barotropic index), v and ¢ (see, in this respect, the parametrization of Eq. (3.41])). Both plots
(valid in the case of curvature bounces) should be compared with the ones of Fig. |I| where the

underlying dynamics corresponds instead to a bounce of the scale factor.

analysis is illustrated in Fig. Where the shaded areas corresponds to the regions c? rp <05 as
in the case of Fig. [I| we assumed ¢?, = w. Thus the gradient instability is not avoided in the
case of curvature bounces and the large-scale evolution of & also leads to singularities (see Eq.
(3.38) and discussion therein). We may again isolate the divergent contribution of %’

f(p) Cgff(p) m<T77767 w)

aip) Ay =204 1)+ 1 (3.43)
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In Eq. (3.43)) m(r,~,d, w) has a lengthy expression that can be written in terms of 3 appropriate
coefficients:
m(r, Y 57 ’UJ) = T4Cl (77 57 ’U)) + T2C2 (’77 67 U)) + C3(’}/, 57 U}), (344)

where ¢1(7,d,w), co(v,d, w) and c3(7, d, w) are:

aly,d,w) = (y—=20+1)[y+yw—26(w+1)+w),
(7, 6, w) = 2y + Dy +wly+1)] = 25[2y + 2(y + 2)w + 3],
(v, 6, w) = (v+1)[y+wly+1) (3.45)

By looking at Eqgs. (3.43)—(3.44) and (3.45) we see that the only potential divergences may
occur when v < 20 — 1: only in this case the denominator appearing at the right-hand side of

Eq. (3.43) may vanish for a real value of r since, by definition, v 4+ 1 > 0. We can therefore
evaluate m(r,~, d, w) at the poles; from the denominator of Eq. (3.43]) we see that the potential

singularities correspond to r2:

2 L+~

_ 4y 4+ D)d(w + 1)
w1y |

v—20+1 (346)

r m(ry, 7y, 0, w) =
When v < 20 — 1 the points r, correspond then to the potential divergences of the curvature
inhomogeneities. This observation suggests that the curvature inhomogeneities are probably
finite when v > 29 — 1. For this reason we then conclude that the degree of divergence of
R’ is less severe in comparison with the bounces of the scale factor treated in the previous

subsection.

3.4 Scalar field matter

So far we investigated the case of perfect and irrotational fluids and in the presence of scalar
field matter the conclusions are conceptually similar but quantitatively different. The reason
for this difference stems directly from the fluctuations of the energy momentum tensor of Eq.
(2.13) since, in the scalar field case, 0,7)," takes a different form that can be covariantly written

as:
v a v aq v 12
Os Tu = {pap f(psa)] 58/090 5# + _(pcp + pso)éu + 8;1%0 2 ‘p] 55/050
Ip, Ip,

+ qlpy) [(‘Lg@ "X + 0ux 0" + 059" Oatp Opip — 0, <5st + 5sp<p)] . (347)

where, by definition, ds¢ = x is the scalar field fluctuation. Equation (3.47) holds in general
terms and, in the gauge (3.8)), the different components of 0,7,/ are given explicitly by:

d
0 _
0Ty = 3 o (e f(pe)] 05p, (3.48)
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. P P .
6T = { {Ps@ f(Pcp)] 0sPp — a (psa + P@)(Sspeo - q(Pso)[(sspgo + 6sp<p]}5z']7 (3.49)
Ipy Ipy

5L = alp) (5o (3.50)
5, Ty = —é[@'@ix—l—gpdaiB} (3.51)

In Egs. (3.48)—(3.49) two auxiliary quantities have been introduced, namely d5p,, and d,p,, i.e.
the scalar fluctuations of the energy density and of the scalar pressure:

. 1 /12 /! al 2 )

0spp = ag( ote X 5,0x); (3.52)
o 1 12 Ny av 2

OsPp = a2<—¢s@ + X 95" X)- (3.53)

To derive the evolution of & in this case we may first analyze the momentum constraint coming

from the (04) components of the perturbed Einstein equations, namely
6,8,° = 13,6,T," = 2% ¢ = 1% qo'X, (3.54)

where we employed Eqs. (3.50) and (A.3)). If combined with the expression of the curvature
inhomogeneities defined in Eq. (3.10) we can obtain the direct connection between & and y:

H? H
‘%:‘M¢:‘<¢> X (3.55)
Note that (#?— ') and # ¢ contain the same dependence on g(p,): this is why in the second
equality of Eq. (3.55)) ¢(p,) disappears. The Hamiltonian constraint stemming from the (00)
component of the perturbed Einstein’s equation is finally given by:

2 ov
HN?B + 3% + f@(p@) (X's@’ + a2x> =0. (3.56)

dyp
For immediate convenience, in Eq. (3.56]) we introduced the combination:

af].

2(py) = [f + P 5, (3.57)

Although ¢ (p,) and ¢(p,) ultimately coincide if the standard form of the covariant conservation
is enforced (see Eq. ), it is useful to keep them formally distinct so that, in this way,
the obtained results may also cover the limit ¢(p,) # ¢(p,). Since, thanks to Eq. (3.10)), ¢ is
proportional to & and x is proportional to & (because of Eq. (3.55)), ¢ and x can be traded
for £ in Eq. (3.56)). The result of this manipulation leads to the scalar field analog of Eq.
322)
r_ X’
ArGgp'?

3% [1 _ alpe) }%, (3.58)
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and if we now enforce the standard form of the covariant conservation (as implied by Eq.
(2.15))) we obtain, as anticipated, that Eq. (3.58]) becomes:

/ a g 2 H 2
= WV B = —WV v, (3.59)
Recalling the discussion of Eq. , the second equality follows from the observation that,
in the gauge V=-%B.

Concerning the comparison between Egs. and two comments are in order.
While in Eq. there appears the effective sound speed, a similar term does not show
up in Eq. . The second remark is that the term 8 (containing the anisotropic stress
and the non-adiabatic pressure fluctuation) has no analog at least in the case when ¢ — q.

Bearing in mind these two point, the derivation follows the same steps already outlined in the
fluid case. In particular we first rephrase Eq. (3.59) as

1 /a? ay'
R = <)VQB, P 3.60

4G\ gz? H ( )
We must then compute the time derivative of both sides of Eq. (3.60) and then eliminate B’ by
using the relation coming from the spatial component of the perturbed Einstein’s equations,

ie.
¢+ B +2%B =0. (3.61)
At the end of this procedure the following equation for & is obtained:
!/ /
R" + (22 + q)%’ ~ V% =0. (3.62)
z q
Equation (3.62)) can be phrased in an even simpler form:
p; a? o'%q
p 2 _ 2 _ 2, _
%"—FZ;%’—V@—O, e K e (3.63)

In the limit ¢ — 1 Eq. reproduces the standard evolution equation of curvature inho-
mogeneities in the case of a single scalar field. We are now going to analyze, in general terms,
the singularity properties of Eq. in analogy with what already discussed in the case of
the irrotational fluid.

3.4.1 Bounces of the scale factor

Although &'is not generally regular, the main difference in comparison with the fluid case is
related to the absence of the effective sound speed (i.e. cgf s — Lin the scalar case). As in the
fluid case however we may transform the differential equation into an integral equation
and integrating once Eq. we obtain:

R (r) = R (ren) Zf‘éj - zfm / 22(r1) Fi(m) dry. (3.64)
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Equation (3.64) must be further integrated so that we get an expression which is analog to the

one already derived in Eqs. (3.37)—(3.38]):

T 22

Fu(7) = Rulrea) + Hilr) [ e dm

Tex Z¢(T1)

— k2 /T dri /T ZZ(TQ)%k(Tg)dﬁ. (3.65)

AGY

Finally Eq. (3.65)) should be iteratively solved and, to leading order in k%72 < 1, the diver-
gences of #'(1) correspond indeed to the zeros of zf,:

2 — GQSO/Qq( ) — SM; (14 Q(p<,0>
e~ ger TP T 0202 Ve?) flp,)

p (3.66)

In the case of a regular solution describing a bounce of the scale factor the zeros of zi(T) must

inevitably coincide with the zeros of ¢(p,)/f(p,). Thus the singularities of &) (1) are in fact
the poles of f(p,)/q(p,), namely

f(?“,’y) _ r—1
q(r,y)  r(y+1) -1 (3.67)

Equation (3.67)) implies, as expected, that the singularities in &) (7) are generic as long as f(p)
contains a zero of order v for 0 < r < 1. In other words, if we assume that f(p,) has a zero

then the dynamical evolution of the system always implies (at least) a second zero of 2% (and

hence a divergence of the curvature inhomogeneities).

3.4.2 Bounces of the curvature

For the bounces of the curvature the discussion is qualitatively similar but also physically
different. As already mentioned, in this case f(p,) > 0; we can tentatively parametrize f(p,)
in terms of a positive-definite function without poles or zeros. For example a sound choice
could be the one already suggested in Eq. with the difference that now p must be

replaced by p,
r

f(py) = fom7 = py/p1. (3.68)

In this case we can repeat the previous considerations and discover that, again, the zeros of
q(p,)/ f(py,) correspond to the potential singularities of %#’. If we then use Eq. (3.68) we obtain
f(r.7) r?+1

¢(r,7) — (P F ) +r(y -2+ 1) (3.69)

Since the expression of Eq. (3.69) does not go to zero, there are chances that this class of
curvature bounces lead to a regular evolution of curvature inhomogeneities when (y—20+1) >

0.
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3.5 Background-independent expectations

If the effective energy and enthalpy densities are modified with two smearing functions (even-
tually constrained by the covariant conservation of the total energy momentum tensor) the
evolution of the curvature inhomogeneities presents some general features that can be ana-
lyzed in a background-independent manner. The results obtained so far can be summarized,

in short, as follows.

e When the energy momentum tensor is modelled in terms of a perfect irrotational fluid,
the presence of the smearing functions induces an effective sound speed in the evolution
of curvature inhomogeneities. The effective sound speed is not positive definite but even
assuming this crucial requirement the evolution of %’ is not necessarily regular in the

large-scale limit.

e When the energy-momentum tensor is dominated by a scalar field the potential instability
appearing in the fluid case does not occur. Still the evolution of %’ may diverge for the
bounces of the scale factor. For curvature bounces it may be possible to avoid instabilities

and divergences, at least in some very specific classes of scenarios.

4 Explicit examples and applications

Although the previous considerations made use of the conformal time coordinate, the concrete
analysis of various explicit solutions becomes more transparent in the cosmic time and a swift
dictionary between the two descriptions has been collected in appendix [B] with particular
attention to the evolution of the curvature inhomogeneities. The coordinate systems are in
fact matter of convenience and the results of the previous sections do not depend on the time
parametrization. With these caveats, in cosmic time Eqs. f reduce to

3H* M = p f(p). 20 My, = —(p+ p)alp), (4.1)

where we introduced the Planck mass Mp = 1/{p. In Eq. the overdot denotes, as usual,
a derivation with respect to the cosmic time coordinate and H = a/a. In this section g(p)
and f(p) are related as in Eq. (2.3); in other words, both for the perfect fluid and and for the
scalar field matter we have:

q(p) = f(p) +p g‘;, q(py) = f(py) + py (gpf- (4.2)

For the scalar field matter Eq. (4.1)) holds, in practice, by replacing p and p with p, and p,;

the relevant equations become then:

—9 =2
3H> Mp = p, f(p), 2H Mp = —(py + pp)a(py), (4.3)



where p, and p,, are given by Eq. (3.4) but expressed in the cosmic time parametrization

©* @?
po="75+ Vie),  pp= 5 = V(p). (4.4)

Equation (4.2)) implies that for the perfect fluid case and for the scalar field matter the standard
forms of the continuity and of the Klein-Gordon equations hold:

1%
p+3H(p+p) =0, p+3Hp+ 5 =0 (4.5)

Some specific solutions will now be analyzed with the purpose of corroborating the perspective

presented in the previous sections.

4.1 Bounces of the scale factor
4.1.1 Perfect irrotational fluids

According to Eq. the bounces of the scale factor are characterized by a zero of f(p)
which may also lead to a zero in ¢(p) (even if not for the same value of the energy density).
Both zeros do not affect the regular character of the solution even though an instability is
expected according to the general arguments of section[3] Let us therefore consider the simplest
possibility, namely the case v = 1 in Eq. and see if the concrete solution obtainable
in this case really leads to the background-independent conclusions deduced in the previous
section. From the continuity equation (and in the case of a perfect irrotational fluid) we have
that

p = p(ar/a)>@ = r(a) = o 30D, a=(a/ay). (4.6)

The Hubble rate follows from Eq. (4.1]) written in the specific case of Eq. (4.6)
3 2 M?D _ plofg(wﬂ)(l _ a73(w+1))’ (4.7)

implying that the solution of the whole system for v — 1 can be written in the form

T 1

m, I':t/tl, 0O = —F/———< (48)

afz) = (2*+1)7 = H(z)=H, 3w 1)’

=52

where H, = 20/t; and p; = 3H? Mp. The evolution suggested by Eq. 1) follows by

considering separately the first and second time derivatives of the scale factor:

a(r) = a1 Hy mag(i)l’ (4.9)
. 3w+ 1) , oz) (14 3w) ,
a(x) = 5 wHi CEE 1-— 30w+ 1)x } (4.10)
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From Eq. (4.9) we have that @ > 0 (for ¢ > 0) and a < 0 (for ¢ < 0). Equation (4.10]) implies

instead a more complicated series of conditions:

a > 0, for —t, < t <t,,
a <0, for  t < —t, and for ¢t >t,, (4.11)

where t, = +1; \/S(w +1)/(3w + 1). Equations 1’ 4.10)) and (4.11)) lead, therefore, to the
timeline illustrated in the cartoon of Fig. [3| where the times +t, are marked by a dot-dashed

line. For ¢t < —t, an accelerated contraction (i.e. @ < 0 and a < 0) is followed by a decelerated

decelerated accelerated
expansion

contraction

ecelerated
xpansion

accelerated
contraction

3 > = o 1 > 3
Figure 3: We illustrate here the different kinematical regions of the bouncing solutions as-
sociated with Eq. . In particular this plot has been obtained in the case w = 1 but
the same considerations hold indifferently also for other bounces of the scale factor discussed
throughout this section. The vertical (dashed) line separates the contracting stage (occurring
for t < 0) from the expanding phase (for ¢ > 0). The dot-dashed line at the left divides the
epoch of accelerated contraction from the one of decelerated contraction (always taking place
for ¢ < 0). The vertical dot-dashed line at the right separates instead the phase of accelerated
expansion from the one of decelerated expansion. Finally, the two full (vertical) lines illustrate
the divergences arising in the evolution of the curvature inhomogeneities for the large-scale
limit. The ellipses correspond approximately to the regions where one would be tempted to
set the initial conditions of the subsequent evolution. These regions are however excluded by

the divergences of the curvature inhomogeneities.

expansion (@ > 0 and @ < 0) in the region ¢t > t,. There are, however, two further intermediate
regions: for —t, < t < 0 a decelerated contraction (i.e. @ < 0 and d@ > 0) is followed by a
(short) inflationary stage (i.e. @ > 0 and @ > 0) in the range 0 < t < t,.

The solution of Eq. (or some analog solution) could then be used to set initial
conditions for a putative inflationary stage occurring much later. Indeed Eq. only assumes
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the presence of the scalar kinetic energy and the inclusion of a scalar potential at late time
could lead to the wanted inflationary stage. According to this picture the initial conditions
could then be set when the kinetic energy is still dominant. We see however from Fig. [3| that
the only viable range where the initial conditions could be eventually imposed is the one for
t > t; (i.e. x> 1). The full vertical lines z = +1 in Fig. [3| correspond in fact to singularities
in the evolution of the curvature inhomogeneities: if the initial conditions are set for ¢t < ¢,
the subsequent evolution will go through a potentially unstable region where the large-scale
curvature inhomogeneities diverge. We remark that the solutions described here look similar
to the ones employed, in a related context, by the authors of Refs. [30], 3I]. The elliptic
regions appearing in Fig. (3| illustrate, approximately, the range where the authors of Refs.
[30, 3T] decided to set their initial conditions in the context of a solution obtained, from the
present viewpoint, from a specific choice of f(p) and g(p). While it is claimed that this solution
could eventually solve the problem of the initial singularity, the general arguments present here
suggest, however, that the divergences in 7 may severely restrict the dynamical range of the

solution, as we are going to analyze even more explicitly in the following subsection.

4.1.2 Curvature inhomogeneities

In Eq. (3.34) we demonstrated, in general terms, that the square of the effective sound speed
may get negative in a wide portion of the evolution. We can now compute explicitly czf f(x)
in the specific background of Eq. (4.8):

w—2r(a)(2w+1) 2
1 —2r(a) Co = W. (4.12)

Cgff(a) =

In terms of the cosmic time coordinate c? 14(x) does not have a definite sign and the singularities

appearing as a function of r also show up in terms of x = t/t;:

2
5 wax® — (3w + 2)

_ ) 4.13

Ceff (l’) 2 —1 ( )

In the left plot of Fig. the profile of cﬁff(x) is illustrated for two different values of w. The

results illustrated in Fig. are particularly unphysical since cgf s < 0 far from the bounce even

if in the asymptotic regions (where the background either contracts or expands) the evolution
of curvature inhomogeneities may be stable as long as csz — w. The potential instabilities
involve, in particular, the spatial gradients which enter the evolution of % with the wrong sign.
We may actually go back to Eq. written in the cosmic time parametrization

Zt k? szf<t> _a®(p+p)alp)
2

R 2—R KL =0 2(p) = D/ 4.14
kT . kT az(t) k ’ zt() H?2 szf ( )

Equation (4.1]) follows from Eq. (3.31)) by taking into account the original form of the pump

field and by rephrasing it in the cosmic time parametrization (see appendix [B| and discussion
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Figure 4: In this example (see plot at the left) ¢;;(x) is positive definite for || < 1 while
czf #(z) gets negative in the region |z| > 1. Between the two ranges the effective sound speed
diverges when # — +1. In the right plot we illustrate instead (z;/z;)? always as a function of
the rescaled time coordinate (i.e. x = t/t;) and for two different values of w. The regions where
czf #(z) < 0 signal in practice the small-scale instabilities while the singularities appearing in

the right plot correspond to the singularities of & in the large-scale limit.

therein). In the case of Eq. 1} the zeros of 2} correspond to the divergences of S which is

proportional to z; 2. From Eqs. (4.8)) and (4.12)-(4.13) we have

2a) = 2 (14w G DL 2 an
! ! 2?2w(@?+1)— (Bw+2)]’ YoHE

(4.15)

The inverse of Eq. is illustrated in the right plot of Fig. [4| for two different values of w;
in spite of the value of w the divergences of %, are always present for 2 = +1. Furthermore in
the central region of the right plot of Fig. {4 (i.e. || < 1) the curves corresponding to different
values of w are indistinguishable and this happens because for |z| < 1 the leading-order result
of the expansion does not depend on w, i.e. (21/2)? = 22% — [(w + 2)/(w + 1)]z* + O(25).
We then conclude that the explicit example presented so far fully agrees with the general
conclusions obtained in sections [2| and |3| when the two smearing functions are related by the

covariant conservation.

4.1.3 Scalar field matter

In the case of scalar field matter Eqs. (4.3)-(4.4) and (4.5)) can be solved with the same strategy
presented above; a particularly interesting situation is the one where V' = 0 and p,, reduces to

the scalar kinetic term. In this case the evolution of the scalar field follows from the solution

of Eq. (4.5)):
2
o(r) =p1 + \/;Mp arsinh(z), (4.16)
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while the a(x) and H(z) can be derived from Eqs. (4.3)—(4.4) and are given by

(a2 1/6 _ x _ 1
alx) =(x"+1)7°, H(z) = H——, H = —. 4.17
() = (* +1) @=H— =g (417)
Recall, in this respect, that 3 H2 M p = p; and that ¢ = 2p;. This solution is quantitatively
similar to Eq. (4.8) in the case w — 1 however the evolution of the curvature inhomogeneties
needs to be specifically discussed. The first observation is that the instabilities associated with
the regions where ¢? () < 0 are not present since the evolution of curvature inhomogeneities
in Fourier space is now given by:
: 2
Rt o
~ R +
Zt, * a?(t)

If we go back to Eq. (3.63) and translate it into the cosmic time parametrization we actually
obtain Eq. (4.18) (see also appendix [Bf) where, however,

Zz@ _ 2, = a? @26] . 2@2 - 1) (IQ + 1)1/2 52 — ai’gb%

e g2 = 72 ) 1_H12'

@k—I—Q

Ry, = 0. (4.18)

(4.19)

As in the previous case the evolution of the curvature inhomogeneities for k& < aH follows
directly from Eq. (4.18]) and it is given by:

: t tem 2
Rr(t) = Rew + Rex (W) dt, (4.20)
zt, (1)

where, by definition, t., follows from the condition k = a(t.,) H(t.;) so that Eq. (4.20]) is in
fact valid when ¢ > t.,. Exactly as before we then have that R (t) = Rew|2t, o (tex)/ 210 ()]
This means, once more, that the zeros zfjg, are the singularities of %(t) and the divergent

contribution explicitly follows from Eq. (4.19):

tex

a4 _ v (4.21)
ztzq,(x) (22— 1) (22 + 1)V '

)

implying that %(t) diverges when x — =£1, i.e. t — +t;. The solution given in Eqs. —
and the condition are illustrated in Fig. We can then conclude that the
evolution of curvature inhomogeneities gets singular at the onset and at the end of the bouncing
regime and this conclusion matches, incidentally, the one already obtained in Eq. . If
more complicated possibilities are considered, the conclusions of Eqs. and remain
practically unaffected for the class of backgrounds characterized by v — 1 in Eq. . As an
example we may discuss the class of models where the potential and the kinetic energy remain
in a fixed ratio 4, i.e. V/$? = 4. In this situation Eq. can then be solved and the result
” 1 oV . 3H
@ -

= — (2L h = 4.92
2= 55 \a, ¢+ ki 0, (4.22)

(1+20
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H(X)/H1, o(x)/Mp

Figure 5: In the left plot we illustrate the Hubble rate and the scalar field in the case V =
0. In the right plot we draw instead %), in the large-scale limit; the vertical (dashed) lines
in the right plot correspond to the singularities of Eq. . Although the underlying
background geometry is technically regular (see the plot at the left) the evolution of the

curvature inhomogeneities is associated to a number of pathologies (see plot at the right).

where the first relation follows from the derivation of both sides of V' = § »?; the second relation
of Eq. (4.22)) comes from the first one together with the Klein-Gordon equation of Eq. (4.5).
The normalized scale factor and energy density become:

a(z) = (2° + 1)2%1, r(z) = a (4.23)
In this case, by going through the same steps outlined before, the divergences in R arise again
and generally depend on the values of §. Various other examples can be discussed along the
same linesﬂ In these situations, however, the divergences discussed above always reappear
with slightly different features. All in all, the examples discussed in this here corroborate in a
specific framework the general conclusions reached in section [3]

We may now get back to the timeline of Fig. [3| and note that, with slightly qualitative
differences, it is also valid in the case of the evolutions described by Egs. (4.17)) and (4.23). For
instance in Refs. [30, 31] Eq. has been used to set the initial conditions of the subsequent
inflationary expansion eventually obtained when V > (2. The authors actually imagine to
have p, = $*/2+V and to set the initial data when ¢* > V. The solution is then

regarded as an improvement in comparison with the standard situation since the initial data

can be set already before the bounce or, at least, in the regime 0 < ¢ < ¢, (see Fig. [3|) where
the evolution corresponds to accelerated expansion (i.e. @ > 0 and @ > 0). Unfortunately the

value of t, corresponding to Eq. (4.17) (and originally introduced in Eq. (4.11))) is given by
t, = 4/3/2t;. But this means that t, > ;. If the initial data would be set prior to —t, the

9They include, for instance, the cases of oscillating potentials like V(¢) = m?¢?/2 (or, more generally,
V(p) x ¢™), exponential potentials, fast roll potentials characterized by a constant @/(H ¢).
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curvature inhomogeneities will diverge for ¢t — —t;. The only consistent choice seems therefore
to set the initial conditions for ¢ > t; (i.e. in a stage of decelerated expansion) where the

curvature inhomogeneities do not diverge.

4.2 Bounces of the curvature
4.2.1 Perfect irrotational fluids

So far we dealt with the case of the bounces of the scale factor but we may now turn to the
curvature bounces where, by definition, f(p) > 0 while g(p) is related to f(p) via Eq. (2.3).
One of the simplest examples along this direction follows from Eq. (3.41) by setting v — 1

and § — 2: 2fur(1— 1)
B r _ 2for(l—r

f(?") - fo (TQ n 1)27 Q(T> (1 + 7"2)3 )

where, as before, » = p/p1; fo is a numerical factor that can be chosen to rationalize the

solution. The value of ¢(r) in Eq. (4.24]) is obtained from f(r) thanks to Eq. (4.2); only in

this case the covariant conservation implies Eq. (4.5)). If we now insert Eq. (4.24) into Eqgs.

(4.1) we obtain

(4.24)

1

3(w+1) H, 1
a(x) = :U—I—\/x2+1) , H(x) = —, H=——— 4.25
(@) ( (@) 22+ 1 IS (4.25)
where x = t/t; and 3 H} M?D = pp provided fy = 4. Equation (4.25)) implies, as expected, that
H?(z) does not vanish while H vanishes in ¢ = 0. Since ¢ > 0, the solution (4.25)) is always
expanding however ¢ may be either positive or negative. The effective sound speed governing
the evolution of curvature inhomogeneities can be directly obtained from Eq. (3.25):

3rt—8r? +1
1—r4

cgff(r) =, +(w+1) (4.26)

In spite of the positivity of f(r) the effective sound speed appearing in the evolution of the
curvature inhomogeneities diverges as a function of x; indeed from Eq. (4.26)) we get

szf(l’) = 03,,: + (14 w)

207 — 1 } (4.27)

xvr?+1 B

that is singular in the origin. In the left plot of Fig. @vve illustrate cgf s+ As for the bounces of

the scale factor, czf s < 0in the asymptotic region before the bounce; this makes the evolution
of the curvature inhomogeneities particularly unrealistic. Indeed that the evolution of &£ is
unstable throughout the whole pre-bouncing phase and even in the decelerated epoch at late
times. We can finally compute z2(x) which controls the divergences of P in the large-scale
limit: )
2(z) = 222 (1+w)az? (z+ a2+ 1)wr | 2= az{’pl.
(w—1DzvVa+1+ (w+1)(22%2—1) H?
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Figure 6: In the left plot we illustrate cgf t(x) for two different values of w. In the right plot we
instead report the evolution of & in the large-scale limit. Both quantities are clearly diverging
in the origin even if the underlying background does not lead to singularities in the space-time

curvature.

Once more, the zeros of Eq. imply a divergence in % and in the right plot of Fig. @
we indeed illustrated (z1/2)? for two different values of w; we then see that % diverges, as
expected, in the large-scale limit. All in all we can say that the small-scale gradient instabilities
and the large-scale divergences make this evolution unrealistic even though the underlying

background evolution does not diverge.

4.2.2 Scalar field matter

We can now swiftly investigate the curvature bounces obtained for scalar field matter always
in the case v — 1 and § — 2 (see Eq. and discussion therein); the difference is
that now the two smearing functions depend on p, and not on the fluid energy density. As
expected the gradient instability associated with the regions cgff(x) < 0 does not appear in
the scalar field case since the relevant evolution equation does not involve any cgf s+ According
to the general considerations of Eqgs. f % should not diverge when (y—25+1) > 0.
However, since in this case we explicitly assume v — 1 and § — 2 we expect that the curvature
inhomogeneities will still be divergent. Since the presence of the potential does not crucially
modify the conclusions in the regime where ¢* dominates, we consider the case where the
potential vanishes. If V' = 0 we then have that the solution of Eq. is:

alx) = (:r; + m> 1/6, r(z) =a” ", (4.29)

where we used the profile of Eq. |D with r» = p,/p1. We can therefore deduce zf » Which is

given by:
27 () :2z\/x+\/352+1 (4.30)

22 2?2 +1
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Since zt2¢(x) vanishes for x — 0, as expected, its inverse diverges. This conclusion is also

0
x=1/ t

Figure 7: In the left plot we illustrate the normalized scale factor while in the right plot we draw
the leading contribution to . The divergence in the right plot corresponds, as expected, to
the zeros of 27 (). Again the divergence in (27/27 ,) arises even if the underlying background

geometry is technically regular.

illustrated in Fig. Where we clearly see that 2%/ ztz , diverges. In the light of Eqgs. —
this conclusion is not surprising since, as stressed above, when v — 1 and § — 2
the divergences are expected. According to Eq. the regular evolution of curvature
inhomogeneities is expected for (7 — 20 + 1) > 0. In this portion of the parameter space it is
however difficult to find analytic solutions expressible in a closed form. We leave this possibility
for future analysis but stress here that the explicit solutions of this section fully corroborate

the general conclusions of section

4.3 The fluctuations of the density contrast

In the previous considerations we explicitly analyzed the evolution of % and of its time deriva-
tive in different backgrounds. We now observe that the evolution of & and &’ directly deter-
mines the evolution of the density contrast. In appendix [C] we introduced the gauge-invariant
density contrasts ¢ and (, obeying Eq. (C.5|) which we rewrite here for the sake of convenience:
R R
-, (o =R — —. (4.31)
3HcZs(p) v 3H
Thanks to the analysis of appendix |C| we can appreciate that, in the gauge of Eq. (3.8, ¢ and

(, coincide with the density contrasts so that

(=R

0sp dspPp

<= G = 3(pp +Py)

3(p+p)’ (42)
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Since ¢ and ¢, equal the density contrasts on the hypersurfaces where the spatial curvature
is uniform (as implied by the gauge ), the gauge-invariant relation implies that C
and (, (and the corresponding density contrasts) diverge at the same points where % and
R/H are singular. In the case of curvature bounces H does not vanish; therefore in this case
it follows that the divergences of ¢ and (, coincide exactly with the ones of % and %. For
the bounces of the scale factor we have that H — 0 at the end of the contracting stage. In
this case it may happen that the divergences of 1/H may compensate the ones of %. This is,
unfortunately, not what happens for the explicit examples considered before in this section. It
then follows that the divergences appearing in % can be viewed as singularities of the density
contrast unless, in the specific background, % and R /H are both finite. The results of Egs.
f demonstrate once more that while the fuzzy bounces described in this paper
might seem technically regular, the evolutions of the density contrast and of the curvature
inhomogeneities restrict the range of validity of the solutions derived with this method.
Despite the singularities associated with the evolution of the curvature inhomogeneities it
would be tempting to derive the large-scale spectral of &. This exercise seems a bit sterile as
long as the regularity of the background solution is not associated with a non-singular evolution
of £ and (. We may however pretend that the evolution before the bounce is complemented
at late time by a radiation-dominated stage. In this case the spectral slope of k3|%|* could
simply be deduced by approximately solving the evolution of & in the region that precedes the
bounce. Let us then focus, as an example, on the case of the bounces of the scale factor and
let us specifically consider the example of Eq. . In this case the background contracts,
at early time, as a(t) = (—t/t;)?/B@+l From the other features of the solution we can solve
Eq. for t < —t; and pretend (indeed rather baldly) that the evolution of the curvature
inhomogeneities will be non-singular and well behaved in a putative radiation-dominated stage
taking place at late times. In this situation the power spectrum of curvature inhomogeneities

is characterized by a slope ng:

3(1 —w)

K AR
Palh,7) = o5 o () g =3 5 T

— (4.33)

Concerning this result few comments are in order.

e Equation (4.33)) hold in the case of a perfect fluid background but a similar result holds
in the case of scalar field matter; for instance for w — 1 (corresponding to the case of a

dominant kinetic term of the scalar field ¢) the spectral slope becomes ng — 3;

e the amplitude of the power spectrum delicately depends on the intermediate regime and
it makes therefore no sense to predict it unless a non-singular evolution of the curvature

inhomogeneities is reliably deduced;
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e a quasi flat spectrum of curvature inhomogeneities is realized when w — 0 even if, as
already mentioned, this interesting possibility is hard to justify in the light of the caveats

propounded in the present and in the previous section.

To conclude this discussion we can finally consider the ng obtainable in the case of the curvature
bounces of Eq. (4.25) and within the same (partially unrealistic) hypotheses leading to Eq.
(4.33). By repeating the same calculation in the case of Eq. (4.25)) we would have that

6(w + 1)

_ bw+ 1) 4.34
T (4.34)

and the most notable aspect of this result seems to be the absence, even in principle, of a

quasi-flat spectrum.

4.4 Some related remarks

Thanks to the contracted Bianchi identities and to the covariant conservation of the modified
energy-momentum tensor, the relation between f(p) and ¢(p) (or between f(p,) and q(p,))
is not arbitrary. Furthermore, when f(p) — 0 (or f(p,) — 0) we also have that H — 0
and this situation corresponds, broadly speaking, to a bounce of the scale factor where a
phase of accelerated contraction turns into a stage of accelerated expansion. In this case
the evolution of curvature inhomogeneities is characterized by a gradient instability since the
square of the effective sound speed may become negative; the time derivative of the curvature
inhomogeneities on comoving orthogonal hypersurfaces is also potentially divergent in the
large-scale limit. If the energy-momentum tensor is modelled in terms of a scalar field, the
gradient instabilities do not appear while the divergences in the curvature inhomogeneities
remain unaffected. The toy models associated with f(p) — 0 and f(p,) — 0 are potentially
interesting but fail to address the problem of the singularity. The bounces of the curvature
(corresponding to f(p) > 0 and f(p,) > 0) imply instead a milder degree of divergence of
the curvature inhomogeneities so that the underlying solutions seem preferable for the purpose
of setting the initial conditions of the subsequent inflationary expansion. We finally mention
that the discussion of this section focussed primarily on the case of the adiabatic fluctuations
corresponding to S — 0 (see Egs. - and discussions thereafter). While this
choice is motivated by the relevance of the adiabatic fluctuations in the current paradigm
of structure formation [12], [13] the results of sections [3| and [4| can be easily generalized to
the situation where the non-adiabatic (or entropic) fluctuations are present. The differences
between adiabatic and non-adiabatic fluctuations are discussed, for instance, in Refs. [4]]
(see also [55]). The relevance of non-adiabatic fluctuations for the initial data of the cosmic
microwave background anisotropies has been discussed along various perspectives (see, for

instance, Refs. [56} 57, 58,[59]). The inclusion of the entropic fluctuations will not be discussed
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specifically in this paper even if a preliminary analysis suggests the same drawbacks already

pointed out in the adiabatic case.
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5 Concluding considerations

The energy and the enthalpy densities can be smeared by a pair of independent form factors
that are connected by the contracted Bianchi identities and, in this case, the evolution both
of the background and of the curvature inhomogeneities is determined by the properties of the
smearing functions. A bounce of the scale factor corresponds to a vanishing Hubble rate in
the neighbourhood of the maximal curvature scale and in this situation a stage of accelerated
contraction turns into a phase of decelerated expansion even if the intermediate region may be
characterized by a short epoch of accelerated expansion. This intermediate epoch cannot be
used, however, to set the initial data of the conventional inflationary phase since the curvature
inhomogeneities diverge exactly in the same range of the dynamical evolution. In the com-
plementary perspective of a curvature bounce, the time derivative of the extrinsic curvature
vanishes while the Hubble rate itself does not have any zero. For an irrotational fluid the evo-
lution of curvature inhomogeneities always inherits an effective sound speed that depends on
the smearing functions and on their derivatives with respect to the energy density. The square
of the effective sound speed may get negative both for the bounces of the scale factor and of the
curvature: this occurrence signals the presence of fatal instabilities that disappear in the case
of scalar field matter. In the latter case, however, the derivative of curvature inhomogeneities
is generally divergent across the bounce.

The obtained results have been corroborated by specific examples that confirmed the
background-independent expectations. The bouncing models constructed in this manner could
be then viewed as a possible alternative to inflation or just as a completion of a subsequent
stage of accelerated expansion. In the first option the spatial curvature and the initial inho-
mogeneities could be suppressed during the bouncing regime. However, even if this happens,
the evolution of the corresponding curvature inhomogeneities is always singular. This phe-
nomenon suggests that the singularity in the curvature is eliminated from the background but
it reappears in the corresponding fluctuations. If the present construction is viewed as comple-
mentary to inflation, then the initial data of the inflaton cannot be assigned before a bounce

of the scale factor but they can be probably assigned prior to a curvature bounce.
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A Complements on the curvature inhomogeneities

Some general results on the scalar fluctuations in the gauge defined by Eq. will now be
recalled. While the use of this gauge is not mandatory (indeed more standard gauges can also
be employed) it turns out, however, that the coordinate system of Eq. simplifies the
derivation of the evolution equation of the curvature inhomogeneities for the specific class of
problems discussed in this paper. With these necessary caveats, in the gauge , the scalar

fluctuations of the Einstein tensor become

2
@%°=:a4—%v%a—wﬁﬂ, (A-1)
6.8 = {{[—%%ﬁ+2%ﬁ¢—2%d}—V%9+2%B+¢ﬁ@j
a
1 .
+ M&wpqa%3+ﬂ, (A2)
29

In the gauge (3.8) the Bardeen’s potentials correspond, respectively, to
b=¢p+HB+ B, V=-%B, (A.4)

where, as usual, a(7) is the scale factor # = a'/a and the prime denotes a derivation with
respect to the conformal time coordinate 7. We stress that both & and W are invariant
under infinitesimal coordinate transformations even if their expression can be evaluated (and
employed) in any gauge. In the gauge the difference between the Bardeen’s potentials
(usually related to the anisotropic stress) reproduces the combination appearing in Eq.

®—U=¢+ B +2%B. (A.5)

In the same spirit the scalar fluctuations of the spatial curvature on comoving orthogonal

hypersurfaces are gauge-invariant and can be expressed as
4
0 VR =—-=V’%. (A.6)
a

Again & is invariant under infinitesimal coordinate transformations but in the gauge of Eq.
(3.8) it assumes a particularly simple form, namely

%2
Finally since & is gauge-invariant it can be directly expressed in terms of the Bardeen’s po-

tentials ® and V:
H(HD+ V)

22— g
If we now insert Eq. (A.4) in Eq. (A.8) we can again obtain Eq. (A.7).
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B Transformations of the canonical pump fields

In the bulk of the paper the conformal and cosmic time parametrizations have been employed
interchangeably since their relation stipulates that a(7)dr = dt. The prime always denotes
a derivation with respect to 7 while the overdots indicate the derivations with respect to the
cosmic time ¢ and the transition from one description to the other is trivial for many related
quantities. For instance it is well known that % = a H or that (#? — #') = —a?H and so on
and so forth. In the case of the evolution of the curvature inhomogeneities (and more generally
for any second-order differential equation) the connection between the two parametrizations
involves a formal modification of the pump fields. To avoid potential confusions and misunder-
standings we therefore recall that if we start from the evolution of the curvature inhomogeneities

written in conformal time coordinate
Z/
R+ 2;@; + k¢ Ry =0, (B.1)

the cosmic time counterpart of Eq. (B.1]) is obtained after some simple algebra and it is given
by:

. 2
G+ (22 + H)@k Lkl ) (B.2)
z a
We may now introduce a new pump field z; which is actually defined in the following manner:
a*(p+p)alp) _ a’(p+p)alp)
2Z2(t)=22(t)a(t) = 2N =—1p 2, (B.3)

The result of Eq. (B.3) implies that Eq. (B.2) can also be written as:

.. Z . k2 cz
Ry, + 2?z‘%k + anfgzk =0. (B.4)

By the same token, in the scalar field case, we shall be able to introduce a rescaled variable

(be it z, ;) whose explicit relation with z, is simply given by:
@ ¢ qlp,) _ @ ¢ qlpy) (B.5)
7 T H |

The analog of Eq. (B.4]) in the scalar field case becomes therefore:

2 2
Zot = 2,0 =

. zg;,t . k2
R + 2 R + Ee%k =0. (B.6)

R, t

The results of Egs. (B.4) and are relevant in the analyses of section [4| where the general
theoretical expectations (based on background-independent considerations) have been corrob-

orated by a number of explicit examples.
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C The evolution of the density contrast

It is generally true that when # and &’ are known, the evolution of the density contrast follows
easily. For this purpose it is useful to remark that the density contrast has a gauge-invariant

meaning conventionally denoted by (:

97 58 .
C=—(v+ J S R (C.1)

where U is the Bardeen potential already introduced in Eq. and 0 is the gauge-
invariant fluctuation of the energy density coinciding with (dsp + p’ B) in the gauge of Eq.
(3.8) where it is also true that W = —Z B. It then follows that in the gauge of Eq. ¢ is
nothing but the density contrast:
Hosp  Osp
P 3(ptp)

¢= (C2)

where we implicitly used the result of Eq. imposing a specific relation between ¢(p)
and f(p). The same result of Eq. holds in the case of scalar field matter so that
Co = 0spy/13(py + py)]. The relation between ¢, # and ¥ can be written in gauge-invariant
terms and it is given by:

VY g 2V (C3)
30pa*q(p)(p+p)

301 q(py) @'
It is not difficult to see that Eq. (C.3) has exactly the same content of the Hamiltonian

constraint; indeed Eq. coincides with Eq. by recalling that, in the gauge ,
UV=-FB R=—¢(H*—-H")/H?* and d,p = 3(p + p)¢. The same conclusion follows in the
case of scalar field matter. In the absence of non-adiabatic pressure fluctuations Egs. (|3.26))
and relate ¥ (or B) to &'. It then follows immediately that ¢ and ¢, can be written,
respectively as

(=

R R’

S —g - 4
3%c§ff(p)’ Co =% 33X (C4)

In terms of the cosmic time parametrization Eq. (C.4) becomes:

(=R

R R
— 73H63ff(p)’ Cop =R — 3 (C.5)
Equations f have a gauge-invariant meaning and have been derived without imposing
any large-scale limit; this means that they are valid both at small and large-scales. It is then
clear from Eqs. f that the density contrast inherits the divergences of & and %’ (or
R). Tt is then sufficient to solve the evolution of % and %' (or %) in the large-scale limit (as
discussed in sections [3[ and [4]) to deduce the singularities of the density contrast.

(=R
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