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ABSTRACT
Foundational models benefit from pre-training on large amounts
of unlabeled data and enable strong performance in a wide variety
of applications with a small amount of labeled data. Such models
can be particularly effective in analyzing brain signals, as this field
encompasses numerous application scenarios, and it is costly to
perform large-scale annotation. In this work, we present the largest
foundation model in brain signals, Brant-2. Compared to Brant, a
foundation model designed for intracranial neural signals, Brant-2
not only exhibits robustness towards data variations and modeling
scales but also can be applied to a broader range of brain neural
data. By experimenting on an extensive range of tasks, we demon-
strate that Brant-2 is adaptive to various application scenarios in
brain signals. Further analyses reveal the scalability of the Brant-2,
validate each component’s effectiveness, and showcase our model’s
ability to maintain performance in scenarios with scarce labels.
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1 INTRODUCTION
Brain signals refer to the biometric information collected from the
brain [57]. Their patterns provide valuable insights towards under-
standing the physiological function of the brain and the mechanism
of related diseases, leading to various applications like neurolog-
ical disorders [1, 9], sleep health research [34, 36, 43], emotion
recognition [41, 42] and so on. Brain signals are usually measured
by invasive methods like stereoelectroencephalography (SEEG) or
non-invasive methods like scalp electroencephalography (EEG).
SEEG requires extra surgeries to implant the recording devices,
resulting in a high cost [24]. However, it manifests advantages by
providing stereotactic and detailed information about deep brain
structures. As a non-invasive method, EEG fails to capture deep
brain information accurately and contains more noise due to the
placement of electrodes on the scalp. However, compared to SEEG,
EEG is more accessible to implement without surgery, leading to
more application scenarios. Despite the differences, both SEEG and
EEG data use the same principle of electrical activity recording [8]
and share the same physiological basis.

The field of brain signals encompasses a wide array of down-
stream tasks. It represents a cutting-edge domain that will con-
tinue to unveil new research directions and application scenarios
in the future [57]. In addition, after collecting the brain signals,
the annotation work highly relies on experts in the corresponding
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field, making large-scale data labeling infeasible [13]. However,
existing works in this field are mainly designed to solve specific
tasks [9, 54, 59]. Moreover, many of them [20, 27] require train-
ing models from scratch, which tends to have a high dependency
on labels. Very limited research provides an off-the-shelf model,
known as the foundation model, that can be applied to multiple
scenarios in this field and serve as a tool for further investigation
of the brain. Foundation models have shown great potential in
language [44, 45, 50] and vision [48, 53], which not only allow for
customization for diverse applications but also reduce costs for
data annotation [6]. Furthermore, by leveraging foundation models,
researchers and developers no longer need to build models from
scratch, which saves time and costs, benefiting the advancement of
the field. Therefore, we aim to build a foundation model for brain
signals that can effectively solve numerous downstream tasks for
both SEEG and EEG data. However, when building a foundation
model for brain signals, it is inevitable to encounter challenging
issues along the way.

Firstly, different data exhibit differences in terms of sampling
rates as well as the positions and quantities of electrodes. SEEG data
is often recorded at a high sampling rate of at least 1000Hz [16] and
exhibits significant inter-individual variability in electrode numbers
and locations. EEG data is usually sampled at a lower frequency
than SEEG [10] and can vary significantly in terms of montage
(the number and the places of electrodes placed on the scalp) [51].
Secondly, brain signals collected from different scenarios contain
distinct physiological characteristics, leading to varying modeling
scales. For example, a sleep stage in sleep studies is often defined
as lasting up to 30 seconds [20, 34, 36, 43], seizure detection may
utilize a time scale of less than 10 seconds [9, 54], and existing
works for emotion recognition adopt modeling scales of 5 seconds
or shorter [42, 51]. Thirdly, there is substantial diversity among
different tasks in the field of brain signals. For example, in seizure
detection (identifying whether a segment includes seizure waves),
the model is required to extract information from the target signal,
such as capturing spikes and sharp waves within the signal. On
the other hand, in seizure prediction (predicting whether there will
be future epileptic seizures), the model needs to anticipate future
changes of the target signal.

As Fig. 1 shows, to build such a foundation model, the first step
is to gather a large amount of unlabeled brain neural data, which is
then used for large-scale pre-training, overcoming the challenges
above. For applications, as an off-the-shelf model, the pre-trained
model can be applied to various downstream scenarios through
fine-tuning. In the field of brain signals, Zhang et al. [56] propose a
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Figure 1: Overview of our work. We initially utilized approximately 4 TB of brain neural data from over 15k subjects to construct our
pre-training corpus. Subsequently, we employ the corpus to train Brant-2 using two pre-training tasks. Then the pre-trained model can be
fine-tuned and applied to various application scenarios of brain signals.

foundation model for SEEG, Brant, which can capture long-term de-
pendency, spatial correlation, and time-frequency information from
SEEG signals. However, Brant has some limitations that prevent
it from addressing the above challenges. Therefore, we propose
Brant-2, a foundation model for brain signals, which excels in three
main aspects. Firstly, the pre-training corpus of Brant-2 is large
and diverse. As shown in Fig. 1(a), Brant-2 utilizes nearly 4 TB of
mixed SEEG and EEG data with more than 15k subjects. Due to the
large volume and diversity of data, Brant-2 contains over 1 billion
parameters. Secondly, Brant-2 is robust to data variations and dif-
ferent modeling scales. Brant is pre-trained on multi-channel data
with a fixed sampling rate and window length, by which it strug-
gles to handle data variations and adapt to changes in modeling
scales. During the pre-training process of Brant-2, we design a data
augmentation module to further expand the diversity of the pre-
training corpus, which enhances the robustness of Brant-2 towards
data variations and modeling scales. Thirdly, Brant-2 can be ap-
plied to a broad range of tasks and scenarios. As shown in Fig. 1(b),
compared to Brant, which is only pre-trained with mask-prediction,
Brant-2 learns more comprehensive semantic knowledge through
two pre-training tasks, leading to better generalization abilities to
a wider set of downstream tasks (shown in Fig. 1(c)). In summary,
our key contributions comprise:

• We propose a foundation model Brant-2, the first off-the-shelf
model that can be applied to scenarios of both SEEG and EEG.
Brant-2 is the largest model in brain signals pre-trained with
nearly 4 TB brain signal data from more than 15k subjects.

• The pre-training framework we designed not only enhances the
robustness of the model to significant data variations and differ-
ent modeling scales but also empowers the ability to adapt to
diverse downstream tasks in brain signals.

• We evaluate Brant-2 on a wide range of downstream tasks to
illustrate the generalization ability of our model. By conducting
additional analysis experiments, we demonstrate our model’s
scalability, confirming each component’s efficacy and highlight-
ing its ability to sustain performance in scenarios with limited
labels.

2 METHOD
As aforementioned, building a foundation model for brain signals
primarily requires handling data variations, different modeling
scales, and diverse tasks. To tackle the variations of the data and
modeling scales, we employ data augmentation during pre-training
to enhance the diversity of the training data, improving our model’s
robustness. To learn complex semantic representations and adapt
to diverse downstream tasks, Brant-2 integrates time and frequency
information and simultaneously focuses on reconstructing the input
and forecasting future signals based on partial observations.
Notations. We use 𝒔𝑖 ∈ R𝐶×(𝐵+𝐹 ) , 𝑖 ∈ {1, 2..., 𝑁 } with 𝐶 chan-
nel(s) and 𝐵 + 𝐹 time steps to represent a segment of SEEG or EEG
signals obtained from the pre-training corpus, where 𝑁 denotes
the total sample number. The sample 𝒔𝑖 is divided into two consec-
utive parts: the look back window 𝒙𝑖 ∈ R𝐶×𝐵 and the future values
𝒙fut
𝑖

∈ R𝐶×𝐹 , where the look back window 𝒙𝑖 serves as the input.

2.1 Overall Architecture
The overall architecture of Brant-2 is shown in Fig. 2, which mainly
involves four modules: 1) patching; 2) data augmentation and mask-
ing module; 3) input embedding module; 4) encoder.
Patching. Aggregating time steps into subseries-level patches can
not only enhance the locality and capture comprehensive semantic
information, but also reduce computation cost [33, 56]. Thus, we
divide the input sample 𝒙𝑖 into non-overlapped patches with length
𝑃 and generate a set of patches 𝒑𝑖 ∈ R𝐶×𝐿×𝑃 , where 𝐿 = ⌊𝐵/𝑃⌋ is
context length (i.e., the number of consecutive patches).
Data augmentation and masking. The quality of the data is of
paramount importance for training a foundation model [26]. When
assessing data quality, the diversity of the data is a crucial metric.
High data diversity is beneficial for improving model performance,
while low diversity can introduce biases and inaccuracies in the
training process. In the field of language, LLMs (Large Language
Models) are pre-trained using text corpus sourced from various
domains [44, 45, 50]. Furthermore, Lee et al. [25] measure the di-
versity of publicly available LLM datasets and conclude that these
datasets are highly diverse, which emphasizes the significance of
data diversity for a foundation model.
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Figure 2: The architecture and pre-training framework of Brant-2. The input raw signal 𝒙𝑖 is first processed to subseries-level patches
𝒑𝑖 . Then we conduct data augmentation to increase the diversity of the training data and mask a subset of patches. We combine the information
from both time and frequency domains to obtain the input embedding 𝒉𝑖 , 𝒉̂𝑖 , which are then fed into the temporal and spatial encoder
sequentially. The output representations 𝒛𝑖 , 𝒛̂𝑖 are linearly mapped to reconstruct the masked patches and forecast future signals.

In view of the significance of data diversity during pre-training,
we introduce a data augmentation module to enhance the pre-
training corpus in both the temporal and spatial dimensions, aim-
ing to generate more diverse data. For the obtained patches 𝒑𝑖 ∈
R𝐶×𝐿×𝑃 , the temporal augmentation involves a random resampling
to adjust the sampling rate of the input sample. The variation in
sampling rates enriches the temporal scale of the samples, allow-
ing the model to become more robust to handle changes in mod-
eling scales. Formally, we choose an adjustment factor 𝑚𝑘 from
M = {𝑚1, ...,𝑚𝐾 } uniformly at random, then the input patches
and future values are resampled by a factor of𝑚𝑘 , which are de-
noted as 𝒑̂𝑖 ∈ R𝐶×𝐿×𝑃𝑘 and 𝒙̂fut

𝑖
∈ R𝐶×𝐹𝑘 , where 𝑃𝑘 = 𝑃 ×𝑚𝑘 ,

𝐹𝑘 = 𝐹 ×𝑚𝑘 . For the spatial augmentation, our goal is to enable
the model to handle various numbers of channels, including single-
channel data. Specifically, we first select a channel number 𝐶𝑘 ′
from C = {𝐶1, ...,𝐶𝐾 ′ } (𝐶𝑘 ′ is set equal to 𝐶 when 𝐶𝑘 ′ > 𝐶), where
𝐶1 = 1. Then, we shuffle the channel dimension of the resampled
patches 𝒑̂𝑖 and the future values 𝒙̂fut𝑖 according to the same rule and
the data is reorganized into 𝑛 non-overlapping subset(s) along the
channel dimension with 𝐶𝑘 ′ channel(s), where 𝑛 = ⌊𝐶/𝐶𝑘 ′ ⌋. In the
masking procedure, we randomly mask a subset of 𝐶𝑘 ′ × 𝐿 patches
with a fixed masking ratio, where the values of the masked patches
are replaced by zeros. We denote the outputs of data augmentation
and masking as 𝒑̃𝑖 ∈ R𝑛×𝐶𝑘′×𝐿×𝑃𝑘 and 𝒙̃fut

𝑖
∈ R𝑛×𝐶𝑘′×𝐹𝑘 .

Input embedding. For neural recordings, the time domain pro-
vides insights into the amplitude and duration of neural signals,
while the frequency domain unveils oscillatory patterns and rhyth-
mic activity [21]. By modeling neural signals in both domains, we
can obtain a more comprehensive understanding of the underly-
ing neurophysiological mechanisms [31]. Therefore, as shown in
the top left corner of Fig. 2, we combine the features from both
time and frequency domains to obtain the input embedding. We
generate the frequency features 𝒑̃F

𝑖
from the augmented data 𝒑̃𝑖 by

calculating the power spectral density [52] (PSD) that reveals the

spectral power distribution in different frequency bands of the sig-
nals, which is associated with different brain functional states [56].
For example, during wakefulness, 𝛼 (8-13 Hz) and 𝛽 (13-30 Hz)
waves are more active; during sleep, 𝛿 (less than 4 Hz) and 𝜃 (4-8
Hz) waves are more prominent.

We use non-linear encoders to map the time and frequency
data 𝒑̃𝑖 , 𝒑̃F

𝑖
to 𝐷

2 -dimensional latent representations 𝒉̃𝑖 , 𝒉̃F
𝑖

∈
R𝑛×𝐶𝑘′×𝐿× 𝐷

2 . which are then concatenated and added with a learn-
able positional encoding Wpos ∈ R𝐿×𝐷 which monitors the tempo-
ral order of patches to obtain the input embedding𝒉𝑖 ∈ R𝑛×𝐶𝑘′×𝐿×𝐷 :

𝒉𝑖 = Concat(𝒉̃𝑖 , 𝒉̃F𝑖 ) + Broadcast(Wpos), (1)

where the Broadcast(·) operator broadcastsWpos to the same shape
as Concat(𝒉̃𝑖 , 𝒉̃F𝑖 ). Finally, we make a clone of the input embedding
𝒉𝑖 and obtain 𝒉̂𝑖 , preparing for the subsequent encoding process.
Encoder. In order to generalize to various scenarios, we incorpo-
rate both mask-prediction and forecasting tasks during pre-training
to learn representations with rich semantic information. For the
purpose of simultaneously accomplishing these two pre-training
tasks, we design a multi-feed-forward (multi-FFN) Transformer
block, as illustrated in the top right corner of Fig. 2. The block con-
tains two FFNs, where one is used for signal reconstruction, and the
other is employed for forecasting. We utilize a temporal encoder to
capture time dependencies and a spatial encoder to capture channel
correlations, both of which are composed of stacked multi-FFN
Transformer blocks.

For temporal encoding, we model series of patches of length 𝐿:
𝒉𝑖, 𝑗 ∈ 𝒉𝑖 , 𝒉̂𝑖, 𝑗 ∈ 𝒉̂𝑖 , 𝑗 = 1, 2, ..., 𝑛 × 𝐶𝑘 ′ , where 𝒉𝑖, 𝑗 , 𝒉̂𝑖, 𝑗 ∈ R𝐿×𝐷 .
We denote the outputs of the 𝑙 − 1-th layer of the temporal encoder
as 𝒐𝑙−1

𝑖, 𝑗
, 𝒐̂𝑙−1

𝑖, 𝑗
∈ R𝐿×𝐷 , where 𝒐0

𝑖, 𝑗
= 𝒉𝑖, 𝑗 , 𝒐̂0𝑖, 𝑗 = 𝒉̂𝑖, 𝑗 . For the 𝑙 ’th

layer, outputs from the last layer 𝒐𝑙−1
𝑖, 𝑗

, 𝒐̂𝑙−1
𝑖, 𝑗

go through the same
multi-head attention [46] followed by a residual addition and a
normalization to obtain the attention outputs 𝒂𝑙

𝑖, 𝑗
, 𝒂𝑙

𝑖, 𝑗
∈ R𝐿×𝐷 ,
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which will be separately fed into two FFNs (denoted as FFN𝑙mask
and FFN𝑙fcst). Due to the incomplete data resulting from the mask
operation during pre-training, we utilize the information recon-
structed by FFN𝑙mask to assist forecasting. Therefore, we establish a
residual connection without gradients between the two attention
outputs 𝒂𝑙

𝑖, 𝑗
and 𝒂𝑙

𝑖, 𝑗
:

𝒇 𝑙𝑖, 𝑗 = FFN𝑙mask (𝒂
𝑙
𝑖, 𝑗 ), (2)

𝒇 𝑙𝑖, 𝑗 = FFN𝑙fcst (𝒂
𝑙
𝑖, 𝑗 + Detach(𝒂𝑙𝑖, 𝑗 ))), (3)

where Detach(·) operator returns a clone of the original input with-
out gradients. Followed by a residual addition and a normalization,
we derive the outputs of the 𝑙-th layer 𝒐𝑙

𝑖, 𝑗
, 𝒐̂𝑙

𝑖, 𝑗
∈ R𝐿×𝐷 . The

whole outputs of the temporal encoder are denoted as 𝒕𝑖 , 𝒕𝑖 ∈
R𝑛×𝐶𝑘′×𝐿×𝐷 . For spatial encoding, we take the outputs of the
temporal encoder and model sets of patches of length 𝐶𝑘 ′ from
different channels: 𝒕𝑖, 𝑗 ∈ 𝒕𝑖 , 𝒕𝑖, 𝑗 ∈ 𝒕𝑖 , 𝑗 = 1, 2, ..., 𝑛 × 𝐿, where
𝒕𝑖, 𝑗 , 𝒕𝑖, 𝑗 ∈ R𝐶𝑘′×𝐷 . The encoding process of the spatial encoder is
the same as the temporal encoder which is described above. The
outputs of the spatial encoder 𝒛𝑖 , 𝒛̂𝑖 ∈ R𝑛×𝐶𝑘′×𝐿×𝐷 are served as
the latent representations of Brant-2.

2.2 Pre-training and Fine-tuning
Pre-training. We adopt mask-prediction and forecasting tasks
during pre-training to fully extract rich semantic information to
adapt to different downstream tasks. The mask-prediction allows
the model to understand the patterns within a certain segment
of the signal. On the other hand, the forecasting task enables the
model to learn future trend changes from the current observed
series. We utilize two linear headsWrec ∈ R𝐷×𝑃𝑘 ,Wfcst ∈ R𝐷×𝐹𝑘

to map the latent representations to the original signals. During
pre-training, the model conducts a patch-level reconstruction and
a series-level forecasting:

𝒑rec
𝑖 = 𝒛𝑖Wrec, (4)

𝒙fcst𝑖 = MeanPool(𝒛̂𝑖 )Wfcst, (5)

where 𝒑rec
𝑖

∈ R𝑛×𝐶𝑘′×𝐿×𝑃𝑘 , 𝒙fcst
𝑖

∈ R𝑛×𝐶𝑘′×𝐹𝑘 , the MeanPool(·)
operation aggregates each 𝐿 consecutive patches in 𝒛̂𝑖 . Then fol-
lowing the masked modeling and forecasting paradigms, Brant-2 is
supervised by two MSE losses in the pre-training stage:

L𝑟𝑒𝑐 =
𝑁∑︁
𝑖=1

∥𝒑̃𝑖 − 𝒑rec
𝑖 ∥22, (6)

L𝑓 𝑐𝑠𝑡 =
𝑁∑︁
𝑖=1

∥𝒙fut𝑖 − 𝒙fcst𝑖 ∥22, (7)

where 𝑁 is the number of training samples. The objective of joint
optimization is obtained by adding the losses L𝑟𝑒𝑐 and L𝑓 𝑐𝑠𝑡 .
Fine-tuning. When fine-tuning the model, we first use a mean
pooling operation to gather each 𝐿 consecutive patches of the latent
representations 𝒛𝑖 , 𝒛̂𝑖 ∈ R𝑛×𝐶𝑘′×𝐿×𝐷 , then the representations are
aggregated by a weighted sum:

𝒓𝑖 = 𝜆MeanPool(𝒛𝑖 ) + (1 − 𝜆)MeanPool(𝒛̂𝑖 ), (8)

where 𝒓𝑖 ∈ R𝑛×𝐶𝑘′×𝐷 and 𝜆 is a learnable parameter. The aggre-
gated representation 𝒓𝑖 will be fed into a linear or non-linear head
for the downstream tasks.

3 EXPERIMENTS
3.1 Pre-training Setup
Pre-training datasets. The pre-training corpus of Brant-2 incorpo-
rates a mixed dataset of SEEG and EEG data from over 15k subjects
with a total data size approaching 4 TB. The SEEG corpus used
for pre-training contains intracranial neural data recorded from 26
subjects. The original corpus has a total size of 12 TB. After remov-
ing unused channels and applying preprocessing like denoising
and filtering, we obtain 2.3 TB of SEEG data for pre-training. The
surgical procedure involves the implantation of invasive electrodes
with 47 to 238 channels. The corpus contains SEEG data at 1000Hz,
2000Hz, and 4000Hz sampling rates. The EEG corpus utilized in
the pre-training is a publicly available dataset, TUEG[19], which
comprises 1,643 GB of clinical recordings from 14,987 individuals
with a total of 27,063 hours of data. The dataset contains over 40
different channel configurations, in which approximately 95% of
the data includes a 10/20 configuration as a subset of the available
channels. The sampling rate of the recordings varies between 250Hz
and 1024Hz.
Pre-training details. In the encoder block of Brant-2, we apply
RMSNorm[55] and use the Swish activation function[38]. We set
the context length 𝐿 of Brant-2 as 16 patches, the masking ratio as
40%, and the forecasting length as 1/4 of the context length (The hy-
perparameter analysis of the masking ratio and forecasting length
is shown in App.B). The adjustment factor of the sampling rate
is uniformly chosen fromM = {0.25, 0.5, 1.0, 2.0} and the reorga-
nized channel number is chosen from C = {1, 2, 4, 8, 16, 32, 64, 128}.
Brant-2 is trained using the AdamW optimizer[28], with 𝛽1 = 0.9,
𝛽2 = 0.95, 𝑒𝑝𝑠 = 10−5. For the learning rate scheduling, we use a
linear warmup of 1k steps to reach a peak learning rate of 1.0×10−5,
followed by a cosine decay of 150k steps to decay the final learning
rate to 0. During the pre-training process, the model parameters
are updated for a total of 105k steps. Our models are trained on a
Linux system with 2 CPUs (AMD EPYC 9654 96-Core Processor)
and 4 GPUs (NVIDIA Tesla A100 80G). Brant-2 contains 1 billion
parameters, which takes over 100 hours to pre-train.

3.2 Evaluation Setup
We conduct evaluation experiments on nine diverse SEEG and EEG
datasets, encompassing five downstream tasks: seizure detection,
seizure prediction, sleep stage classification, emotion recognition,
and motor imagery classification. We divide each dataset into sev-
eral non-overlapping groups and conduct n-fold cross-validation
for all groups. Each time, we set one group for evaluation and the
others for fine-tuning. The fine-tuning process mainly involves
updating the last two layers of the temporal encoder and the clas-
sification head, while freezing the remaining parameters of the
Brant-2 (more details are shown in App. D.2).
Seizure detection. Accurate seizure detection is crucial for diag-
nosing and treating individuals with epilepsy and other seizure-
related disorders. Seizure detection aims to identify and classify in-
stances of seizures in brain signals recorded from epilepsy patients,
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which is formalized as a binary classification to classify between
physiological and pathological samples. We employ 2 SEEG and 2
EEG datasets to evaluate the model performance on seizure detec-
tion. The SEEG datasets, MAYO and FNUSA [32], contain 5000Hz
SEEG recordings from 18 and 13 subjects, respectively. The sub-
jects are divided into six groups for each dataset, and the data is
segmented into 3-second data clips. We preserve the physiological
and pathological activities and remove the artifacts and power line
noise. CHB-MIT [18, 40] consists of 23-channel EEG recordings
with a sampling rate of 256Hz from 22 subjects with intractable
seizures. We divide the subjects into four groups and segment the
signals into 8-second data clips. Siena [11, 12] consists of 27-channel
EEG recordings of 14 patients with a sampling rate of 512Hz. The
subjects are divided into five groups, and the signals are segmented
into 4-second data clips. We use precision, recall, F1 and F2 scores
as evaluation metrics. In the scenario of epilepsy, F2 is more valued
than F1 since ignoring any seizure is costly in diagnosis.
Seizure prediction. Different from seizure detection, seizure pre-
diction is conducted under a more challenging setting where the
task is to predict the likelihood of future seizures based on the
current observations. Seizure prediction is crucial for providing
early warnings and alerts for individuals with epilepsy. We utilize
a clinical SEEG dataset from a first-class hospital labeled by pro-
fessional neurosurgeons. The dataset contains 5 subjects with a
sampling rate of 1000Hz, and we adopt a 5-fold cross-validation. We
sample 16-second segments and predict whether a seizure occurs
within the next 1 minute. We adopt the same evaluation metrics
as in seizure detection (i.e., precision, recall, F1 and F2 score) to
measure the performance of the models.
Sleep stage classification. In sleep health research, sleep staging
plays a critical role in enhancing our understanding of sleep states
and patterns, contributing to the prevention and diagnosis of sleep-
related disorders [35]. The American Academy of Sleep Medicine
(AASM) manual defines sleep into five stages: wake, N1, N2, N3,
and REM [5]. Thus, sleep stage classification is formalized as a
5-class classification. We choose 2 EEG datasets, SleepEDF [23] and
HaaglandenMedisch Centrum sleep staging database [2, 3](referred
to as HMC), to verify the model performance on sleep stage classi-
fication. For SleepEDF, we adopt the SleepEDF-78 dataset which
contains 153 whole-night polysomnographic sleep recordings from
78 subjects during sleep cassette studies. The EEG data with a sam-
pling rate of 100Hz contains 1 EEG channel, which is segmented
into 30-second epochs. We randomly divide the subjects into five
groups. HMC is a collection of 151 whole-night polysomnographic
(PSG) sleep recordings from 151 subjects. The data is sampled at
256Hz and contains 4 EEG channels. The subjects are split into five
groups, and the signals are segmented into 30-second epochs. As for
the evaluation metrics, we utilize accuracy, sensitivity, specificity,
macro F1 score, and Cohen’s kappa 𝜅.
Emotion recognition. Emotion recognition using EEG is be-
coming an interesting topic among researchers, which has made
advancements in various domains, including biomedical research,
brain-computer interfaces (BCIs), etc [22]. The SEED dataset [15, 60]
contains 62-channel EEG data from 15 subjects while watching film
clips. The film clips are carefully selected to induce different types

of emotion (positive, negative, and neutral). Thus, we conduct dis-
crete emotion recognition formalized as a 3-class classification. The
data is down-sampled to 200Hz, segmented into 5-second segments,
and split into five groups. The evaluation metrics include accuracy
and macro F1 score.
Motor imagery classification. Motor imagery classification is
to classify brain activity patterns related to imagined movements,
which has gained significant attention due to its potential applica-
tions in BCIs, rehabilitation therapies, and assistive technologies.
We select EEG Motor Movement/Imagery [17, 39](referred to as
Motor Imagery) as the dataset for this task. Motor Imagery consists
of over 1500 one- and two-minute 64-channel EEG recordings with
a 160Hz sampling rate obtained from 109 volunteers. For each sub-
ject, a target appears on either the left or the right side of the screen,
and the subject imagines opening and closing the corresponding
fist until the target disappears. The model aims to differentiate
whether the subject is imagining opening and closing their left fist
or right fist based on the collected EEG signals. We split the subjects
into five groups and clip the data into 6.4-second segments. The
evaluation metrics include accuracy and F1 score.

3.3 Baselines
We extensively compare our model with 12 advanced methods,
which are divided into three categories, including 1) 3 methods
aimed at time series universal modeling, 2) 3 methods based on
self-supervised pre-training on brain signals, and 3) 6 methods
specifically designed for each task. The methods in the first two
categories are evaluated on all downstream tasks, while themethods
in the third category are only evaluated on the specific tasks.

To be precise, we choose TF-C [58] SimMTM [14] and One Fits
All [61] as universal modeling methods for time series. For the
pre-training works on brain signals, we choose BrainBERT [47],
Brant [56] and MBrain [7]. In addition, we select PPi [54] (seizure
detection on SEEG data), ScatterFormer [59] (seizure detection on
EEG data), Lopes et al. [27] (seizure prediction), SleepHGNN [20]
(sleep stage classification), EEG Conformer [42] (emotion recog-
nition) and TSFF-Net [29] (motor imagery classification) as the
task-specific methods for each downstream task. More details of
the baselines are shown in App. C.

3.4 Evaluation Results
Main Results. Fig. 3 summarizes the overall results of Brant-2
compared with the baseline methods on all the downstream tasks.
The radar chart shows that Brant-2 outperforms all universal time
series modeling methods and pre-training methods on brain sig-
nals, surpassing a majority of task-specific methods, indicating that
our method exhibits strong generalization ability across various
scenarios of brain signals. Detailed statistics and comparisons of
each task will be discussed in the following paragraphs, where in
all the tables, we mark values ranking the first (v), second (v), and
third (v*) in each column.
Seizure Detection. Tab. 1 shows the results of seizure detection
on SEEG and EEG datasets. In the results of MAYO and FNUSA,
Brant-2 achieves the best recall and F2 score over other models,
demonstrating ourmodel’s ability in seizure detection on SEEG data.
Regarding the F2 score, PPi secures the second position, which can
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Table 1: Average performance on seizure detection.

Methods
Metrics MAYO FNUSA

Pre. Rec. F1 F2 Pre. Rec. F1 F2

TF-C[58] 55.12 ±10.37 70.72 ±14.49 55.84 ±8.89 61.48 ±9.43 69.80±4.91 81.46 ±7.63 74.76 ±6.30 78.50 ±8.16
SimMTM[14] 51.03 ±10.75 78.97 ±9.31 56.66 ±10.44 67.13 ±10.04 69.33*±5.71 82.44 ±12.05 74.74 ±6.03 79.00 ±9.39
One Fits All[61] 59.60±11.21 77.62 ±10.71 66.26*±3.23 72.22 ±4.02 63.65 ±11.03 82.18 ±9.22 70.90 ±6.00 76.95 ±5.02

BrainBERT[47] 54.47 ±11.25 89.70*±11.43 64.65 ±7.54 76.02 ±6.31 58.11 ±8.60 87.62*±8.79 67.91 ±6.46 77.67 ±4.95
Brant [56] 49.24 ±12.56 93.30±7.84 63.38 ±8.22 77.92*±2.36 48.15 ±5.13 94.72±4.94 63.61 ±3.72 79.07 ±3.31
MBrain[7] 55.39 ±10.46 80.08 ±10.97 61.81 ±4.55 70.32 ±10.12 67.88 ±5.43 85.89 ±9.51 75.25*±6.78 81.10*±10.68

PPi[54] 68.94±12.14 88.73 ±8.49 73.77±6.24 80.74±4.63 72.77±5.06 86.60 ±13.67 78.39±8.29 82.93±9.49

Brant-2 55.41*±9.74 95.88±3.86 69.90±8.45 83.30±6.07 68.78 ±9.86 95.96±4.43 79.76±7.61 88.59±5.21

Methods
Metrics CHB-MIT Siena

Pre. Rec. F1 F2 Pre. Rec. F1 F2

TF-C[58] 17.82 ±8.44 61.36 ±10.66 18.01 ±6.72 27.61 ±6.52 7.98 ±1.34 61.63 ±10.92 13.68 ±3.20 24.92 ±3.78
SimMTM[14] 54.31 ±8.12 36.77 ±8.71 42.82 ±8.95 38.84 ±8.79 32.30 ±10.51 43.37 ±11.72 27.47 ±6.10 32.97 ±9.35
One Fits All[61] 51.14 ±12.20 56.58 ±5.23 51.21 ±9.95 53.69 ±5.47 47.27 ±10.26 43.68 ±8.55 43.00 ±5.42 42.97 ±5.29

BrainBERT[47] 52.47 ±8.04 59.44 ±12.25 55.09 ±8.95 57.41 ±10.06 47.33*±9.81 60.61 ±10.15 48.54*±6.20 53.52 ±6.92
Brant [56] 57.42±8.42 61.41*±10.07 57.99*±7.63 59.65*±8.09 43.07 ±11.05 66.04*±6.81 48.36 ±8.42 55.27*±4.82
MBrain[7] 53.39 ±14.42 52.87 ±8.08 49.35 ±7.40 50.38 ±6.18 38.94 ±8.83 60.99 ±5.61 45.88 ±7.06 53.32 ±6.62

ScatterFormer[59] 55.73*±8.03 64.92±10.14 59.81±8.80 62.72*±9.52 50.33±11.38 67.49±7.21 53.49±7.04 58.98±4.15

Brant-2 56.44±7.53 73.04±7.83 63.42±7.48 68.78±7.65 50.35±8.52 70.42±4.53 58.14±4.77 64.70±1.92

Table 2: Average performance on sleep stage classification.

Methods
Metrics SleepEDFx HMC

Acc. Sens. Spec. Macro F1 Kappa Acc. Sens. Spec. Macro F1 Kappa

TF-C[58] 65.96 ±1.28 51.42 ±2.37 90.26 ±0.47 49.37 ±1.92 50.73 ±2.04 48.04 ±4.89 35.30 ±4.67 84.35 ±1.31 30.15 ±6.67 23.90 ±7.08
SimMTM[14] 63.85 ±2.30 36.29 ±1.54 88.97 ±0.68 31.37 ±2.62 44.40 ±3.54 44.64 ±2.01 31.52 ±2.48 83.18 ±0.76 27.27 ±3.51 17.76 ±3.90
One Fits All[61] 68.45 ±1.95 56.32 ±3.04 91.20 ±0.71 54.77 ±1.70 55.03 ±2.75 58.64 ±1.55 51.12 ±2.85 88.42 ±0.70 50.54 ±2.97 43.52 ±3.00

BrainBERT[47] 69.56 ±1.85 59.40*±2.40 91.80 ±0.55 58.66*±1.66 57.13 ±2.51 60.69 ±1.67 53.06 ±2.13 89.04 ±0.61 51.95*±2.01 46.48 ±2.58
Brant [56] 69.06 ±2.69 58.25 ±3.62 91.63 ±0.83 56.84 ±3.32 56.55 ±3.77 51.02 ±3.15 41.90 ±2.20 85.89 ±0.60 38.12 ±3.74 30.42 ±2.90
MBrain[7] 71.91*±0.98 58.35 ±1.99 92.16*±0.38 58.22 ±3.63 59.83*±2.10 62.33*±1.24 53.97*±1.87 89.50*±0.14 51.48 ±2.94 48.65*±0.88

SleepHGNN[20] 77.56±2.06 70.38±2.57 94.18±0.60 69.79±3.98 69.72±3.79 64.87±2.34 57.27±2.48 90.24±0.56 56.93±3.50 52.21±3.56

Brant-2 77.15±1.39 67.01±2.51 93.90±0.43 67.20±2.42 68.05±2.22 68.76±2.41 63.74±1.74 91.52±0.43 63.87±1.94 58.20±2.65

be attributed to the fact that PPi contains a specifically designed pre-
training framework for seizure detection and dedicated techniques
to address inter-subject variability. From the results of CHB-MIT
and Siena, we can observe that Brant-2 ranks the first in almost
all performance metrics, showing a strong ability in EEG-based
seizure detection.
Seizure Prediction. Tab. 3 shows the average performance of
seizure prediction task on the clinical dataset. In Tab. 3, Brant-2
achieves the first place in terms of F1 and F2 scores, which are
improved by 37.97% and 32.02% compared to Brant, indicating that
the pre-training forecasting task enhances the predictive capabil-
ity. Lopes et al. [27] achieves the second-best F1 and F2 scores,

Here we calculate the relative improvement.

demonstrating the effectiveness of combining original signals and
handcrafted features. However, as a fully supervised method, Lopes
et al. [27] relies heavily on labels, which are often scarce in clinical
settings. We will investigate the impact of scarce labels on model
performance in Sec. 4.3. Apart from Brant-2 and Lopes et al. [27],
One Fits All achieves the highest F2 score, which could be attributed
to its utilization of a pre-trained GPT-2 [37] as the backbone with
strong predictive abilities.
Sleep Stage Classification. The results of sleep stage classifica-
tion on SleepEDFx and HMC are shown in Tab. 2. Overall, Brant-2
and SleepHGNN exhibit comparable performance, with Brant-2
outperforming SleepHGNN on HMC and SleepHGNN having a
slight edge on SleepEDFx. As a specialized model designed for
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Figure 3: The overall performance comparison of our model
and other baseline methods on all downstream datasets.

Table 3: Average performance on seizure prediction.

Methods
Metrics Clinical

Pre. Rec. F1 F2

TF-C[58] 34.92 ±6.61 49.35±13.53 37.28 ±9.50 42.88 ±11.10
SimMTM[14] 60.39 ±10.76 37.94 ±6.72 45.37 ±7.69 40.42 ±6.99
One Fits All[61] 55.84 ±8.48 43.41 ±10.39 48.04*±9.42 45.01*±10.02

BrainBERT[47] 61.89*±13.92 29.38 ±12.47 39.05 ±13.98 32.55 ±13.05
Brant [56] 55.39 ±11.28 40.89 ±9.97 40.01 ±8.80 39.29 ±9.29
MBrain[7] 54.75 ±13.29 44.26 ±11.86 41.79 ±9.59 41.67 ±9.82

Lopes et al. [27] 62.82±9.17 46.86*±10.21 50.84±8.46 47.85±10.36

Brant-2 62.67±7.25 49.94±8.04 55.20±7.93 51.87±8.05

Table 4: Average performance on emotion recognition.

Methods
Metrics SEED

Acc. Macro F1

TF-C[58] 82.87 ±5.21 82.13 ±5.66
SimMTM[14] 81.69 ±7.06 81.26 ±7.20
One Fits All[61] 87.80 ±3.35 87.67 ±3.38

BrainBERT[47] 85.98 ±5.46 85.81 ±5.98
Brant [56] 89.50*±3.57 89.43*±3.71
MBrain[7] 84.60 ±7.47 84.52 ±7.45

EEG Conformer[42] 93.17±4.20 93.10±4.22

Brant-2 93.47±3.09 93.42±3.08

sleep stage classification, SleepHGNN incorporates EEG signals
and synchronously collected EOG, ECG, and EMG signals, thereby
leveraging multiple modalities for improved performance. Brant-2
achieves comparable performance using only EEG signals, high-
lighting the effectiveness of our large-scale pre-training.

Table 5: Average performance on motor imagery classifica-
tion.

Methods
Metrics Motor Imagery

Acc. F1

TF-C[58] 60.06 ±1.62 57.79 ±3.00
SimMTM[14] 57.48 ±1.82 57.37 ±2.80
One Fits All[61] 71.25 ±3.50 72.56*±3.06

BrainBERT[47] 64.84 ±4.19 70.32 ±3.55
Brant [56] 72.00*±1.93 71.84 ±2.42
MBrain[7] 61.06 ±2.09 60.42 ±4.65

TSFF-Net[29] 73.00±4.32 73.87±2.10

Brant-2 74.33±3.61 74.30±3.83

Emotion Recognition. Tab. 4 contains the results of emotion
recognition on SEED dataset. Our model obtains the best results
and EEG Conformer achieves the second place. Like Brant-2, EEG
Conformer also considers the temporal dependency and spatial
correlations by designing a convolution module with temporal and
spatial convolutional layers.
Motor Imagery Classification. The performance of motor im-
agery classification is shown in Tab. 5. The achievement of the
highest accuracy and F1 score by Brant-2 demonstrates the effec-
tiveness of our model in motor imagery classification. The utiliza-
tion of time-frequency spectrograms in TSFF-Net, along with its
second-best accuracy and F1 score, highlights the significance of
time-frequency domain information in this scenario.

4 ANALYSIS
4.1 Scalability Analysis
Large language and vision models[4, 44, 45, 50] have shown strong
scalability behavior. As a large model in brain signals, we aim to
investigate the scaling behavior of our model in terms of the pre-
training loss and downstream task performance.
Setup. In addition to Brant-2, we pre-trained two smaller ver-
sions with 200 million, 460 million parameters, following the same
training configurations described in Sec.3.1. Then we evaluate the
models on all five downstream tasks, with each task utilizing one
dataset (CHB-MIT for seizure detection, Clinical for seizure pre-
diction, SleepEDFx for sleep stage classification, SEED for emotion
recognition and Motor Imagery for motor imagery classification).
Results. The training losses of the two pre-training objectives
(the losses are calculated every 5k steps) are shown in Fig.4(a).
One can observe that as training progresses: 1) the training losses
of the models, regardless of their size, continue to decrease; 2)
as we increase the model size, the losses decrease faster. These
observations indicate that Brant-2 shows scalability behavior during
pre-training. Furthermore, as shown in Fig.4(b), larger models attain
better performance across all tasks, showcasing that our scalable
overall performance transfers to a range of downstream tasks.
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Figure 4: The results of scalability analysis.

4.2 Ablation Study
We perform ablation experiments to assess the effectiveness of the
architectural design of the model and the pre-training tasks.
Setup. We set three model variants to validate the effectiveness of
our architectural design: 1) Brant-2 w/o temporal encoder: remove
the temporal encoder; 2) Brant-2 w/o spatial encoder: remove the
spatial encoder; 3) Brant-2 w/o multi-FFN: replace the multi-FFN
Transformer encoder block of Brant-2 with the vanilla Transformer
encoder block [46]. For each model variant, we control the param-
eter count of the models to be approximately the same to ensure
fair comparison. To illustrate the usefulness of both pre-training
tasks, we perform two sets of experiments: 4) Brant-2 w/o mask:
pre-train with forecasting; 5) Brant-2 w/o forecast: pre-train with
mask-prediction. Brant-2 and the above five variants are evaluated
on all the five downstream tasks, with each task utilizing the same
dataset as the one used in the scalability analysis (i.e., CHB-MIT
for seizure detection, Clinical for seizure prediction, SleepEDFx
for sleep stage classification, SEED for emotion recognition and
Motor Imagery for motor imagery classification). Since each model
variant requires pre-training and such process for a 1-billion scale
model alone takes over 100 hours as described in Sec. 3.1, all the
experiments in the ablation study are based on Brant-2-460M.
Results. The ablation results are shown in Fig.5, in which Brant-2
outperforms the other variants across all five downstream tasks,
demonstrating the effectiveness of each component of our work.
Brant-2 w/o temporal encoder exhibits overall poor performance
in these downstream tasks, highlighting the crucial importance of
temporal dependency for brain signals. In certain tasks (e.g., seizure
detection, emotion recognition), Brant-2 w/o mask outperforms
Brant-2 w/o forecast, indicating that these tasks require a better
understanding of patterns within a signal segment. On the other
hand, in some tasks (e.g., seizure prediction), Brant-2 w/o forecast
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Figure 5: The results of ablation study.
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Figure 6: the performance changes of the model as the train-
ing labels decrease.

performs better, demonstrating that these tasks prioritize predicting
future changes based on the current observed series. Therefore, joint
training of the two pre-training tasks enhances the adaptive ability
to different downstream tasks.

4.3 Label Scarcity Scenario Exploration
The results in Sec.3.4 have demonstrated that Brant-2 can generalize
well to various tasks. As a foundation model, we also aim to inves-
tigate whether our model can address the issue of over-reliance on
labels and be applicable to scenarios with scarce labels.
Setup. We choose to conduct experiments on the Clinical dataset
originating from real-world clinical scenario of epilepsy, where
the annotation cost is high. By choosing this dataset, we intend to
simulate real-world scenarios closely and address the challenges
associated with expensive annotations in clinical settings. We com-
pare our model with the best-performed baseline method Lopes
et al. [27], which is fully supervised. We conduct three sets of ex-
periments on each model with 100%, 10%, and 1% of training data.
Results. The variation in model performance with decreasing
training labels is shown in Fig.6. Overall, as the training labels de-
crease, the performance exhibits a certain degree of decline. When
transitioning from 100% to 1% labels, Brant-2 and Brant-2-460M
show F1 and F2 scores decreases of less than 10% and 15%, respec-
tively, In contrast, the F1 and F2 scores of Lopes et al. [27] decline
50.6% and 32.6%, respectively. The results indicate that Brant-2
can reduce reliance on labels, thereby ensuring performance in
scenarios with scarce labels.
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5 CONCLUSION
Wepropose a foundationmodel Brant-2, the first off-the-shelf model
that can be applied to scenarios of both SEEG and EEG. Brant-2 is
able to handle significant data variations and generate powerful
representations of brain signals from a broad range of application
scenarios. We experiment on five downstream tasks to illustrate
the generalization ability of Brant-2. In addition, Brant-2 shows
a scalability behavior in both pre-training and downstream tasks.
Furthermore, we explore the change of model performance in low-
resource labeled scenarios, in which the performance of Brant-2
remains much more stable than the supervised SOTA method de-
signed for the scenario, indicating that our model alleviates the
issue of label efficiency. The field of brain signals is continuously
evolving, with emerging research directions and scenarios. In the
future, we aim to train our model on a more diverse and exten-
sive corpus, enabling its application in more research areas and
scenarios.
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A RELATEDWORK
Scenario-specific methods for brain signals. In view of the
diverse application scenarios of brain signals, researchers have
designed various methods specifically tailored for these contexts.
Yuan et al. [54] propose a self-supervised learning framework and
two techniques for SEEG-based patient-independent seizure detec-
tion. Zheng et al. [59] propose a model, ScatterFormer, for patient-
independent seizure detection on EEG data, which is an invariant
scattering transform-based hierarchical Transformer that specif-
ically pays attention to subtle features. Lopes et al. [27] conduct
seizure prediction by encoding the original signals and hand-crafted
features with a deep and shallow networks, respectively. Jia et al.
[20] propose a novel Sleep Heterogeneous Graph Neural Network
(SleepHGNN) to capture the heterogeneity and the interactivity
of physiological signals for sleep stage classification. Song et al.
[42] design a compact Convolutional Transformer, named EEG
Conformer, to encapsulate local and global features for emotional
recognition and motor imagery classification. Miao and Zhao [30]
propose a shallow, lightweight decoding architecture (TSFF-img)
based on time-frequency spectrograms for motor imagery classifi-
cation.
Universal modeling for brain signals. Universal modeling ex-
hibits great advantages by learning highly general representations
to enable customization for various applications. Developing such
techniques for brain signals with a broad range of applications is
suitable.Wang et al. [47] propose an off-the-shelf model, BrainBERT,
that provides embeddings for intracranial recordings. Zhang et al.
[56] propose a foundation model Brant for SEEG modeling, which
is the largest model for intracranial recordings. Both BrainBERT
and Brant are limited to SEEG data with a relative narrow range of
application scenarios. Cai et al. [7] design a unified self-supervised
learning framework for brain signals which can be utilized on either
SEEG or EEG data. However, their work cannot model different
kinds of brain signals simultaneously.

B HYPERPARAMETER ANALYSIS
The pre-training performance of a foundation model is of utmost
importance as it significantly impacts the performance on down-
stream tasks. Therefore, it is necessary to select the optimal masking
ratio and forecasting length which are two crucial hyperparameters
of Brant-2. However, due to limited computational resources, it is
impractical to perform a grid search for these two parameters on
a model with over 1 billion parameters (as the pre-training time
for Brant-2 exceeds 100 hours). Therefore, we conduct experiments
on two smaller-scale models (100M and 200M) to observe their

performance on downstream tasks and determine the optimal hy-
perparameters, which are then applied to larger-scale models. For
the searching strategy, since the two pre-training tasks are rela-
tively independent, we adopted the following strategy to determine
the two optimal hyperparameters instead of grid search: First, we
solely focus on the mask-prediction task during pre-training and
select the optimal masking ratio. Next, with the chosen masking
ratio fixed, we determine the optimal forecasting length.
Setup. To comprehensively evaluate the model to determine the
optimal hyperparameters, we pre-trained two models with 100M
and 200M parameters and conducted experiments on all five down-
stream tasks. Each task is evaluated on the same dataset as the
one used in the scalability analysis (i.e., CHB-MIT for seizure de-
tection, Clinical for seizure prediction, SleepEDFx for sleep stage
classification, SEED for emotion recognition and Motor Imagery
for motor imagery classification) described in Sec. 4.1. We follow
the same pre-training configurations described in Sec.3.1. For the
masking ratio, we experiment with settings of 20%, 40%, 60%, and
80%. Regarding the forecasting length, we try lengths of 1/16 𝐿, 1/4
𝐿, 1/2 𝐿, and 𝐿, where 𝐿 is the context length.
Results. Fig.7 illustrates the results of the hyperparameter anal-
ysis, in which the top five graphs represent the analysis for the
masking ratio, and the bottom five graphs depict the analysis for
the forecasting length. It can be observed that with a masking ratio
of 40% and a forecasting length of 1/4 𝐿, the models achieve the
best overall performance among the five downstream tasks.

Since brain signals are natural signals with heavy redundancy,
a missing patch can be recovered from neighboring patches with
little high-level understanding of the semantic information. Thus,
masking with a relative low ratio (20% or lower) or conducting very
short-term forecasting (e.g. 1/16 𝐿) may lead to ineffectiveness of
high-level representation learning, which is crucial for time series
classification[49]. However, as non-stationary time series, the val-
ues and associations between variables in brain signals significantly
change over time. Therefore, a excessively high masking ratio (e.g.,
80%) poses great challenges for the model to reconstruct the origi-
nal signals. Similarly, when the forecasting length is equal to the
context length, the prediction becomes extremely challenging, both
of which may unstabilize the pre-training process and lead to a
decline in performance on downstream tasks.

C DETAILS OF BASELINES
We extensively compare our model with 12 advanced methods
which are divided into three categories, including 1) 3 methods
aimed at time series universal modeling; 2) 3 methods based on self-
supervised pre-training on brain signals and 3) 6 methods specifi-
cally designed for each downstream task. The detailed information
of these methods are described below.

For the first category:

• TF-C [58]: A decomposable pre-training model for general time
series modeling, where the self-supervised signal is provided by
the distance between time and frequency components.

• SimMTM [14]: A pre-training framework on time series to re-
cover masked time points by the weighted aggregation of multi-
ple neighbors outside the manifold.
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Figure 7: The hyperparameter analysis.

• One Fits All [61]: A unified model that leverages language mod-
els for time series analysis, leading to a comparable or SOTA
performance in all main time series analysis tasks.
For the second category:

• BrainBERT[47]: A reusable transformer for intracranial field po-
tential recordings enables classifying complex concepts and de-
coding neural data.

• Brant[56]: A foundation model for intracranial neural recordings
which is a large-scale, off-the-shelf model for medicine.

• MBrain[7]: A multi-channel self-supervised learning framework
which explicitly capture the spatial and temporal correlations of
brain signals to learn a unique representation for each channel.
For the third category:

• PPi[54]: A pre-training-based model for patient-independent
seizure detection on SEEG data, which contains two novel self-
supervised tasks to extract rich information from abundant SEEG
data and two techniques to tackle the domain shift problem.

• ScatterFormer[59]: An invariant scattering transform-based hi-
erarchical Transformer that specifically pays attention to subtle
features which is designed for patient-independent detection of
epileptic based on visual spectral representation of continuous
EEG.

• Lopes et al. [27]: A deep convolutional neural network-based EEG
artefact removal model designed for seizure prediction using a
deep convolutional neural network connected to a bidirectional
long short-term memory layer (CNN-BiLSTM) using time series
as input and a shallow artificial neural network trained using
established handcrafted features.

• SleepHGNN[20]: A novel sleep heterogeneous graph neural net-
work designed to capture interactivity and heterogeneity of phys-
iological signals for accurate sleep stage classification.

• EEG Conformer[42]: A compact convolutional Transformer to en-
capsulate local and global features in a unified EEG classification
framework for motor imagery and emotion recognition.

• TSFF-Net[29]: A novel network architecture designed for mo-
tor imagery classification that integrates time-space-frequency
features, effectively compensating for the limitations of single-
mode feature extraction networks based on time-series or time-
frequency modalities.

For TF-C, SimMTM, BrainBERT, Brant and MBrain which need
to be pre-trainined and applied on all the downstream tasks, we
utilize the same pre-training corpus of Brant-2 to pre-train these
baselines for fair comparison. During fine-tuning, we fine-tune all
the parameters of these baselines.

D DETAILS OF EXPERIMENTAL SETUP
D.1 Evaluation Metrics
In the seizure detection and prediction tasks, following the existing
works[7, 9, 54], we adopt precision, recall, F1 score and F2 score as
the evaluation metrics. For the sleep stage classification, following
the existing works [34, 36, 43], we use accuracy, sensitivity, speci-
ficity, macro F1 score, and Cohen’s kappa 𝜅 as evaluation metrics.
For emotion recognition and motor imagery classification, we use
accuracy and F1 score as evaluation metrics. Detailed information
of these metrics are given as follows:

• Precision: Also known as positive predictive value (PPV), preci-
sion is the proportional accuracy of correctly identified positive
outcomes out of all predicted positive outcomes. It’s a crucial met-
ric when the cost of a false positive is high. The higher the value,
the more relevant the results returned by the model. A lower
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value would mean that the model returns more false positives.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
, (9)

where 𝑇𝑃 is the number of true positives and 𝐹𝑃 is the number
of false positives.

• Recall (Sensitivity): Also known as the true positive rate or sensi-
tivity, recall measures the proportion of actual positive observa-
tions that are correctly identified as such. It helps us understand
the predictive capacity of the model concerning the positive class.
The higher the sensitivity, the fewer real positive cases the model
will miss. A value of 1 means the model has perfect sensitivity
and is not missing any real positives.

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, (10)

where 𝑇𝑃 is the number of true positives and 𝐹𝑁 is the number
of false negatives.

• Specificity: Also known as the true negative rate, specificity mea-
sures the proportion of actual negatives that are correctly iden-
tified. This provides insight into the predictive capacity of the
model for the negative class. A higher specificity value means
that the model is good at avoiding false positives, whilst a lower
specificity indicates that the model often predicts a positive out-
come when it’s actually negative.

𝑆𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
, (11)

where 𝑇𝑁 is the number of true negatives and 𝐹𝑃 is the number
of false positives.

• F-measure: The F-measure is a metric defined as the weighted
harmonic mean of precision and recall, with the following equa-
tion:

F𝛽 =
(1 + 𝛽2) × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝛽2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
. (12)

In the scenario of epilepsy, F2 is more valued than F1, since ignor-
ing any seizure is costly in diagnosis. While in other scenarios
like sleep or emotion, F1 score is more valuable as a reference as
it seeks a balance between precision and recall. For multi-class
problems, macro F𝛽 score calculates F𝛽 for each class indepen-
dently and then averages them. A higher macro F𝛽 score indicates
that the classifier has both good precision and good recall.

• Cohen’s Kappa: Kappa 𝜅 is a statistic that measures inter-rater
agreement for qualitative items. It generally measures how well
the model is performing over the random prediction. The value
lies between -1 to 1. A high positive value (close to 1) signifies
that the model’s predictions align well with the actual results
beyond what would be expected by chance, a value of 0 indi-
cates alignment similar to random chance, and a negative value
indicates agreement less than chance.

D.2 Fine-tuning Details
For most of the datasets (MAYO, FNUSA, CHB-MIT, Siena, Clinical,
SEED and Motor Imagery), we find that only fine-tuning the last
two layers of the temporal encoder and freezing the remaining
parameters of the Brant-2 encoder, we can achieve satisfactory
results. Thus, for the evaluation on the above datasets, we only fine-
tune the last two layers of the temporal encoder with a learning

rate of 1.0 × 10−5 and the classification head with a learning rate
of 1.0 × 10−3. For datasets SleepEDFx and HMC, we fine-tune all
the parameters of Brant-2 with a learning rate of 1.0 × 10−6.

D.3 Model Configurations

Table 6: Configurations of Brant-2 with different sizes.

Model
Config Temporal/Spatial

Encoder Layer
Model

Dimension
Inner

Dimension
Parameter
Count

Brant-2-100M 10/2 768 2304 115M
Brant-2-200M 10/2 1024 3072 204M
Brant-2-460M 10/2 1536 4608 459M
Brant-2 8/2 2560 7680 1065M

The model configurations of Brant-2 with different sizes are
shown in Tab. 6.
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