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Abstract—Mono-static sensing operations in Integrated Sens-
ing and Communications (ISAC) perform joint beamforming
between transmitter and receiver. However, in contrast to pure
radar systems, ISAC requires to fulfill communications tasks
and to retain the corresponding design constraints for at least
one half-duplex antenna array. This shifts the available degrees
of freedom to the design of the second half-duplex array, that
completes the mono-static sensing setup of the 6G ISAC system.
Consequently, although it is still possible to achieve the gains
foreseen by the radar sparse array literature, it is necessary to
adapt these considerations to the new ISAC paradigm.

In this work, we propose a model to evaluate the angular
capabilities of a mono-static setup, constrained to the shape of the
communications array and its topology requirements in wireless
networks. Accordingly, we enhance the joint angular capabilities
by utilizing a sparse element topology of the sensing array with
the same number of elements. Our analysis is validated by
simulation experiments, confirming the value of our model in
providing system designers with a tool to drastically improve the
trade-off between angular capabilities for sensing and the cost
of the deployed hardware.

I. INTRODUCTION

From the start, future sixth generation (6G) networks
promise to further improve performance in terms of through-
put, latency and reliability, while at the same time reducing
their cost, becoming more energy efficient, and expanding their
scope by enabling Integrated Sensing and Communications
(ISAC) [1]. Even though 6G has not been standardized yet,
first works have already started to comment on ISAC feasibil-
ity and fundamental limits [2], [3]. Backing the considerations
up with real world results, a first ISAC demonstrator based on
mmWave communications hardware has been published in [4].

We consider mono-static sensing setups, defined as the joint
sensing operations of a co-located transmitter and receiver,
which can optionally be two almost co-located half-duplex
arrays, as in [4]. The determination of the beamforming
coefficients of each array is crucial to be able to optimize the
joint angular capabilities [5]. To that end, several algorithmic
approaches exist [6]–[8].

It has been shown that sparse arrays with element spacing
greater than half the wavelength can improve the angular
capabilities of the mono-static setup with a constant number
of full-duplex elements [9], [10]. However, wireless commu-
nications need to avoid grating lobes upon signal transmission

This work has been submitted to the IEEE for possible publication.
Copyright may be transferred without notice, after which this version may
no longer be accessible.

to mitigate intra- and inter-cell interference. This requires
having element spacing at around half the wavelength in
communications arrays [2].

Our contribution starts by realizing that the mentioned half-
wavelength constraint does not prevent the improved angular
capabilities promised by the sparse array literature [9], [10].
This stems from the half-duplex limitation of communications
radios, that can only transmit or receive at the same time.
Therefore, an ISAC mono-static setup requires a separate half-
duplex receive array focused solely on sensing. In a nutshell:
differently from full-duplex sparse array designs, we focus on
the sparse design of a half-duplex receiver, dissimilar from the
transmitter.

In our work, we propose how to design a sensing receive
array to optimize the mono-static setup’s angular capabilities,
without modifying the communications array that will act as
a transmitter during sensing operations. Assuming a typical
communications uniform rectangular array (URA), we model
how the resulting angular capabilities of the mono-static setup
scale as function of the optimized receive array design. This
avoids any impact on communications performance and – thus
– the corresponding radio design. Note that the split of the
arrays is compatible with existing ISAC proof of concepts
based on communications hardware as in [4], where we would
only substitute the receive array with our new half-duplex
sparse elements arrangement.

Our simulation study investigates the improved angular
capabilities from joint beamforming of different mono-static
setups. The results of our study show that mono-static setups
with fewer elements and larger spacing can achieve the same
angular capabilities as denser setups, as expected. Thus, the
feasibility of sparse sensing arrays without compromising
on the angular capabilities is proven. The reduction in the
number of elements of the sensing array design allows for
the integration of sensing capabilities in communications at a
significantly reduced cost, thus, improving the business case
of ISAC.

II. SYSTEM MODEL

We consider a narrowband, mono-static wireless system,
like the one depicted in Fig. 1. Even though in practice a
wireless system is not narrowband, the effect in terms of
beam squinting is usually negligible due to the bandwidth
being small compared to the carrier frequency [2]. There are
two options to achieve this mono-static setup: operating a
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Fig. 1: Mono-static setup of co-located communications (Tx) and
sensing (Rx) arrays with joint beamforming in a desired scan direc-
tion u with a single scatterer at direction v.

single array in full-duplex mode or co-locating two arrays
and operating them in half-duplex mode. This paper focuses
on the latter, where we assume the angular and beamforming
perspectives are co-located. This approach has been proven to
work in practice with existing communications hardware [4].
Furthermore, the joint beamforming characteristics of the two
arrays, as depicted in Fig. 1, depend on a virtual structure
called the sum co-array [5], which will be discussed in II-B.

Based on existing communications deployments, we con-
sider a URA as transmitter with half wavelength element
spacing, needed to avoid any grating lobe in beamforming
operations. Additionally, the receiver array is assumed to be a
URA, as justified later in II-B.

The total number of elements is given by N = NxNz ,
where Nx and Nz denote the number of elements in horizontal
and vertical array direction, respectively. To ease notation, but
without loss of generality, we consider URAs of square shape,
N (1D) = Nx = Nz , and antenna spacing d in both directions.
However, the extension of our analysis to the rectangular case
is straightforward. Parameters associated with either array type
are denoted by the superscript symbol (·). The specific cases
of the communications array as the transmitter and the sensing
array as the receiver are denoted by superscripts (c) and
(s), respectively. However, they can exchange roles without
affecting the validity of our approach.

The matrix P(·) = [p
(·)
1 ,p

(·)
2 , ...,p

(·)
N ]T ∈ RN×2 com-

prises the normalized element positions, with elements
p
(·)
n = [xn/d, zn/d]

T. Under far-field assumption, the relative
direction vectors are

u = [cos(ϕ) cos(θ), cos(ϕ)sin(θ)]
T
, (1)

where elevation ϕ and azimuth θ denote the incident angles
with regard to the arrays [5].

A. Joint Beamforming and point spread function

For joint beamforming one must define the beamforming
coefficient of each individual element w(·). These coefficients

are then aggregated per array in W(·) ∈ CN(·,1D)×N(·,1D)

.
Assuming K arbitrary scanned directions, the steering ma-
trix of the array A(·) ∈ CN(·)×K can be expressed as
A(·)=

[
a(·)(v1) , ...,a

(·)(vK)
]
=
[
e−jk0P

(·)v1 , ..., e−jk0P
(·)vK

]
,

with k0 = 2π/λ as the wavenumber and λ as the wavelength
of the center frequency [8].

The point spread function (PSF) expresses the spatial im-
pulse response to a single point scatterer in direction v of a
linear imaging system when the system is steered in a desired
scan direction u:

ψ(·)(u,v) = a(·)(v)
T
vec

(
W(·)(u)

)
, (2)

where vec(·) denotes the vectorization operator. From the PSF
the system’s achievable angular capabilities as the resolution,
i.e., the width of the main lobe, and the sidelobe suppression
can be determined. For the joint system of the communications
and the sensing array, the effective steering effects of all
elements need to be considered. This can be derived from the
Khatri-Rao product of the steering matrices of both arrays.

B. Antenna Array Model and Sum Co-Array

The coherent beamformed signal of a mono-static sensing
setup, evaluated for one scan direction vector u, is

ŝ (u) =

∫
s (v) ψ(c) (u,v) ψ(s) (u,v) dv

=

∫
s (v)

N(c)∑
n=1

N(s)∑
i=1

w(c)
n w

(s)
i e

−jk0(u−v)c
(
p(c)

n +p
(s)
i

)
dv ,

(3)

given the angular response of the scenario s (v). It is evident
that the combinations of all element positions (p(c) + p(s))
determine the angular response of our setup. From these
combinations the virtual sum co-array structure is derived [5],
which is denoted with superscript (+) henceforth.

We recall the Fourier relationship between the element
positions and the angular domain [11]. Therefore, in this
work we enforce an uniform spacing in the sum co-array
element positions to simplify the angular steering operations,
that in practice are computed with constant phase shifts across
different elements. Combined with our focus on communi-
cations setups with transmitter URAs of λ/2 spacing, this
limits the variations of the receiver sensing array design. Thus,
to obtain the λ/2 spacing in the sum co-array the receiver
needs to be an URA as well with an element spacing of
d(s) = md(c) ≤ d(c)N (c,1D) with m ∈ Z+. We postpone to
future work the investigations of different sensing array shapes
and the corresponding trade-offs. Under these assumptions,
the spacing of the sum co-array elements can be derived as
d(+) = min

(
d(c), d(s)

)
and the number of elements follows as

N (+,1D) =
d(c)

(
N (c,1D) − 1

)
+ d(s)

(
N (s,1D) − 1

)
d(+) , (4)

for the virtual structure.



C. Beamforming Considerations from Prior Art

As demonstrated in [8], the achievable PSF for joint beam-
forming is determined by the shape of the sum co-array,
meaning that different physical arrays can achieve the same
angular capabilities. As an example, Fig. 2 shows two different
setups, where the communications array (Tx) is fixed with
N (c,1D) = 11 and d(c) = λ/2. The first setup (A) has a sensing
array (Rx) of N (s,1D) = 9 and d(s) = λ/2, while the second
setup (B) has only N (s,1D) = 3 and d(s) = 2λ. However, in
both cases the sum co-array, obtained from the correlation (⋆)
of the Tx and Rx element positions, consists of the same URA
with N (+,1D) = 19 elements and d(+) = λ/2.

To determine the beamforming coefficients, we adopt the
alterating minimization approach of [8], [12]. First, we cal-
culate the desired PSF using an arbitrary set of beamforming
coefficients for the sum co-array. Then, we attempt to achieve
the same PSF by mapping these weights to Q joint transmitter
and receiver acquisitions, i.e., componenent images, that are
summed up. The minimum Q required for algorithmic conver-
gence is correlated with the total number of elements N and
the sparseness of the arrays.

D. Normalized Angular Frequency

When evaluating the two-dimensional (2D) angular re-
sponse of point scatterers in the radian domain, their observed
shape depends on the relative angles to their locations. To
ensure invariant point scatterer observations regardless of their
position in the sampling space, we utilize the normalized
angular frequency (NAF) domain [11] instead of the radian
domain. Therefore, we express the incident angles ϕ and
θ as their NAF equivalents in vertical and horizontal array
directions, denoted by η and ℓ, respectively. The equations for
the conversions are

η =
d

λ
sin (ϕ) , (5)

ℓ =
d

λ
sin (θ) cos (ϕ) , (6)

where λ denotes the wavelength of the center frequency.
We sample the NAF domain in the interval [−d/λ, d/λ] to
avoid aliases, as suggested in [11]. Note that to cover while
beamforming the full angular domain aperture spanned by
the (virtual) antenna planar array without aliases, i.e., π, one
should use the well-known formula for the maximum antenna
distance, i.e., d ≤ λ/2.

III. IMAGING SETUP FOR ISAC DEPLOYMENTS

In this section, we first introduce prior art beamforming
considerations to jointly operate transmit and receive arrays
to achieve a desired PSF. Then, we introduce our proposal to
utilize dissimilar arrays in ISAC.

A. Dissimilar Arrays for ISAC Operations

It has been proven that similar angular capabilities, hence
PSFs, can be achieved with fewer elements. However, to
avoid grating lobes, communications hardware must operate
in either transmit or receive mode with constant spacing close

(A)

⋆

(B) ⋆

=

=

Rx Array: 3× 3
d(s) = 2λ

Tx Array: 11× 11 Rx Array: 9× 9
d(s) = λ/2

(A) or (B) Sum Co-Array: 19× 19

Fig. 2: Sum co-array of dissimilar URAs derived from the correla-
tion (⋆) of a communications array of N (c,1D) = 11 with d(c) = λ/2,
and (A) a sensing array of N (s,1D) = 9 with d(s) = λ/2, or (B) a
sparse sensing array of N (s,1D) = 3 with d(s) = 2λ.

to λ/2 [11]. As a result, the transmit communications array is
kept fixed with λ/2 spacing while the receive sensing part is
optimized as a separate, almost co-located array. This approach
differs from previous work that assumed a perfect full-duplex
setup [10].

As an example, we recall the two different mono-static
setups shown in Fig. 2, both obtaining a sum co-array of
N (+,1D) = 19 with d(s) = λ/2. The communication array
is the same as previously introduced. However, case (B) with
a sensing spacing of d(s) = 2λ reduces the number of sensing
array elements by nearly 90% compared to the reference case
(A) with d(s) = λ/2.

Considering the beamforming operations of the sparse
N (s,1D) = 3 sensing array independently from the commu-
nications array, we can obtain the PSF shown in Fig. 3 as the
dotted line curve in purple color. Here, we can see the grating
lobes generated due to d(s) ≫ λ/2, which are to be avoided.
However, in sensing what matters is the joint beamforming of
the two arrays, whose PSFs is plot with solid lines. We can
also notice how the main lobe can be significantly narrowed
as d(s) – and thus also the aperture of the sum co-array – is
increased.

The example in the previous section highlights the potential
of leveraging arrays with d(s) ≫ λ/2 in joint beamforming
operations with conventional uniform arrays with d(c) = λ/2.
In Fig. 4, we extend our investigation to the 2D NAF domain
by comparing the response of a scenario with two point scat-
terers, with three different d(s) values. We note a decreasing
main lobe width when the antenna spacing d(s) increases.
However, noise enhancement effects become noticeable when
the spacing exceeds a certain threshold, specifically for (c)
with d(s) = 4λ. These noise effects are related to the
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Fig. 3: PSF comparison: Single sparse array with N (s,1D) = 3
and d(s) = 2λ vs. joint setup of fixed communications array with
N (c,1D) = 11 and d(c) = λ/2 spacing and varying sensing array.

lower redundancy in the sum co-array elements. Meaning less
combinations of the Tx and Rx elements lead to the same sum
co-array elements which translates to a higher dependency on
each physical channel. It is therefore essential to identify a
suitable trade-off between spacing and noise enhancement in
practice.

IV. SIMULATION STUDIES

We perform a Monte Carlo simulation study to compare the
angular capabilities of a mono-static setup as a function of the
sensing array design. A 11 × 11 URA communication array,
hence N (c,1D) = 11, with elements of d(c) = λ/2 spacing is
considered, according to the number of elements and typical
designs considered in 5G deployments [2] The sensing panel
used as receiver varies in the number of antenna elements
N (s,1D) = {3, 5, 7}, each size combined with three different
element spacings d(s) = {λ/2, 3λ/2, 2λ}. More details about
the simulation parameters are given in Table I.

Each simulated scenario consists of two scatterers. The first
scatterer is placed randomly on the 2D NAF plane, while a
second is placed with a fixed 2D NAF distance ∆d(P), but
at a random direction relative to the first. By varying ∆d(P),
we analyze the ability of the setup to discriminate between
multiple targets, i.e., its resolution.

To reconstruct the image of a scenario, we use the trans-
posed representation of Eq. (3) in matrix operations. A single
acquisition of the joint transmitter and receiver beamforming
task is denoted by index q. For the q-th acquisition, acquired
in the desired scan direction u, this yields

yq(u) = w(s)T
q (u)A(s)ΓA(c)Tw(c)

q (u) +w(s)T
q (u)nq , (7)

where the complex circular additive white Gaussian noise
(AWGN) nq has zero mean and as covariance matrix a scaled
2×2 identity matrix multiplied by σ2. Further, the coefficients
of the K scatterers with constant amplitude and uniform
random phase in the interval [0, 2π) are represented by a

TABLE I. SIMULATION PARAMETERS AND ASSUMPTIONS

Parameter Value / Description
Communications array URA with N (c,1D) = 11 and d(c) = λ/2

Number of targets 2

Target reflection coefficients ejΦs , where Φs ∽ U [0, 2π)

Distribution of coefficients Chebyshev 45 dB attenuation

Desired P (FA) of CFAR 10−3

Iterations per data point 104

diagonal matrix Γ ∈ CK×K . A pixel of the complete image
acquired in the direction u is obtained by the summation of
all Q joint beamforming acquisitions focused at u

y(u) =

Q∑
q=1

yq(u) . (8)

Once the reconstructed image of the scenario has been ac-
quired, targets are detected using constant false alarm rate
(CFAR) thresholding with a desired probability of false alarm
P (FA) = 10−3.

Peaks above the CFAR threshold are detected and sorted by
strength. One by one, their estimation is improved using inter-
polation techniques. With their estimated position, their effect
is removed from the image using the techniques described in
the multiple targets section (V-C) of [11].

In our simulations, we measure performance in terms of
target missed detection probability P (MD). For a peak to be
considered a detection, it must fall within an interval ρ around
the a true target position. The value of ρ corresponds to
the resolution of the considered mono-static setup. Note that
we used a Chebyshev window with Ω = 45 dB sidelobe
attenuation as the desired set of beamforming coefficients,
resulting in a sidelobe amplitude of r = 1/

(
10Ω/20

)
[13].

Therefore, the half main-lobe width of the angular frequency
response of the arrays in a single direction, is given by

ω(+,1D) = arccos
(
1/cosh

(
arccosh(1/r)

N(+,1D) − 1

))
. (9)

The resolution can be obtained by scaling the half main-lobe
width with the limit of the respective NAF dimension, here:

ρ(+,1D) = 0.5ω(+,1D) . (10)

For the probability of missed detection P (MD) curves in
Fig. 5, the sensing URA is deployed with different numbers
of elements and antenna spacing, represented by different
colors and line styles, respectively. It is evident that the curves
break down at a specific distance between the scatterers ∆d(P),
indicating the resolution capabilities of the respective setup.

Performance improves as the number of elements increases,
improving the resolution limit to a lower ∆d(P). Comparing
the performance of different antenna spacing, it is apparent that
setups with greater d(s) outperform arrays with more elements
but smaller spacing. For example, the dotted violet curve of
N (s,1D) = 3 and d(s) = 2λ outperforms the solid green curve
of N (s,1D) = 5 and d(s) = λ/2. These findings confirm the ad-
vantage of sensing arrays with fewer and sparse elements, re-
quiring less computational complexity and ultimately resulting
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Fig. 4: Intensity plot over 2D NAF for σ2 = −10 dB observing 2 point scatterers for different joint arrays. The communications array is
fixed with N (c,1D) = 11 and d(c) = λ/2, while the sensing array has fixed N (s,1D) = 3 but varying d(c).
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Fig. 5: Probability of missed detection at σ2 = −10dB indicating
the resolution capabilities of different mono-static setups. The com-
munications array has fixed N (c,1D) = 11 with d(c) = λ/2 and the
sensing array is varied according to legend.

in cheaper solutions while still achieving the same resolution.
Alternatively, within the same number of elements (identical
color), an increase in spacing can significantly enhance the
angular capabilities while maintaining similar costs.

V. CONCLUSION

This work leverages the sparse array theory of radar to
improve the design of mono-static 6G ISAC setups. Our pro-
posal features a dissimilar array setup: one array with sparse
element distribution and the other unchanged. We optimize
the design of a half-duplex sensing array, that is coupled to a
legacy half-duplex array designed for communications. With a
simulation study, we have shown how the angular capabilities
of the mono-static setups can be improved by a proper choice
of the antenna spacing of the sensing array. The joint setup
operates with fewer antenna elements in the sensing array and
achieves the same angular capabilities as a full array, resulting
in a better performance-to-cost trade-off.

As a next step, we plan an experimental evaluation using
our ISAC demonstrator in the ARENA2036 [4].
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