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#### Abstract

Altermagnets exhibit a large electron spin splitting which can be understood as a result of strong coupling between itinerant electrons and localized spins. We consider superconductivity due to electron-magnon scattering, using strong-coupling Eliashberg theory to capture many-body effects that are not covered by a weak-coupling approach. The characteristic band structure of altermagnets puts significant constraints on the spin structure of electron scattering on the Fermi surface. We emphasize the role of spin-preserving, double-magnon scattering processes compared to conventional spin-flip processes involving a single magnon. Then, we derive the Eliashberg equations for a situation where double-magnon scattering mediates spin-polarized Cooper pairs, while both double-magnon and single-magnon scatterings contribute to many-body effects. These many-body effects impact superconducting properties in a way that differs significantly from systems where conventional spin-flip processes mediate superconductivity. To highlight the role of $d$-wave magnetism on superconductivity in altermagnets, we compare our results to those found in ferromagnetic half-metals and conventional antiferromagnetic metals.


## I. INTRODUCTION

The study of spin dynamics in systems with coupled itinerant electrons and localized spins represents a fertile ground for exploring the fundamental physics of magnetism and electron transport. Beyond fundamental research, the insights gained from spin dynamics hold immense promise for technological innovations in spin-based electronics and quantum information processing [1,2]. The spins of itinerant electrons and localized spins in magnetic materials interact through an $s d$ coupling $J_{\text {sd }}$ locally. This coupling allows for controlling the magnetic order through effects such as spin pumping [3] and spin transfer torques [4]. These effects facilitate interconversion of charge or spin currents [5] carried by electrons and spin currents carried by magnons, offering low-dissipation transport of information [1, 2].

The effect of the $s d$ coupling depends strongly on the magnetic crystal hosting the interaction. Ferromagnets (FMs) are uncompensated magnets with overall spin-split electron bands. A simple magnetic structure with a single magnetic sublattice captures these properties. In contrast, conventional antiferromagnets (AFMs) typically have a twosublattice magnetic structure with compensated localized spins. As a consequence, the magnetic properties allow for ultrafast spin dynamics in the absence of magnetic stray fields $[6,7]$. However, the $s d$ coupling $J_{\mathrm{sd}}$ does not give rise to spinsplit electron bands. The spin-split bands are prohibited by structural symmetry evident from $\mathcal{P} \mathcal{T}$ or $\mathcal{T} t$ symmetry, where $\mathcal{P}, \mathcal{T}$ and $t$ are the inversion, time-reversal, and translation operators, respectively.

More recently, a new class of colinear magnets called altermagnets (AMs) has received attention [8-10]. AMs are compensated magnets for which the structural symmetry does not prohibit spin-splitting. Instead, electron bands and magnon bands show a rotational symmetry of $d-, g$ - or $i$-wave characters. Consequently, AMs exhibit properties in common with both FMs and AFMs, in addition to unique properties absent

[^0]for FMs and AFMs. The character of the spin-splitting of the electron bands renders AMs intriguing candidates for superconducting devices [10-21].

The effect of the structural asymmetry in AMs is strong. Altermagnetic materials such as $\mathrm{RuO}_{2}$ [22, 23], MnTe [2426] and CrSb [27] exhibit a spin-splitting with the same order of magnitude as in FMs. The spin splitting is in the range $100 \mathrm{meV}-1 \mathrm{eV}$, and is a direct reflection of the magnitude of the $s d$ coupling $J_{\text {sd }}$, instead of relativistic spin-orbit coupling (SOC) [9].

Minimal models of AMs have been introduced in Refs. [2830]. Reference [28] introduces a microscopic model for twodimensional (2D) AMs defined on a Lieb lattice [31]. The model separates localized spins and itinerant electrons as distinct degrees of freedom in an $s d$ model. $s d$ models assume that the localized spins originate with occupied electron states far from the Fermi surface (FS). The ordering of the localized spins yields itinerant electron bands with a sizable $d$ wave spin splitting. The model is applied to consider superconductivity mediated by quantum fluctuations of the localized spins within a weak-coupling Bardeen-Cooper-Schrieffer (BCS) approach [32].

Replacing phonons with magnons in search of unconventional superconductivity has a long history in the context of heavy-fermion superconductivity and high- $T_{c}$ superconductivity in the copper oxides [33-36]. More recently, electronmagnon coupling (EMC) has been invoked in the search for unconventional superconductivity in heterostructures involving FMs [37-42], AFMs [41-46], and noncolinear magnets [47-49]. The latter efforts have led to a wide range of predicted superconducting phases, including topological superconductivity. These previous studies focused on effective electron-electron interactions mediated by the exchange of a single boson (magnon). This is also the standard approach for phonon-mediated superconductivity [32, 50]. However, the combination of $d$-wave spin splitting of the electron bands and the colinearity of the magnetic state, means that an exchange of a single magnon between two electrons with opposite momenta is energetically suppressed in an AM. Instead, Ref. [28] considered superconductivity arising from effective electronelectron interactions mediated by two magnons. We refer to
these as double-magnon processes, and they do not flip the spin of the electrons. This led to spin-triplet $p$-wave superconductivity with spin-polarized Cooper pairs. By tuning the chemical potential, a large enhancement of the coupling may occur due to a combination of a large density of states (DOS) and suppression of interference effects between the two magnetic sublattices.

The large magnitude of $J_{\text {sd }}$ in AMs combined with the prediction of enhanced coupling strength motivates a strongcoupling approach to superconductivity. Eliashberg theory is a strong-coupling theory of superconductivity that treats the Green's function of the superconductor. This includes many-body effects on the normal state due to the same interactions that cause the superconducting pairing [51-56]. We use anomalous Green's functions to capture the superconducting pairing caused by double-magnon processes, while regular Green's functions capture renormalization effects caused by both single- and double-magnon processes.

The coexistence of superconductivity and magnetic order has also been discussed in bulk systems where the same electrons are responsible for both the magnetic order and the superconducting order. In other words, there are no localized spins, as in the $s d$ model. This has been explored theoretically [57-60] and observed experimentally [61, 62] for ferromagnetic order. Spin-triplet $p$-wave superconductivity is considered the most likely candidate [58-62]. Furthermore, several studies [63-67] have considered the coexistence of AFM order and superconductivity. There, spin-singlet $d$-wave pairing is the most likely candidate for the superconducting order parameter [67]. Antiferromagnetic spin fluctuations have also been proposed as the mechanism behind $d$-wave superconductivity, in close proximity to an antiferromagnetic phase, in heavy-fermion superconductors and other high- $T_{c}$ superconductors [33-36]. Additionally, the coexistence of superconductivity and AM order has been discussed [10, 11]. Alternatively, an $s d$ model for a bulk AFM would essentially be the same as the model studied for AFM insulator/normal metal (NM) interfaces [43-46]. In contrast to the interfacial models, the itinerant electrons should always couple equally to the sublattices in bulk AFM metal models. In that case, spin-singlet $d$-wave superconductivity is expected [45, 46].

In this paper, we study superconductivity mediated by magnons in colinear magnets, treating localized spins and itinerant electrons as separate degrees of freedom. We focus on strong-coupling superconductivity in AMs and compare to FMs and AFMs. Section II introduces the concept of singleand double-magnon EMCs and compares their contributions to magnon-mediated superconductivity. In Sec. III, we derive the Eliashberg equations necessary to study superconductivity in a spin-split system where double-magnon processes induce spin-polarized Cooper pairing. Section IV extends the model in Ref. [28] for a 2D AM and compares BCS to Eliashberg predictions of the critical temperature for superconductivity. In Sec. V, we consider the formation of spin-triplet $p$ wave superconductivity in a ferromagnetic half-metal in an $s d$ model. We relegate additional details of the derivations to Appendixes. Units $\hbar=k_{B}=a=1$ are used throughout, where $a$ is the distance between nearest neighbors on the lattice.

## II. ELECTRON-MAGNON COUPLING IN COLINEAR MAGNETS

The interaction between itinerant electrons and localized spins is captured by the exchange coupling [28, 37-39, 4149, 68-74],

$$
\begin{equation*}
H_{\mathrm{sd}}=-2 J_{\mathrm{sd}} \sum_{i} \boldsymbol{S}_{i} \cdot \boldsymbol{s}_{i} \tag{1}
\end{equation*}
$$

Here, $\boldsymbol{S}_{i}$ is the localized spin on site $i$, and $\boldsymbol{s}_{i}=$ $c_{i, \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}} c_{i, \sigma^{\prime}} / 2$ is the spin of an itinerant electron on site $i$. $c_{i, \sigma}^{(\dagger)}$ destroys (creates) and electron at site $i$ with spin $\sigma$, and $\sigma$ is a vector of Pauli matrices. Experiments have observed signatures of such spin exchange coupling across interfaces [7376]. The interfacial coupling is expected to be weaker than an onsite coupling in a bulk material $[28,38,39,44,71,77-79]$.

For a system with an ordered magnetic state arising from localized magnetic moments, we use the Holstein-Primakoff (HP) transformation [80] to study spin fluctuations around the classical ground state. The HP transformation expresses spin operators in terms of creation and destruction operators for quantized spin waves, i.e., magnons. Truncating at second order in magnon operators, we approximate $S_{i, x} \approx$ $\sqrt{S / 2}\left(a_{i}+a_{i}^{\dagger}\right), S_{i, y} \approx i \sqrt{S / 2}\left(a_{i}^{\dagger}-a_{i}\right)$, and $S_{i, z}=S-a_{i}^{\dagger} a_{i}$. Here, $S$ is the spin quantum number, $a_{i}^{(\dagger)}$ destroys (creates) a magnon at lattice site $i$, and the prefactor in $S_{i, y}$ is the imaginary unit. If the magnetic state has more than one sublattice, separate magnon modes must be introduced for each sublattice. The HP transformation is technically an expansion in $1 / S$, but as long as there are few magnons in the system, i.e., the temperature is low compared to the magnon gap, it should be a good approximation even when $S$ is not large [71, 80, 81].

The HP transformation applied to Eq. (1) yields two types of terms. The first type is an EMC with a single magnon, where the finite spin carried by the magnon flips the electron's spin. These are terms of the type $H_{\mathrm{em}}^{(1)}=-J_{\mathrm{sd}} \sqrt{2 S} \sum_{i} a_{i}^{\dagger} c_{i, \uparrow}^{\dagger} c_{i, \downarrow}=$ $-J_{\mathrm{sd}} \sqrt{2 S / N} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} a_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{\dagger} c_{\boldsymbol{k}^{\prime}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}$. The last term has been Fourier transformed to momentum space, with momentum sums restricted to the first Brillouin zone (1BZ) of the lattice under consideration, and $N$ is the total number of unit cells. The Fourier transform (FT) is defined as $c_{i \sigma}=$ $\sum_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma} e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{i}} / \sqrt{N}$ for electrons and $a_{i}=\sum_{\boldsymbol{q}} a_{\boldsymbol{q}} e^{i \boldsymbol{q} \cdot \boldsymbol{r}_{i}} / \sqrt{N}$ for magnons, where $\boldsymbol{r}_{i}$ is the location of lattice site $i$. Given a colinear magnetic configuration, we assume the electrons have the same quantization axis for spin as the localized spins.

There are also terms involving two magnon operators. They are captured by $H_{\mathrm{em}}^{(2)}=J_{\mathrm{sd}} \sum_{i} a_{i}^{\dagger} a_{i} c_{i, \uparrow}^{\dagger} c_{i, \uparrow}=$ $\left(J_{\mathrm{sd}} / N\right) \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \boldsymbol{q}} a_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}} c_{\boldsymbol{k}^{\prime}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}$. We denote these as double-magnon processes, in contrast to single-magnon processes that contain a single magnon operator. Double-magnon processes originate with $S_{i, z}=S-a_{i}^{\dagger} a_{i}$, and do not flip the electron spin. Also, note that the interaction strength for double-magnon processes does not depend on the spin quantum number $S$. The momentum space versions of these two types of EMC are illustrated with Feynman diagrams in Fig. 1,
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FIG. 1. (a) Feynman diagram for single-magnon electron-magnon coupling (EMC). Solid lines are electrons, and dashed lines are magnons. When arising from a colinear magnetic state, the magnon flips the electron's spin. An effective electron-electron interaction is derived by connecting two such diagrams. Note that the two incoming electrons must have opposite spin. (b) Feynman diagram for double-magnon EMC, where two magnon lines connect to the same interaction vertex. In this case, the electron's spin is not flipped, permitting effective electron-electron interactions that can generate spin-polarized Cooper pairs. Here, spin up is chosen as an example. Note the free momentum $\boldsymbol{q}$ in the double-magnon-mediated electronelectron interaction.


FIG. 2. Sketches of Fermi surfaces (FSs) in metallic ferromagnets (FMs), antiferromagnets (AFMs) and altermagnets (AMs). Here, $\boldsymbol{\Gamma}=(0,0)$ is the center of the first Brillouin zone (1BZ). We illustrate possible zero-momentum Cooper pairs by filled circles, where orange (blue) corresponds to electrons with spin up (down). In a FM metal, the electron bands are spin split. Here, we imagine a situation where only one spin component has an FS. In that case, only spinpolarized Cooper pairs are relevant, which can occur due to doublemagnon processes. The crystal symmetry of AFMs prohibits spin splitting. This allows Cooper pairs with opposite spin and opposite momenta, which can be induced by single-magnon processes. The AM has a $d$-wave spin splitting of the electron bands. Both spins have FSs, but like the FM, only spin-polarized Cooper pairs carry zero net momentum.
along with possible electron-electron interactions they could mediate. We will consider magnon-mediated superconductivity as an application of EMC where double-magnon processes could be important. The term double magnon has been used to describe Feynman diagrams containing four single-magnon EMC vertices such that two magnons enter the diagram [82]. In this paper, we consider such diagrams to be higher-order single-magnon diagrams.

Most studies of magnon-mediated superconductivity have ignored the double-magnon processes. The argument is that there are few magnons, such that single-magnon processes
dominate. This argument relies on $\left\langle a_{i}^{\dagger} a_{i}\right\rangle$ being small at low temperatures due to a low concentration of magnons. However, if the magnon description requires diagonalization through a Bogoliubov transformation to obtain the long-lived magnon modes, $\left\langle a_{i}^{\dagger} a_{i}\right\rangle$ could contain quantum corrections originating with commutators of the diagonalized magnon operators in momentum space. This is the case if the classical ground state is not the quantum mechanical ground state. The $d$-wave spin splitting of the electron bands in AMs means that only spin-polarized Cooper pairs can have zero net momentum, as illustrated in Fig. 2. Cooper pairs with zero net momentum have the greatest phase space for attractive interactions and are considered most stable [50]. Hence, the singlemagnon processes do not contribute to the formation of superconductivity. Reference [28] explored how double-magnon scatterings can mediate an effective interaction between electrons without any spin flips. Figure 2 shows a similar situation in metallic FMs, while conventional AFMs do not display any spin splitting such that single-magnon processes can mediate zero-momentum Cooper pairing without spin polarization.

Reference [38] considers an FM/NM/FM trilayer with opposite magnetization directions in the two magnetic insulators, giving zero spin splitting in the normal metal. In that case, the FS in the NM looks like the AFM case in Fig. 2, and the effective interaction is relatively simple. Single-magnon processes can generate superconductivity, and we can write the effective electron-electron interaction as [38]

$$
\begin{equation*}
H_{\mathrm{FM}, 1}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}, 1} c_{\boldsymbol{k}^{\prime}, \uparrow}^{\dagger} c_{-\boldsymbol{k}^{\prime}, \downarrow}^{\dagger} c_{-\boldsymbol{k}, \uparrow} c_{\boldsymbol{k}, \downarrow}, \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}, 1}=V^{2} \frac{2 \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}^{\prime}}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} \tag{3}
\end{equation*}
$$

Here, $V=-J_{\text {sd }} \sqrt{2 S / N}$ is a constant, $\epsilon_{\boldsymbol{k}}$ is the spindegenerate electron spectrum, and $\omega_{\boldsymbol{q}}$ is the magnon spectrum. If we restrict the electron momenta to the FS, we get

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \in \mathrm{FS}}^{\mathrm{FM}, 1}=-\frac{2 V^{2}}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}} \tag{4}
\end{equation*}
$$

The strongest coupling comes from the lowest energy magnons, which tends to happen at $k \approx \boldsymbol{k}^{\prime}$. Reference [38] considered isotropic exchange, in which case the FM is inherently classical, and there are no quantum doublemagnon processes. An electron-electron interaction mediated by double-magnon processes would require the presence of thermal magnons, i.e., Bose-Einstein distribution $n_{B}\left(\omega_{\boldsymbol{q}}\right) \neq$ 0 . Hence, it would be absent at zero temperature.

In Appendix A, we consider a bulk 2D FM with anisotropic exchange. Such a model requires a diagonalization to find the long-lived magnon excitations. As a result, double-magnon processes are available at zero temperature due to quantum effects. We consider a half-metal, where only spin up has an FS, i.e., $\epsilon_{\boldsymbol{k}, \downarrow}>0$, as illustrated in Fig. 2. The coupling for spin-up electrons is

$$
\begin{equation*}
H_{\mathrm{FM}, 2}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}, 2} c_{\boldsymbol{k}^{\prime}, \uparrow}^{\dagger} c_{-\boldsymbol{k}^{\prime}, \uparrow}^{\dagger} c_{-\boldsymbol{k}, \uparrow} c_{\boldsymbol{k}, \uparrow} \tag{5}
\end{equation*}
$$

with $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}, 2}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, \uparrow}$ given in Eq. (A8), which on the FS simplifies to

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \in \mathrm{FS}}^{\mathrm{FM}, 2}=-\frac{J_{\mathrm{sd}}^{2}}{2 N^{2}} \sum_{\boldsymbol{q}} \frac{\left(u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} v_{\boldsymbol{q}}+u_{\boldsymbol{q}} v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}\right)^{2}}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}} \tag{6}
\end{equation*}
$$

The factors $u_{\boldsymbol{q}}, v_{\boldsymbol{q}}$ are the coefficients in the Bogoliubov transformation. They are largest at $\boldsymbol{q}=0$, and since magnons are bosons, they can be greater than 1. Again, the strongest coupling happens for the lowest energy magnons, with $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$ and $\boldsymbol{q} \approx 0$. However, unlike the singlemagnon processes, the double-magnon processes involve a free sum over momentum, see also Fig. 1(b). In large parts of the sum over $\boldsymbol{q}$ the coupling will be weaker than at $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$ and $\boldsymbol{q} \approx 0$. As a result, the double-magnon processes should be subdominant to the single-magnon processes as long as both are operative. Schematically, we say that $1 / \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}} \gg(1 / N) \sum_{\boldsymbol{q}} 1 /\left(\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}\right)$ when $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$, results in $V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \in \mathrm{FS}}^{\mathrm{FM}, 1} \gg V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \in \mathrm{FS}}^{\mathrm{FM}, 2}$, given the same $J_{\text {sd }}$. This means that in the studies involving FM/NM/FM trilayers [38] or AFM systems [43-46] any double-magnon corrections should be negligible. In cases where only double-magnon processes are relevant due to spin-split FSs, they could be important

Aside from generating superconductivity, double-magnon processes could also be relevant in other applications of EMC. This could be magnon drag [70, 75, 76, 83-85], spin insulatronics [1], and magnon spintronics [2, 68, 69, 74]. Additionally, double-magnon processes can be relevant when exploring the self-energy in the normal state due to EMC [71, 86], as demonstrated in this paper for AMs since we solve linearized Eliashberg equations which contain the self-energy in the normal state.

We end this section by noting that long-lived magnons originating with noncolinear magnetic ground states do not have a well-defined quantization axis for spin, such that singlemagnon processes can give rise to EMC that either does or does not flip the electron's spin. In that case, single-magnon processes can give rise to spin-polarized Cooper pairs and topological superconductivity [47-49]. From the above arguments, double-magnon processes should have little influence on the results derived in Refs. [47-49].

## III. ELIASHBERG EQUATIONS

## A. Green's function and self-energy

We consider a system with a spin-split electron band $\epsilon_{\boldsymbol{k}, \sigma}$ crossing the FS, interacting with two magnon modes via spin-flipping single-magnon interactions and spin-preserving double-magnon interactions. Feynman diagrams generated by double-boson fermion-boson couplings have been explored in particle physics [87-90], with focus on the interaction energy between two fermions. They have also been considered in the case of double-bogolon-mediated superconductivity within weak- and strong-coupling approaches [91-95]. Bogolons are bosonic excitation on top of a Bose-Einstein condensate, and provide spin-independent interactions for both single- and


FIG. 3. Feynman diagrams illustrate the Dyson equation on the form $G=G_{0}+G_{0} \Sigma G$. The self-energy has four contributions, named in the order $\Sigma=\Sigma^{\mathrm{S} 1}+\Sigma^{\mathrm{S} 2}+\Sigma^{\mathrm{EL}}+\Sigma^{\mathrm{ML}}$. The single-magnon sunset diagram $\Sigma^{S 1}$ involves a spin flip at each interaction vertex. The double-magnon diagrams $\Sigma^{\mathrm{S} 2}, \Sigma^{\mathrm{EL}}$, and $\Sigma^{\mathrm{ML}}$ do not involve spin flips. $\Sigma^{\mathrm{S} 2}$ comes from a sunset diagram containing two magnons (S2), while $\Sigma^{\mathrm{EL}}$ and $\Sigma^{\mathrm{ML}}$ are tadpolelike with an electron-loop (EL) and a magnon-loop (ML), respectively. Vertex corrections are illustrated in the sunset diagrams and quantified by $\Gamma^{\mathrm{S} 1}$ and $\Gamma^{\mathrm{S} 2}$ for the single-magnon and double-magnon sunset diagram, respectively. The interaction strengths $g^{\mathrm{S} 1}$ and $g^{\mathrm{S} 2}$ depend on the momenta and magnon modes at the vertices.
double-bogolon processes. To capture the effects of spinflipping and spin-preserving interactions in a spin split system, we present a detailed derivation of the Eliashberg equations when including single- and double-magnon EMC processes.

It is most convenient to consider Eliashberg theory in the Matsubara formalism [96, 97]. We define the renormalized Green's function in imaginary time $\tau$ as $G(\boldsymbol{k}, \tau)=$ $-\left\langle T_{\tau} \psi_{\boldsymbol{k}}(\tau) \psi_{\boldsymbol{k}}^{\dagger}(0)\right\rangle$. Here, $T_{\tau}$ is the time-ordering operator, the interactions are included in the expectation value [53, 98, 99], and the Nambu spinor is $\psi_{\boldsymbol{k}}^{\dagger}=\left(d_{\boldsymbol{k} \uparrow}^{\dagger}, d_{\boldsymbol{k} \downarrow}^{\dagger}, d_{-\boldsymbol{k}, \uparrow}, d_{-\boldsymbol{k}, \downarrow}\right)$. The electron operators $d_{\boldsymbol{k} \sigma}$ are potentially linear combinations of the original electron operators in a tight-binding model, resulting from a diagonalization.

The self-energy $\Sigma$ is extracted from the Dyson equation $G=G_{0}+G_{0} \Sigma G$ using an $S$-matrix expansion of the renormalized Green's function $G$. $G_{0}$ is the bare Green's function, i.e., ignoring interactions. The FT to imaginary frequency is $G\left(\boldsymbol{k}, i \omega_{n}\right)=\int_{0}^{\beta} d \tau e^{i \omega_{n} \tau} G(\boldsymbol{k}, \tau)$, where $\beta=1 / T$ is the inverse temperature. The Matsubara frequencies are $i \omega_{n}=i(2 n+1) \pi T$ for fermions, and $i \omega_{\nu}=i 2 \nu \pi T$ for bosons. The bare Green's function is

$$
\begin{align*}
G_{0}\left(\boldsymbol{k}, i \omega_{n}\right)= & \operatorname{diag}\left(i \omega_{n}-\epsilon_{\boldsymbol{k}, \uparrow}, i \omega_{n}-\epsilon_{\boldsymbol{k}, \downarrow}\right. \\
& \left.i \omega_{n}+\epsilon_{-\boldsymbol{k}, \uparrow}, i \omega_{n}+\epsilon_{-\boldsymbol{k}, \downarrow}\right)^{-1} \tag{7}
\end{align*}
$$

We split the self-energy into four contributions $\Sigma=\Sigma^{\mathrm{S} 1}+$ $\Sigma^{\mathrm{S} 2}+\Sigma^{\mathrm{EL}}+\Sigma^{\mathrm{ML}}$. These are illustrated in Fig. 3, and detailed expressions are derived in Appendix B. We explain our reasons for ignoring the electron-loop (EL) diagram $\Sigma^{\mathrm{EL}}$ and the magnon-loop (ML) diagram $\Sigma^{\mathrm{ML}}$ in Appendix C. These tadpolelike diagrams are nonzero, unlike the single-magnon tadpole diagram which is not permitted since single-magnon

EMC flips the electron spin. $\Sigma^{\mathrm{S} 1}$ originates with the singlemagnon sunset diagram (S1). Apart from some details of the matrix structure, its derivation is covered in most textbooks on many-particle perturbation theory [98, 99]. The singlemagnon interaction Hamiltonian can be written

$$
\begin{equation*}
H_{\mathrm{int}}^{(1)}=\sum_{\boldsymbol{k} \boldsymbol{q} \alpha \beta \gamma} g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{\alpha \beta \gamma} B_{\boldsymbol{q} \gamma} \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \beta}, \tag{8}
\end{equation*}
$$

where $\boldsymbol{B}_{\boldsymbol{q}}$ is a vector of magnon operators, e.g., $\boldsymbol{B}_{\boldsymbol{q}}=$ $\left(\alpha_{\boldsymbol{q}}, \alpha_{-\boldsymbol{q}}^{\dagger}, \beta_{\boldsymbol{q}}, \beta_{-\boldsymbol{q}}^{\dagger}\right)$ in the case of two magnon modes. These operators describe the long-lived magnon modes. Any transformation coefficients in the electron and magnon sectors are contained in the coupling $g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{\alpha \beta \gamma}$. Then, the self-energy is

$$
\begin{align*}
\Sigma_{\alpha_{1} \beta_{2}}^{\mathrm{S} 1}(k)= & -\sum_{k^{\prime}} \sum_{\beta_{1}, \gamma_{1}, \alpha_{2}, \gamma_{2}} g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1}} g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}^{\alpha_{2} \beta_{2} \gamma_{2}} \\
& \times D_{\gamma_{1} \gamma_{2}}\left(k-k^{\prime}\right) G_{\beta_{1} \alpha_{2}}\left(k^{\prime}\right) . \tag{9}
\end{align*}
$$

We let $k=\boldsymbol{k}, i \omega_{n}$ and $\sum_{k}=T \sum_{\boldsymbol{k}, i \omega_{n}} . \quad D_{\gamma_{1} \gamma_{2}}(q)$ is the FT of the magnon propagator $D_{\gamma_{1} \gamma_{2}}(\boldsymbol{q}, \tau)=$ $\left\langle-T_{\tau} B_{\boldsymbol{q} \gamma_{1}}(\tau) B_{-\boldsymbol{q}, \gamma_{2}}(0)\right\rangle$. Furthermore, the double-magnon interaction Hamiltonian can be written

$$
\begin{equation*}
H_{\mathrm{int}}^{(2)}=\sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{q}^{\prime} \alpha \beta \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha \beta \gamma \gamma^{\prime}} B_{-\boldsymbol{q}, \gamma} B_{\boldsymbol{q}^{\prime} \gamma^{\prime}} \psi_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \beta} \tag{10}
\end{equation*}
$$

The self-energy in the double-magnon sunset diagram (S2), derived in Appendix B, is

$$
\begin{align*}
\Sigma_{\alpha_{1} \beta_{2}}^{\mathrm{S} 2}(k)= & \sum_{k^{\prime}, q} \sum_{\substack{\beta_{1} \gamma_{1} \gamma_{1}^{\prime} \\
\alpha_{2} \gamma_{2} \gamma_{2}^{\prime}}} G_{\beta_{1} \alpha_{2}}\left(k^{\prime}\right)\left[g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}}\right. \\
& \times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(k-k^{\prime}+q\right) D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}(-q) \\
& +g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1}^{\prime} \gamma_{1}^{\prime}} g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\alpha_{2} \gamma_{2} \gamma_{2} \gamma_{2}^{\prime}} \\
& \left.\times D_{\gamma_{1}^{\prime} \gamma_{2}}\left(k-k^{\prime}+q\right) D_{\gamma_{1} \gamma_{2}^{\prime}}^{\prime}(-q)\right] . \tag{11}
\end{align*}
$$

Detailed expressions for $g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{\alpha \beta \gamma}$ and $g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha \beta \gamma \gamma^{\prime}}$ for the case of an AM, are given in Appendix C.

Since the renormalized Green's function $G$ contains the self-energy, these are coupled self-consistent equations, thereby counting a great number of diagrams. Nevertheless, the description excludes some diagrams, illustrated as vertex corrections in Fig. 3. Migdal's theorem [100] applies to electron-phonon coupling, and states that vertex corrections are negligible when the electron bandwidth is much larger than the phonon bandwidth [56]. A similar requirement is

$$
G=\left(\begin{array}{cccc}
\frac{i \omega_{n} Z+\epsilon_{\boldsymbol{k}, \uparrow}+\chi-\eta-\Sigma_{h}}{\Theta_{\uparrow}} & 0 & \frac{\phi_{10}+\phi_{13}-i \phi_{20}-i \phi_{23}}{\Theta_{\uparrow}} & 0  \tag{15}\\
0 & \frac{i \omega_{n} Z+\epsilon_{\boldsymbol{k}, \downarrow}+\chi+\eta+\Sigma_{h}}{\Theta_{\downarrow}} & 0 & \frac{\phi_{10}-\phi_{13}-i \phi_{20}+i \phi_{23}}{\Theta_{\downarrow}} \\
\frac{\phi_{10}+\phi_{13}+i \phi_{20}+i \phi_{23}}{\Theta_{\uparrow}} & 0 & \frac{i \omega_{n} Z-\epsilon_{\boldsymbol{k}, \uparrow}-\chi-\eta+\Sigma_{h}}{\Theta_{\uparrow}} & 0 \\
0 & \frac{\phi_{10}-\phi_{13}+i \phi_{20}-i \phi_{23}}{\Theta_{\downarrow}} & 0 & \frac{i \omega_{n} Z-\epsilon_{\boldsymbol{k}, \downarrow}-\chi+\eta-\Sigma_{h}}{\Theta_{\downarrow}}
\end{array}\right) .
$$

Symmetry relations between the electron correlations in the Green's function results in the symmetries $f\left(\boldsymbol{k}, i \omega_{n}\right)=$ $f\left(\boldsymbol{k},-i \omega_{n}\right)^{*}$, where $f$ represents all the Eliashberg functions, $Z(k)=Z(-k), \chi(k)=\chi(-k), \eta(k)=-\eta(-k)$, $\Sigma_{h}(k)=\Sigma_{h}(-k)$, and $\phi_{i j}(k)=-\phi_{i j}(-k)[45,97]$.

Using the assumption in Eq. (12) permits a simplification of the self-energy expressions. We find that $\Sigma^{\mathrm{S} 1}$ is diagonal, with

$$
\begin{align*}
\Sigma_{11}^{\mathrm{S} 1}(k) & =\sum_{k^{\prime}} \Lambda_{22}^{\mathrm{S} 1}\left(k, k^{\prime}\right) G_{22}\left(k^{\prime}\right),  \tag{16}\\
\Sigma_{22}^{\mathrm{S} 1}(k) & =\sum_{k^{\prime}} \Lambda_{11}^{\mathrm{S} 1}\left(k, k^{\prime}\right) G_{11}\left(k^{\prime}\right),  \tag{17}\\
\Sigma_{33}^{\mathrm{S} 1}(k) & =\sum_{k^{\prime}} \Lambda_{44}^{\mathrm{S} 1}\left(k, k^{\prime}\right) G_{44}\left(k^{\prime}\right),  \tag{18}\\
\Sigma_{44}^{\mathrm{S} 1}(k) & =\sum_{k^{\prime}} \Lambda_{33}^{\mathrm{S} 1}\left(k, k^{\prime}\right) G_{33}\left(k^{\prime}\right), \tag{19}
\end{align*}
$$

while the double-magnon sunset diagram gives

$$
\begin{equation*}
\Sigma_{\alpha \beta}^{\mathrm{S} 2}(k)=\sum_{k^{\prime}} \Lambda_{\alpha \beta}^{\mathrm{S} 2}\left(k, k^{\prime}\right) G_{\alpha \beta}\left(k^{\prime}\right) \tag{20}
\end{equation*}
$$

The definitions of $\Lambda_{\alpha \alpha}^{\mathrm{S} 1}\left(k, k^{\prime}\right)$ and $\Lambda_{\alpha \beta}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=$ $\sum_{q} \Lambda_{\alpha \beta}^{\mathrm{S} 2}\left(k, k^{\prime}, q\right)$ are given in Appendix C for the AM case. These functions are introduced to compactify the expressions, and contain the parts of the self-energy which are not an electron Green's function. In general, they consist of terms with a product of interaction strengths at the vertices, and one (two) boson propagator(s) for $\Lambda_{\alpha \alpha}^{\mathrm{S} 1}\left(\Lambda_{\alpha \beta}^{\mathrm{S} 2}\right)$.

Equation (15) for the Green's function can be inserted in the expressions for $\Sigma^{\mathrm{S} 1}$ and $\Sigma^{\mathrm{S} 2}$ and compared to the parametrization of $\Sigma$ in Eq. (13) to derive equations for the Eliashberg functions. The equations for the pairing functions $\phi_{i j}$ are derived from equations for $\Sigma_{13}(k), \Sigma_{24}(k), \Sigma_{31}(k)$, and $\Sigma_{42}(k)$. We then use $\phi_{10}(k)=\left(\Sigma_{13}(k)+\Sigma_{24}(k)+\Sigma_{31}(k)+\right.$ $\left.\Sigma_{42}(k)\right) / 4$ and similar relations to get coupled equations for $\phi_{10}(k), i \phi_{20}(k), \phi_{13}(k)$, and $i \phi_{23}(k)$. By interchanging $\phi_{10} \leftrightarrow i \phi_{20}$ and $\phi_{13} \leftrightarrow i \phi_{23}$, we see that the equations for $i \phi_{20}$ and $i \phi_{23}$ correspond to the equations for $\phi_{10}$ and $\phi_{13}$, respectively. This reflects the free complex phase choice of the gaps. We add the equations to get equations for generally complex $\phi_{0}=\phi_{10}+i \phi_{20}$ and $\phi_{3}=\phi_{13}+i \phi_{23}$. Finally, it is more convenient to study the spin-polarized gaps rather than a linear combination of them. From the elements of $G$ in Eq. (15) we identify $\phi_{\uparrow}=\phi_{0}+\phi_{3}$ and $\phi_{\downarrow}=\phi_{0}-\phi_{3}$. We can add and subtract the equations for $\phi_{0}$ and $\phi_{3}$ to get equations for $\phi_{\uparrow}$ and $\phi_{\downarrow}$. The Eliashberg equations for the superconducting pairings are

$$
\begin{align*}
& \phi_{\uparrow}(k)=\sum_{k^{\prime}} \frac{\Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)}{\Theta_{\uparrow}\left(k^{\prime}\right)} \phi_{\uparrow}\left(k^{\prime}\right),  \tag{21}\\
& \phi_{\downarrow}(k)=\sum_{k^{\prime}} \frac{\Lambda_{24}^{\mathrm{S} 2}\left(k, k^{\prime}\right)}{\Theta_{\downarrow}\left(k^{\prime}\right)} \phi_{\downarrow}\left(k^{\prime}\right) . \tag{22}
\end{align*}
$$

For the AM model in Sec. IV, we find $\Lambda_{11}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=$ $\Lambda_{33}^{\mathrm{S} 2}\left(k, k^{\prime}\right), \Lambda_{22}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=\Lambda_{44}^{\mathrm{S} 2}\left(k, k^{\prime}\right), \Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=\Lambda_{31}^{\mathrm{S} 2}\left(k, k^{\prime}\right)$,
and $\Lambda_{24}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=\Lambda_{42}^{\mathrm{S} 2}\left(k, k^{\prime}\right)$. These relations arise from real transformation elements for the electrons, stemming from the fact that the Hamiltonian on matrix form, $\mathcal{H}_{k, \sigma}$ in Eq. (C19), is real and symmetric. Such a property should generally apply to inversion symmetric systems and has been used to simplify the equations.

The full Eliashberg equations for the diagonal terms are too lengthy to write down here. Instead, we proceed directly to derive linearized Eliashberg functions and apply FS averages to handle the momentum dependence. The first step is to gain a better understanding of the effect of the Eliashberg functions $Z, \eta, \Sigma_{h}$, and $\chi$. The poles of $G$ provide information about renormalized bands through self-consistent equations, which should be analytically continued to the real frequency axis [96, 102]. The poles are the zeros of $\Theta_{\sigma}(k)$ which are

$$
\begin{equation*}
i \omega_{n}=\sigma \frac{\eta}{Z} \pm\left[\left(\frac{\epsilon_{\boldsymbol{k}, \sigma}+\chi-\sigma \Sigma_{h}}{Z}\right)^{2}+\left|\frac{\phi_{\sigma}}{Z}\right|^{2}\right]^{\frac{1}{2}} \tag{23}
\end{equation*}
$$

where we used that $Z(k)$ is even in frequency and, therefore, real [55]. We can compare the right hand side to the BCS spec$\operatorname{trum} E_{\boldsymbol{k}, \sigma}= \pm \sqrt{\epsilon_{\boldsymbol{k}, \sigma}^{2}+\left|\Delta_{\boldsymbol{k}, \sigma}\right|^{2}}$. Thus, we see that $\eta$ shifts the bands $E_{k, \sigma}$ depending on spin, which, in this spin decoupled case, is not the same as a magnetic field. A magnetic field would enter in $\epsilon_{\boldsymbol{k}, \sigma}+\chi-\sigma \Sigma_{h} \rightarrow \epsilon_{\boldsymbol{k}, \sigma}+\chi-\sigma h-\sigma \Sigma_{h}$ inside the square root. So, $\Sigma_{h}$ is a renormalization of the magnetic field [97], though without a magnetic field, it is more natural to think of it as a renormalization of the spin splitting. $\quad \chi$ is a spin independent shift of the electron bands. We can identify the spin-polarized superconducting gaps as $\Delta_{\sigma}(k)=\phi_{\sigma}(k) / Z(k)$. From the symmetries listed after Eq. (15), it is clear that $\phi_{\sigma}(k)=-\phi_{\sigma}(-k)$ and so they represent spin triplet gaps that are even in frequency and odd in momentum, or odd in frequency and even in momentum [103, 104].

The functions $\chi(k)$ and $\Sigma_{h}(k)$ shift the electron bands. To apply FS averages, the position of the FS must be fixed. Therefore the effects of $\chi$ and $\Sigma_{h}$ must be thought of as absorbed in our definition of the chemical potential $\mu$ and $J_{\mathrm{sd}} S$. See also our argument for regarding $\Sigma^{\mathrm{ML}}$ and $\Sigma^{\mathrm{EL}}$ as included in our choice of $J_{\mathrm{sd}} S$ in Appendix C. $\eta$ will not shift the position of the FS and hence can be included in FS averaged equations. However, when solving the equations, we found that $\eta(k)=0$, so, for brevity, we omit it here.

## B. Fermi surface average

A spin-split system has a spin dependent DOS, $N_{\sigma}(\epsilon)=$ $\sum_{\boldsymbol{k}} \delta\left(\epsilon-\epsilon_{\boldsymbol{k}, \sigma}\right)$. We define a spin dependent FS average as

$$
\begin{equation*}
\langle f(\boldsymbol{k})\rangle_{\mathrm{FS}_{\sigma}}=\frac{1}{N_{F, \sigma}} \sum_{\boldsymbol{k}} \delta\left(\epsilon_{\boldsymbol{k}, \sigma}\right) f(\boldsymbol{k}) \tag{24}
\end{equation*}
$$

where $N_{F, \sigma}=N_{\sigma}(\epsilon=0)$ is the DOS for spin $\sigma$ on the FS for spin $\sigma, \mathrm{FS}_{\sigma}$. We want to find an FS averaged version of
equations on the form

$$
\begin{equation*}
f(k)=\sum_{k^{\prime}} \Lambda\left(k, k^{\prime}\right) \frac{h\left(k^{\prime}\right)}{\Theta_{\sigma^{\prime}}\left(i \omega_{n^{\prime}}, \epsilon_{\boldsymbol{k}^{\prime}, \sigma^{\prime}}\right)} \tag{25}
\end{equation*}
$$

where $\Theta_{\sigma^{\prime}}\left(k^{\prime}\right)$ depends on $\boldsymbol{k}^{\prime}$ only through $\epsilon_{\boldsymbol{k}^{\prime}, \sigma^{\prime}}$. We assume $f(k)=f\left(i \omega_{n}\right) \psi(\boldsymbol{k})$ and $h(k)=h\left(i \omega_{n}\right) \psi(\boldsymbol{k})$. If we multiply both sides by $\sum_{\boldsymbol{k}} \delta\left(\epsilon_{\boldsymbol{k}, \sigma}\right) \psi(\boldsymbol{k}) / N_{F, \sigma}$ we recognize $\left\langle\psi^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}_{\sigma}}$ on the left hand side. Then, we convert the sum over $\boldsymbol{k}^{\prime}$ to an integral, and split it into a part parallel and a part perpendicular to a constant energy contour of $\epsilon_{\boldsymbol{k}^{\prime}, \sigma}$. The sum over $\boldsymbol{k}^{\prime}$ is dominated by $\boldsymbol{k}^{\prime}$ close to $\mathrm{FS}_{\sigma^{\prime}}$, assuming the electron bandwidth is the largest energy scale in the system. We neglect the dependence of the parallel integral on the perpendicular momentum, and restrict the parallel integral to the FS for spin $\sigma^{\prime}$. The end result is

$$
\begin{align*}
f\left(i \omega_{n}\right)= & \frac{1}{N_{F, \sigma}\left\langle\psi^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}_{\sigma}}} \frac{1}{\beta} \sum_{i \omega_{n^{\prime}}} h\left(i \omega_{n^{\prime}}\right) \int \frac{d \epsilon}{\Theta_{\sigma^{\prime}}\left(i \omega_{n^{\prime}}, \epsilon\right)} \\
& \times \sum_{\boldsymbol{k}, \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \sigma}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \sigma^{\prime}}\right) \psi(\boldsymbol{k}) \Lambda\left(k, k^{\prime}\right) \psi\left(\boldsymbol{k}^{\prime}\right), \tag{26}
\end{align*}
$$

where the parallel momentum integral has been converted back to a sum. We have approximated the length of the constant energy contour to be independent of $\epsilon$ and set it to the length of the FS. This is equivalent to approximating $N_{\sigma^{\prime}}(\epsilon) \approx N_{F, \sigma^{\prime}}$. This is generally not a very precise approximation, but since the behavior close to the FS dominates the physics, it should still give reasonable results. Note that this approximation means we treat the system as particle-hole symmetric with a constant DOS.

Assuming that the electron bandwidth is much larger than the boson bandwidth, a very reasonable approximation for magnons, we extend the integration limit for $\epsilon$ to infinity. We have $\Theta_{\sigma}(k)=\left[i \omega_{n} Z(k)\right]^{2}-\left(\epsilon_{\boldsymbol{k}, \sigma}\right)^{2}-\left|\phi_{\sigma}(k)\right|^{2}$. We now assume $Z(k)=Z\left(i \omega_{n}\right)$ and $\phi_{\sigma}(k)=\phi_{\sigma}\left(i \omega_{n}\right) \psi_{\sigma}(\boldsymbol{k})$. If we linearize the equations for a temperature close to the critical temperature $T_{c}$ for superconductivity, we can neglect the pairing amplitude $\phi_{\sigma}(k)$ in the denominator. This gives $\Theta_{\sigma}(k) \approx\left[i \omega_{n} Z\left(i \omega_{n}\right)\right]^{2}-\left(\epsilon_{\boldsymbol{k}, \sigma}\right)^{2}$ such that the momentum dependence is solely in the form $\epsilon_{\boldsymbol{k}, \sigma}$. Then, using

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon \frac{1}{\left[i \omega_{n} Z\left(i \omega_{n}\right)\right]^{2}-\epsilon^{2}}=\frac{-\pi}{\sqrt{\left[\omega_{n} Z\left(i \omega_{n}\right)\right]^{2}}} \tag{27}
\end{equation*}
$$

we can derive the FS averaged, linearized Eliashberg equations.

Some care must be exercised in performing the FS average in the equation for $Z\left(i \omega_{n}\right)$, since this quantity is related to both spin up and down. The key is first to FS average the expressions for $\Sigma_{i i}(k)$. For instance, $\Sigma_{11}(k)$ is related to spin up, so we FS average $\boldsymbol{k}$ to $\mathrm{FS}_{\uparrow}$. We have $\Sigma_{i i}(k)=\Sigma_{i i}\left(i \omega_{n}\right)$ since we have assumed $Z(k)=Z\left(i \omega_{n}\right)$. Using the general FS average in Eq. (26), we get

$$
\Sigma_{11}\left(i \omega_{n}\right)=\frac{-\pi}{N_{F, \uparrow}} \frac{1}{\beta} \sum_{i \omega_{n^{\prime}}} i \operatorname{sgn}\left[\omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)\right]
$$

$$
\begin{align*}
& \times\left[\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \downarrow}\right) \Lambda_{22}^{\mathrm{S} 1}\left(k, k^{\prime}\right)\right. \\
& \left.+\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \uparrow}\right) \Lambda_{11}^{\mathrm{S} 2}\left(k, k^{\prime}\right)\right] . \tag{28}
\end{align*}
$$

In the second line, related to the single-magnon sunset diagram, the two momenta belong to FSs for different spins due to the spin flip. In the third line, related to double-magnon processes, both momenta belong to the same spin since there is no spin flip. For $\Sigma_{22}(k)$ and $\Sigma_{44}(k)$ we let $\boldsymbol{k} \in \mathrm{FS}_{\downarrow}$, while for $\Sigma_{33}(k)$ we let $\boldsymbol{k} \in \mathrm{FS}_{\uparrow}$. This gives analogous FS averaged expressions to that for $\Sigma_{11}\left(i \omega_{n}\right)$. Then, from $\left[1-Z\left(i \omega_{n}\right)\right] i \omega_{n}=$ $\left[\Sigma_{11}\left(i \omega_{n}\right)+\Sigma_{22}\left(i \omega_{n}\right)+\Sigma_{33}\left(i \omega_{n}\right)+\Sigma_{44}\left(i \omega_{n}\right)\right] / 4$ we arrive at the equation for $Z\left(i \omega_{n}\right)$. The FS averaged equations for $\phi_{\sigma}\left(i \omega_{n}\right)$ are found straightforwardly from the general expression for the FS average and Eqs. (21) and (22).

It is convenient to define the following dimensionless couplings

$$
\begin{align*}
\lambda_{1, \uparrow \downarrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{1}{2 N_{F, \uparrow}} \sum_{\boldsymbol{k}} \delta\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \downarrow}\right) \\
& \times\left[\Lambda_{22}^{S 1}\left(k, k^{\prime}\right)+\Lambda_{44}^{S 1}\left(k, k^{\prime}\right)\right],  \tag{29}\\
\lambda_{1, \downarrow \uparrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{1}{2 N_{F, \downarrow}} \sum_{\boldsymbol{k}} \delta\left(\epsilon_{\boldsymbol{k}, \downarrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \uparrow}\right) \\
& \times\left[\Lambda_{11}^{S 1}\left(k, k^{\prime}\right)+\Lambda_{33}^{S 1}\left(k, k^{\prime}\right)\right],  \tag{30}\\
\lambda_{1, \uparrow \uparrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{1}{N_{F, \uparrow}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \uparrow}\right) \Lambda_{11}^{S 2}\left(k, k^{\prime}\right),  \tag{31}\\
\lambda_{1, \downarrow \downarrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{1}{N_{F, \downarrow}} \sum_{\boldsymbol{k} k^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \downarrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \downarrow}\right) \Lambda_{22}^{S 2}\left(k, k^{\prime}\right),  \tag{32}\\
\lambda_{2, \uparrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{-1}{N_{F, \uparrow}\left\langle\psi_{\uparrow}^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}}} \sum_{\boldsymbol{k}, \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \uparrow}\right) \\
& \times \psi_{\uparrow}(\boldsymbol{k}) \Lambda_{13}^{S 2}\left(k, k^{\prime}\right) \psi_{\uparrow}\left(\boldsymbol{k}^{\prime}\right),  \tag{33}\\
\lambda_{2, \downarrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & \frac{-1}{N_{F, \downarrow}\left\langle\psi_{\downarrow}^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}}} \sum_{\boldsymbol{k}, \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k}, \downarrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime}, \downarrow}\right) \\
& \times \psi_{\downarrow}(\boldsymbol{k}) \Lambda_{24}^{S 2}\left(k, k^{\prime}\right) \psi_{\downarrow}\left(\boldsymbol{k}^{\prime}\right) . \tag{34}
\end{align*}
$$

Note that they only depend on frequency through the difference $i \omega_{n}-i \omega_{n^{\prime}}=i \omega_{\nu}$, which is a bosonic Matsubara freqeuency. For an AM, we find $N_{F, \uparrow}=N_{F, \downarrow}=$ $N_{F}, \lambda_{1, \uparrow \downarrow}\left(i \omega_{\nu}\right)=\lambda_{1, \downarrow \uparrow}\left(i \omega_{\nu}\right) \equiv \lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right), \lambda_{1, \uparrow \uparrow}\left(i \omega_{\nu}\right)=$ $\lambda_{1, \downarrow \downarrow}\left(i \omega_{\nu}\right) \equiv \lambda_{1}\left(i \omega_{\nu}\right)$, and $\lambda_{2, \uparrow}\left(i \omega_{\nu}\right)=\lambda_{2, \downarrow}\left(i \omega_{\nu}\right) \equiv$ $\lambda_{2}\left(i \omega_{\nu}\right)$ due to the $d$-wave nature of the spin splitting. Additionally, $\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right), \lambda_{1}\left(i \omega_{\nu}\right), \lambda_{2}\left(i \omega_{\nu}\right)$ are real and even in frequency. $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right)$ originates with the single-magnon sunset diagram, while $\lambda_{1}\left(i \omega_{\nu}\right)$ and $\lambda_{2}\left(i \omega_{\nu}\right)$ originate with the double-magnon sunset diagram. In a half-metallic FM only $N_{F, \uparrow}, \lambda_{1, \uparrow \uparrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)$, and $\lambda_{2, \uparrow}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)$ are nonzero. Assuming we are in one of those two situations for brevity,
the linearized, FS averaged Eliashberg equations are

$$
\begin{align*}
Z\left(i \omega_{n}\right)= & 1+\frac{\pi}{\omega_{n}} \frac{1}{\beta} \sum_{i \omega_{n^{\prime}}}\left[\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)\right. \\
& \left.+\lambda_{1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)\right] \operatorname{sgn}\left(\omega_{n^{\prime}}\right)  \tag{35}\\
\phi_{\uparrow}\left(i \omega_{n}\right)= & \frac{\pi}{\beta} \sum_{i \omega_{n^{\prime}}} \lambda_{2}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \frac{\phi_{\uparrow}\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)\right|},  \tag{36}\\
\phi_{\downarrow}\left(i \omega_{n}\right)= & \frac{\pi}{\beta} \sum_{i \omega_{n^{\prime}}} \lambda_{2}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \frac{\phi_{\downarrow}\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)\right|} \tag{37}
\end{align*}
$$

From this, note that both $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right)$ and $\lambda_{1}\left(i \omega_{\nu}\right)$ contribute to the mass renormalization. Meanwhile, $\lambda_{2}\left(i \omega_{\nu}\right)$ contributes to the superconducting pairing. Also, note that $Z\left(i \omega_{n}\right)$ enters in the equations for $\phi_{\sigma}\left(i \omega_{n}\right)$, showing that the mass renormalization affects the superconducting pairing.

## C. Critical temperature estimates

## 1. Bardeen-Cooper-Schrieffer

In BCS theory, the estimate of the critical temperature is [32, 50]

$$
\begin{equation*}
T_{c}^{\mathrm{BCS}} \approx 1.13 \omega_{c} e^{-1 / \lambda} \tag{38}
\end{equation*}
$$

where $\omega_{c}$ is the maximum boson frequency and $\lambda$ is the dimensionless coupling.

## 2. Eliashberg

Since the dimensionless couplings are even in frequency, the sign function $\operatorname{sgn}\left(\omega_{n^{\prime}}\right)$ allows us to compute the sum over frequencies exactly in Eq. (35). Let us take $n \geq 0$ as an example since the derivation for $n<0$ is analogous, and we can use that $Z\left(i \omega_{n}\right)=Z\left(-i \omega_{n}\right)$. Then, the contributions at $n^{\prime}=-1$ and $n^{\prime}=2 n+1$ cancel due to the sign function and the fact that $i \omega_{n}-i \omega_{-1}=-\left(i \omega_{n}-i \omega_{2 n+1}\right)$. We are left with the contribution at $n^{\prime}=n$ and two times the contributions from $n^{\prime}=0, \ldots, n-1$. As a result,

$$
\begin{align*}
Z\left(i \omega_{n}\right)= & 1+\frac{1}{2 n+1}\left(\lambda_{1}^{\mathrm{S} 1}(0)+\lambda_{1}(0)\right. \\
& \left.+2 \sum_{\nu=1}^{n}\left[\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right)+\lambda_{1}\left(i \omega_{\nu}\right)\right]\right) \tag{39}
\end{align*}
$$

Note that $Z(0)=Z\left(i \omega_{n=0}\right)=1+\lambda_{1}^{S 1}(0)+\lambda_{1}(0)$.
The equations for $\phi_{\uparrow}$ and $\phi_{\downarrow}$ are the same, so we expect the same $T_{c}$ for both the spin up and spin down gaps. We introduce a symmetric cutoff $\left|\omega_{n}\right|<M$ and symmetrize to get

$$
\begin{equation*}
\tilde{\phi}_{n}=\sum_{n^{\prime}=0}^{N} M_{n n^{\prime}}^{s}(T) \tilde{\phi}_{n^{\prime}} \tag{40}
\end{equation*}
$$

with $\omega_{N} \approx M, \tilde{\phi}_{n}=\phi_{\sigma}\left(i \omega_{n}\right) / \sqrt{|2 n+1| Z\left(i \omega_{n}\right)}$,

$$
\begin{equation*}
M_{n n^{\prime}}^{s}(T)=\frac{\lambda_{2}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)+\zeta_{s} \lambda_{2}\left(i \omega_{n}+i \omega_{n^{\prime}}\right)}{\sqrt{|2 n+1| Z\left(i \omega_{n}\right)\left|2 n^{\prime}+1\right| Z\left(i \omega_{n^{\prime}}\right)}} \tag{41}
\end{equation*}
$$

$\zeta_{e}=1$ for even-frequency gap, and $\zeta_{o}=-1$ for oddfrequency gap. We find the largest eigenvalue $\rho_{s}(T)$ of $M^{s}(T)$ and find the critical temperature $T_{c}^{E}$ by solving $\rho_{s}\left(T_{c}^{E}\right)=1$, where Eq. (40) is satisfied. Then, we can recover $\phi_{\sigma}\left(i \omega_{n}\right)$ from the eigenvector, which tells us the frequency dependence of the gap just below $T_{c}$. The functions $\psi_{\sigma}(\boldsymbol{k})$ cover the momentum dependence.

## 3. Allen-Dynes

In a seminal work [105], Allen and Dynes (AD) suggested a formula that approximates the critical temperature obtained from solving the Eliashberg equations. It was originally introduced to fit well with Eliashberg solutions and experimental measurements in phonon-mediated, even-frequency, $s$-wave superconductors [105]. Generalizing to more unconventional pairing mechanisms and pairing symmetries, we write [45]

$$
\begin{equation*}
T_{c}^{\mathrm{AD}}=\frac{\omega_{\log }}{1.2} \exp \left(-\frac{1.04 Z(0)}{\lambda_{2}(0)}\right) \tag{42}
\end{equation*}
$$

where $\omega_{\log }$ is a logarithmic average of the boson spectrum defined in Appendix C 2 for the AM case. When low-energy bosons dominate the coupling, as in EMC, one typically has $\omega_{\log } \ll \omega_{c}$, which reduces the estimate of $T_{c}$ compared to BCS theory [45]. The fact that $Z(0)>1$ in the exponential also reduces the estimate of $T_{c}$ compared to BCS theory, indicating that many-body renormalization effects act in a pair-breaking manner. We emphasize that the AD estimate in Eq. (42) is primarily used to get an understanding of the resultant $T_{c}$, the most reliable estimate of $T_{c}$ comes from solving the linearized Eliashberg equations, giving $T_{c}^{E}$.

## IV. ALTERMAGNET

As a specific model of a 2D AM, we extend the microscopic model used in Ref. [28] to include up to third-nearestneighbor hopping

$$
\begin{equation*}
H_{e}=-\sum_{i, j, \sigma} t_{i, j} c_{i, \sigma}^{\dagger} c_{j, \sigma}-\mu \sum_{i, \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma}+H_{\mathrm{sd}} \tag{43}
\end{equation*}
$$

where $\mu$ is the chemical potential and $H_{\text {sd }}$ is defined in Eq. (1). We consider a Lieb lattice [31] illustrated in Fig. 4(a). This involves three sublattices, where sublattice $A(B)$ contains localized spins with spin up (down) and sublattice "nm" is nonmagnetic. The hopping parameters are $t_{i, j}=t$ for nearestneighbor hopping, $t_{2}$ for next-nearest-neighbor hopping, $t_{3}^{d}$ for direct third-nearest-neighbor hopping via vacuum, $t_{3}^{\mathrm{nm}}$ for third-nearest-neighbor hopping via the nonmagnetic sites, and $t_{3}$ for third-nearest neighbor hopping between the nonmagnetic sites. Figure 4(a) illustrates these hopping parameters. For simplicity we set $t_{3}^{d}=t_{3}^{\mathrm{nm}}=t_{3}$ throughout this paper.


FIG. 4. (a) The 2D Lieb lattice for our microscopic model of an AM. The gold sites are nonmagnetic, and the orange (blue) sites have a localized spin with spin up (down). Arrows illustrate the hopping parameters, while wavy lines illustrate the exchange interactions. (b) The magnon bands are plotted along a path in the 1 BZ . The highsymmetry points in the 1BZ are illustrated in Fig. 2. (c) The electron bands show a $d$-wave spin splitting resulting in a spin-independent density of states $N_{\sigma}(\epsilon)$, which is plotted in the right panel. Parameters: $t_{2} / t=0.04, t_{3} / t=0.02, \mu / t=0, J_{\mathrm{sd}} S / t=0.4$, $J_{d} / J_{\mathrm{AB}}=-0.2, J_{\mathrm{nm}} / J_{\mathrm{AB}}=-0.4$, and $K / J_{\mathrm{AB}}=0.002$.

The Hamiltonian [28, 106]

$$
\begin{align*}
H_{m}= & \sum_{\langle i, j\rangle} J_{\mathrm{AB}} \boldsymbol{S}_{i}^{A} \cdot \boldsymbol{S}_{j}^{B}-\sum_{i} K\left[\left(S_{i, z}^{A}\right)^{2}+\left(S_{i, z}^{B}\right)^{2}\right] \\
& +\sum_{\left\langle i_{x}, j_{x}\right\rangle}\left(J_{\mathrm{nm}} \boldsymbol{S}_{i}^{A} \cdot \boldsymbol{S}_{j}^{A}+J_{d} \boldsymbol{S}_{i}^{B} \cdot \boldsymbol{S}_{j}^{B}\right) \\
& +\sum_{\left\langle i_{y}, j_{y}\right\rangle}\left(J_{d} \boldsymbol{S}_{i}^{A} \cdot \boldsymbol{S}_{j}^{A}+J_{\mathrm{nm}} \boldsymbol{S}_{i}^{B} \cdot \boldsymbol{S}_{j}^{B}\right) \tag{44}
\end{align*}
$$

describes the localized spins on sublattices $A$ and $B$. Here $\left\langle i_{x(y)}, j_{x(y)}\right\rangle$ indicates that the sum is taken over nearest neighbors on the same sublattice in the $x(y)$ direction, while $\langle i, j\rangle$ denotes nearest neighbors among the magnetic sites. $J_{\mathrm{AB}}>0$ is the antiferromagnetic exchange between sublattices, $J_{d}$ is direct exchange within sublattices via vacuum, and $J_{\mathrm{nm}}$ is intrasublattice exchange via a nonmagnetic site. Figure 4(a) illustrates the different exchange interactions. $K$ is the strength of the easy-axis anisotropy along the $z$ axis.

## A. Electrons

Compared to Ref. [28], we have changed the sign convention on the hopping terms. Otherwise, we proceed in the same manner in the following. An FT of the electron Hamiltonian to momentum space gives a description in terms of three types of electron operators $c_{\ell, \boldsymbol{k}, \sigma}$, with $\ell \in\{A, \mathrm{~nm}, B\}$, one for each sublattice. The Hamiltonian is then written on matrix form as $H_{e}=\sum_{\boldsymbol{k}, \sigma, \ell, \ell^{\prime}} c_{\ell, \boldsymbol{k}, \sigma}^{\dagger}\left[\mathcal{H}_{\boldsymbol{k}, \sigma}\right]_{\ell, \ell^{\prime}} c_{\ell^{\prime}, \boldsymbol{k}, \sigma}$, with $\mathcal{H}_{\boldsymbol{k}, \sigma}$ defined in Eq. (C19). Diagonalization by a unitary matrix $U_{k, \sigma}$ gives

$$
\begin{equation*}
H_{e}=\sum_{n, \boldsymbol{k}, \sigma} \epsilon_{n, \boldsymbol{k}, \sigma} d_{n, \boldsymbol{k}, \sigma}^{\dagger} d_{n, \boldsymbol{k}, \sigma} \tag{45}
\end{equation*}
$$

where the operators destroying and creating eigenstates are given by $d_{n, \boldsymbol{k}, \sigma}=\sum_{\ell} q_{n, \ell, \boldsymbol{k}, \sigma}^{*} c_{\ell, \boldsymbol{k}, \sigma}$ and the corresponding adjoint operators.

The three spin-split bands $\epsilon_{n, \boldsymbol{k}, \sigma}$ are shown in Fig. 4(c), displaying the $d$-wave spin splitting characteristic for AMs [10]. The second- and third-nearest-neighbor hopping terms break the accidental particle-hole symmetry considered in Ref. [28]. The FS is most similar to the case in Ref. [28] for $\mu>0$ now. The middle bands have energies $\pm J_{\mathrm{sd}} S$ at the $\boldsymbol{X}$ and $\boldsymbol{Y}$ points. The third-nearest-neighbor hopping terms add dispersion on the $\boldsymbol{M X}$ and $\boldsymbol{M Y}$ lines giving a more realistic model for an AM. Our motivation for including them is also to justify an FS average in the most interesting region of chemical potentials, $\mu \lesssim J_{\text {sd }} S$. Here, Ref. [28] predicts the strongest coupling due to a combination of a large DOS, and electrons being localized on mainly one sublattice. Hence, this is the most interesting region to investigate using strong-coupling Eliashberg theory. Figure 4(c) also shows the spin-dependent DOS $N_{\sigma}(\epsilon)=\sum_{n, \boldsymbol{k}} \delta\left(\epsilon-\epsilon_{n, \boldsymbol{k}, \sigma}\right)$, which is the same for both spins due to the $d$-wave spin splitting.

## B. Magnons

The magnetic Hamiltonian is treated using an HP transformation and an FT. This gives a description in terms of magnon operators $a_{\boldsymbol{q}}$ and $b_{\boldsymbol{q}}$ related to spin fluctuations on sublattice $A$ and $B$, respectively. The Hamiltonian describing the magnons to second order in magnon operators, is diagonalized by a Bogoliubov transformation $a_{\boldsymbol{q}}=u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}$, $b_{-\boldsymbol{q}}^{\dagger}=v_{\boldsymbol{q}}^{*} \alpha_{\boldsymbol{q}}+u_{\boldsymbol{q}}^{*} \beta_{-\boldsymbol{q}}^{\dagger}$, yielding

$$
\begin{equation*}
H_{m}=\sum_{\boldsymbol{q}}\left(\omega_{\boldsymbol{q}}^{\alpha} \alpha_{\boldsymbol{q}}^{\dagger} \alpha_{\boldsymbol{q}}+\omega_{\boldsymbol{q}}^{\beta} \beta_{\boldsymbol{q}}^{\dagger} \beta_{\boldsymbol{q}}\right) \tag{46}
\end{equation*}
$$

By defining

$$
\begin{align*}
A_{\boldsymbol{q}}= & 2 S\left(J_{d} \cos 2 q_{y}+J_{\mathrm{nm}} \cos 2 q_{x}\right. \\
& \left.-J_{d}-J_{\mathrm{nm}}+2 J_{\mathrm{AB}}+K\right),  \tag{47}\\
B_{\boldsymbol{q}}= & 4 S J_{\mathrm{AB}} \cos q_{x} \cos q_{y},  \tag{48}\\
C_{\boldsymbol{q}}= & 2 S\left(J_{d} \cos 2 q_{x}+J_{\mathrm{nm}} \cos 2 q_{y}\right. \\
& \left.-J_{d}-J_{\mathrm{nm}}+2 J_{\mathrm{AB}}+K\right), \tag{49}
\end{align*}
$$

we can write

$$
\begin{gather*}
u_{\boldsymbol{q}}=\frac{i}{\sqrt{2}} \sqrt{\frac{A_{\boldsymbol{q}}+C_{\boldsymbol{q}}}{\sqrt{\left(A_{\boldsymbol{q}}+C_{\boldsymbol{q}}\right)^{2}-4 B_{\boldsymbol{q}}^{2}}}+1},  \tag{50}\\
v_{\boldsymbol{q}}=\frac{i}{\sqrt{2}} \sqrt{\frac{A_{\boldsymbol{q}}+C_{\boldsymbol{q}}}{\sqrt{\left(A_{\boldsymbol{q}}+C_{\boldsymbol{q}}\right)^{2}-4 B_{\boldsymbol{q}}^{2}}}-1},  \tag{51}\\
\omega_{\boldsymbol{q}}^{\alpha}=\frac{A_{\boldsymbol{q}}-C_{\boldsymbol{q}}}{2}+\frac{1}{2} \sqrt{\left(A_{\boldsymbol{q}}+C_{\boldsymbol{q}}\right)^{2}-4 B_{\boldsymbol{q}}^{2}}  \tag{52}\\
\omega_{\boldsymbol{q}}^{\beta}=\frac{C_{\boldsymbol{q}}-A_{\boldsymbol{q}}}{2}+\frac{1}{2} \sqrt{\left(A_{\boldsymbol{q}}+C_{\boldsymbol{q}}\right)^{2}-4 B_{\boldsymbol{q}}^{2}} \tag{53}
\end{gather*}
$$

The magnon bands are illustrated in Fig. 4(b) and display a $d$-wave spin splitting if $J_{d} \neq J_{\mathrm{nm}}$. The magnon gap is $\omega_{0}=\omega_{\boldsymbol{q}=0}^{\alpha / \beta}=2 S \sqrt{K\left(K+4 J_{\mathrm{AB}}\right)}$ and is caused by the easyaxis anisotropy breaking a continuous symmetry. Note the exchange-enhancement of the magnon gap, common to antiferromagnets.

## C. Electron-magnon coupling

The classical part of the spin operator in $-J_{\mathrm{sd}} \sum_{i, \sigma, \sigma^{\prime}} \boldsymbol{S}_{i}$. $c_{i, \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}} c_{i, \sigma^{\prime}}$ resulted in the spin splitting of the electron bands. The quantum part of the spin operator, described in terms of magnons by using the HP transformation, results in EMC. Throughout this paper, we will place the FS in the middle band and, therefore, only consider scatterings involving that band. Hence, we drop the band index on the electrons. We include both single- and double-magnon processes, $H_{\mathrm{em}}=H_{\mathrm{em}}^{(1)}+H_{\mathrm{em}}^{(2)}$ with

$$
\begin{align*}
H_{\mathrm{em}}^{(1)} & =-J_{\mathrm{sd}} \frac{\sqrt{2 S}}{\sqrt{N}} \sum_{\boldsymbol{k}, \boldsymbol{q}}\left(\left[\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{A} u_{\boldsymbol{q}}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{B} v_{\boldsymbol{q}}^{*}\right) \alpha_{\boldsymbol{q}}\right.\right. \\
& \left.+\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{A} v_{\boldsymbol{q}}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{B} u_{\boldsymbol{q}}^{*}\right) \beta_{-\boldsymbol{q}}^{\dagger}\right] d_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} d_{\boldsymbol{k}, \uparrow} \\
& +\left[\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{A} u_{\boldsymbol{q}}^{*}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow \downarrow \downarrow}^{B} v_{\boldsymbol{q}}\right) \alpha_{-\boldsymbol{q}}^{\dagger}\right. \\
& \left.\left.+\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{A} v_{\boldsymbol{q}}^{*}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{B} u_{\boldsymbol{q}}\right) \beta_{\boldsymbol{q}}\right] d_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} d_{\boldsymbol{k}, \downarrow}\right) \tag{54}
\end{align*}
$$

$$
\begin{align*}
H_{\mathrm{em}}^{(2)} & =-\sum_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}, \sigma} \frac{J_{\mathrm{sd}} \sigma}{N}\left[\Omega _ { \boldsymbol { k } + \boldsymbol { q } ^ { \prime } - \boldsymbol { q } , \boldsymbol { k } , \sigma , \sigma } ^ { B } \left(v_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}} \alpha_{-\boldsymbol{q}} \alpha_{-\boldsymbol{q}^{\prime}}^{\dagger}\right.\right. \\
& \left.+v_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \alpha_{-\boldsymbol{q}} \beta_{\boldsymbol{q}^{\prime}}+u_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}} \beta_{\boldsymbol{q}}^{\dagger} \alpha_{-\boldsymbol{q}^{\prime}}^{\dagger}+u_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \beta_{\boldsymbol{q}}^{\dagger} \beta_{\boldsymbol{q}^{\prime}}\right) \\
& -\Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \sigma, \sigma}^{A}\left(u_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \alpha_{\boldsymbol{q}}^{\dagger} \alpha_{\boldsymbol{q}^{\prime}}+u_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}}^{\dagger} \alpha_{\boldsymbol{q}}^{\dagger} \beta_{-\boldsymbol{q}^{\prime}}^{\dagger}\right. \\
& \left.\left.+v_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \beta_{-\boldsymbol{q}} \alpha_{\boldsymbol{q}^{\prime}}+v_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}} \beta_{-\boldsymbol{q}} \beta_{-\boldsymbol{q}^{\prime}}^{\dagger}\right)\right] d_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \sigma}^{\dagger} d_{\boldsymbol{k}, \sigma} . \tag{55}
\end{align*}
$$

Here, the electron and magnon operators have been transformed to their diagonal bases, and $\Omega_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \sigma^{\prime}, \sigma}^{\ell} \equiv$ $q_{\ell, \boldsymbol{k}^{\prime}, \sigma^{\prime}}^{*} q_{\ell, \boldsymbol{k}, \sigma}$. From $H_{\mathrm{em}}^{(1)}$, we see that the $\alpha$ magnon mode carries spin -1 along the $z$ axis while the $\beta$ magnon mode


FIG. 5. (a) The dimensionless couplings $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right), \lambda_{1}\left(i \omega_{\nu}\right)$, and $\lambda_{2}\left(i \omega_{\nu}\right)$ as functions of bosonic Matsubara frequencies up to $\omega_{\nu} \approx$ $2 M$. This includes 534 discrete Matsubara frequencies at the chosen temperature, so the curves look smooth, and markers are omitted. (b) $Z$ and (c) $\phi / \phi_{\max }$ as a function of fermionic Matsubara frequencies up to $\omega_{n} \approx M$. All functions in this plot are real and even in frequency. At larger frequencies $Z \rightarrow 1$ and $\lambda_{1}^{S 1}, \lambda_{1}, \lambda_{2}, \phi \rightarrow 0$. We plot a normalized version of $\phi=\phi_{\sigma}$ since its amplitude is arbitrary when solving linearized equations. Parameters: $t_{2} / t=$ $0.04, t_{3} / t=0.02, \mu / t=0.39, J_{\mathrm{sd}} S / t=0.4, S=3 / 2$, $J_{\mathrm{AB}} S / t=0.01, J_{d} / J_{\mathrm{AB}}=-0.2, J_{\mathrm{nm}}=-0.4, K / J_{\mathrm{AB}}=0.002$, $T / t=1.8 \times 10^{-5} \approx T_{c}^{E} / t, M / t=0.03, N=80^{2}$ points in sum over $\boldsymbol{q}$, and 54 points on the FS for each spin. $\psi_{\sigma}(\boldsymbol{k})$ is set to the normalized solution of the linearized BCS gap equation, shown in Fig. 6(c).
carries spin 1 along the $z$ axis leading to a specific spin-flip structure of the interactions. In $H_{\mathrm{em}}^{(2)}$, we see that all combinations of magnon operators carry in total 0 spin along the $z$ axis, leading to no spin flip of the electron.

In BCS theory, a Schrieffer-Wolff transformation [107] is applied to derive an effective electron-electron interaction mediated by the magnons. The derivation of the linearized BCS gap equation was done in Ref. [28] and is not repeated here. We perform new calculations to find the BCS prediction of $T_{c}$ when including third-nearest-neighbor hopping and a change of parameters, using Eq. (A11).

## D. Superconductivity

The frequency sum in $\Lambda_{\alpha \beta}^{\mathrm{S} 2}\left(k, k^{\prime}\right)$ can be computed analytically. This gives some terms that survive at zero temperature and additional terms that contain factors of $n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha / \beta}\right)$. Still, the free sum over momentum $\boldsymbol{q}$ means that computing the dimensionless couplings in Eqs. (29)-(34) puts a heavy demand on computational resources. As a simplification, we assume the temperature is much smaller than the magnon gap, $T \ll \omega_{0}$, such that $n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha / \beta}\right) \approx 0$, and ignore the contributions coming from thermal magnons. Then, the only temperature dependence of the dimensionless couplings is through the positions of the bosonic Matsubara frequencies. At a sufficiently low temperature, we have enough discrete points such
that $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right), \lambda_{1}\left(i \omega_{\nu}\right)$, and $\lambda_{2}\left(i \omega_{\nu}\right)$ are smooth curves. From this, we can interpolate to any temperature satisfying $T \ll \omega_{0}$ using quadratic interpolation. The momentum sums are converted to integrals and calculated using

$$
\begin{equation*}
\int d \boldsymbol{k} f(\boldsymbol{k}) \delta\left(\epsilon_{\boldsymbol{k}, \sigma}\right)=\int_{\Gamma} d \boldsymbol{k} \cdot \boldsymbol{e}_{\boldsymbol{k}} \frac{f(\boldsymbol{k})}{\left|\nabla_{\boldsymbol{k}} \epsilon_{\boldsymbol{k}, \sigma}\right|}, \tag{56}
\end{equation*}
$$

where $\Gamma$ is the line where $\epsilon_{\boldsymbol{k}, \sigma}=0$ and $\boldsymbol{e}_{\boldsymbol{k}}$ is a unit vector along that line. A sum over equidistant points on the FS approximates the line integral.

Figure 5(a) shows the dimensionless couplings $\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right), \lambda_{1}\left(i \omega_{\nu}\right)$, and $\lambda_{2}\left(i \omega_{\nu}\right)$. While the single-magnon sunset diagram does not contribute to superconductivity, it has a significant effect on renormalizations as seen in $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right)$. $\lambda_{1}\left(i \omega_{\nu}\right)$ and $\lambda_{2}\left(i \omega_{\nu}\right)$ are the contribution from the doublemagnon diagram to renormalization and superconducting pairing, respectively. Note that $\lambda_{2}\left(i \omega_{\nu}\right)<\lambda_{1}\left(i \omega_{\nu}\right)$, which, according to the AD estimate in Eq. (42), will have a negative effect on $T_{c}$. If the gap had been $s$-wave, $\psi(\boldsymbol{k})=1$, we would have $\lambda_{1}\left(i \omega_{\nu}\right)=\lambda_{2}\left(i \omega_{\nu}\right)\left(\Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=-\Lambda_{11}^{\mathrm{S} 2}\left(k, k^{\prime}\right)\right.$ since the electron transformation coefficients are real). The fact that $\psi_{\sigma}(\boldsymbol{k})$ is odd in momentum for even-frequency, spin-polarized pairing seems to have a detrimental effect on $T_{c}$. However, Ref. [45] found that $\lambda_{1}\left(i \omega_{\nu}\right) \approx \lambda_{2}\left(i \omega_{\nu}\right)$ for both even- and odd-momentum gaps when considering single-magnon processes.

Reference [45] considers an AFM/NM/AFM trilayer. As discussed in Sec. II, single-magnon processes are strongly dominated by $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$ processes, especially when the magnon gap is small. Double-magnon processes have a similar effect, but the effect is much less significant due to the free sum over $\boldsymbol{q}$. As a result, $\lambda_{2}$ in Ref. [45] should be dominated by the $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$ parts of the sum where $\psi(\boldsymbol{k})$ and $\psi\left(\boldsymbol{k}^{\prime}\right)$ have the same sign. In the AM case studied here, where double-magnon processes dominate the superconducting pairing, the $\boldsymbol{k}^{\prime} \approx-\boldsymbol{k}$ parts of the sum are not negligible. Since $\psi_{\sigma}(\boldsymbol{k})$ and $\psi_{\sigma}\left(\boldsymbol{k}^{\prime}\right)$ have opposite sign here, these parts contribute with the opposite sign compared to when $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$. As a result, we obtain $\lambda_{2}\left(i \omega_{\nu}\right)<\lambda_{1}\left(i \omega_{\nu}\right)$.

In order to increase $\lambda_{2}$ compared to $\lambda_{1}$, one would need to make the low-energy magnons more dominant. This can be achieved by lowering the magnon gap, i.e., decreasing $K / J_{\mathrm{AB}}$ or $J_{\mathrm{AB}} S / t$, or decreasing both. However, lowering the magnon gap too far can destabilize the magnet even at very low temperatures or destroy the Fermi liquid nature of the quasiparticles close to the FS [37, 71]. Hence, a compromise must be made. It is also of interest to minimize $\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right)$. Since this involves scattering between FSs of different spin, the key is to separate the FSs as much as possible, which happens to be the situation when $\mu \rightarrow J_{\mathrm{sd}} S$. Hence, by lowering $\mu$ compared to Fig. 5, $\lambda_{1}^{\text {S1 }}\left(i \omega_{\nu}\right)$ increases since the reciprocal distance between the FSs decreases. Moreover, $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right)$ is reduced if the intermediate and large momentum magnons have a higher energy since only they contribute when the FSs are well separated. Increasing the magnon bandwidth affects the validity of FS averages and the Migdal theorem [100, 101], so again, a compromise must be made. Making $J_{d}$ and $J_{\mathrm{nm}}$ antiferromagnetic such that they frustrate the magnetic state,
would make magnons away from zero momentum more relevant since $\left|u_{\boldsymbol{q}}\right|$ and $\left|v_{\boldsymbol{q}}\right|$ would increase for $\boldsymbol{q} \neq 0$ [42]. In this system, this is disadvantageous since it would increase $\lambda_{1}^{\mathrm{S} 1}\left(i \omega_{\nu}\right)$, so we consider $J_{d}$ and $J_{\mathrm{nm}}$ to be ferromagnetic.

Even-momentum gaps do not necessarily suffer from $\lambda_{2}\left(i \omega_{\nu}\right)<\lambda_{1}\left(i \omega_{\nu}\right)$. In fact, for $d_{x^{2}-y^{2}}$-wave pairing we get $\lambda_{2}\left(i \omega_{\nu}\right)>\lambda_{1}\left(i \omega_{\nu}\right)$ though only by a small amount. For $s$-wave pairing, $\lambda_{2}\left(i \omega_{\nu}\right)=\lambda_{1}\left(i \omega_{\nu}\right)$. Hence, one may wonder if odd-frequency pairing [103] is preferred in this system. However, there is no solution to the eigenvalue problem in Eq. (40) for odd-frequency gaps at any temperature. The largest eigenvalue $\rho_{o}(T) \ll 1$ for any temperature, and in fact decreases when the temperature is decreased. We used $\psi_{\sigma}(\boldsymbol{k})=\cos \left(2 \theta_{\boldsymbol{k}}\right)$ with $\theta_{\boldsymbol{k}}$ equal to the angle between $\boldsymbol{k}$ and the $k_{x}$ axis to represent a $d_{x^{2}-y^{2}}$-wave gap. We also tried $\psi_{\sigma}(\boldsymbol{k})=\sin \left(2 \theta_{\boldsymbol{k}}\right)$ corresponding to $d_{x y}$-wave pairing. In that case, $\lambda_{2}\left(i \omega_{\nu}\right)<\lambda_{1}\left(i \omega_{\nu}\right)$, and $\lambda_{2}\left(i \omega_{\nu}\right)$ shows a sign change at intermediate frequency. This could be advantageous to oddfrequency pairing. However, we again find $\rho_{o}(T) \ll 1$ for any temperature, possibly since the magnitude of $\lambda_{2}\left(i \omega_{\nu}\right)$ is very low when it is negative. Hence, we exclude odd-frequency pairing as a competing order in this system.

The unlikelihood of odd-frequency pairing mediated by EMC appears to be a general feature for AMs. It is worth considering phonon-mediated superconductivity in AMs, although phonons typically do not give odd-frequency superconductivity [103]. However, applying a magnetic field that is weak enough not to affect the compensated magnetic ordering in the AM state, might induce an odd-frequency component in a phonon-mediated superconducting state [97, 108]. Additionally, a phonon-mediated interaction between electrons typically yields $s$-wave superconducting gaps. However, phonons may also yield $d$-wave superconductivity if included in combination with spin-fluctuations, or provided that vertex corrections in the electron self-energy are accounted for [109, 110].

When focusing on even-frequency $p$-wave gaps, solutions exist for $\rho_{e}\left(T_{c}^{E}\right)=1$. Figures 5(b) and 5(c) show $Z\left(i \omega_{n}\right)$ and $\phi_{\sigma}\left(i \omega_{n}\right)$ for a temperature close to $T_{c}^{E}$, where the largest eigenvalue is $\rho_{e} \approx 1.0$. The result for $Z\left(i \omega_{n}\right)$ indicates significant mass renormalization effects. For even-frequency gaps, $\rho_{e}(T)$ increases when we decrease the temperature until it crosses 1 at $T_{c}^{E}$. We set $\psi_{\sigma}(\boldsymbol{k})$ to normalized versions of the BCS gap solutions $\Delta_{\boldsymbol{k}, \sigma}$ in order to maximize $\lambda_{2}\left(i \omega_{\nu}\right)$. These are shown in Fig. 6(a) for $\mu / t=0.35$ and Fig. 6(c) for $\mu / t=0.39$, and can be chosen to be real. From the linearized BCS gap equation [Eq. (A11)] we find a transition from nodeless $p_{y}$-wave symmetry to nodal $p_{x}$-wave symmetry for $\Delta_{\boldsymbol{k}, \uparrow}$ at $0.381<\mu / t<0.382 . \Delta_{\boldsymbol{k}, \downarrow}$ has a similar transition from nodeless to nodal $p$-wave. This transition occurs because at larger chemical potential, it is an advantage to have a sign change in $\Delta_{\boldsymbol{k}, \uparrow}$ across $k_{x}=0$, since the coupling $\tilde{V}_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FS}_{\uparrow}}$ [Eq. (A12)] becomes positive for $\boldsymbol{k}^{\prime} \approx\left(-k_{x}, k_{y}\right)$. As $\mu$ increases, the positive values at these momenta grow in magnitude compared to the negative values at $\boldsymbol{k}^{\prime} \approx \boldsymbol{k}$ so that at some value of $\mu$, a nodal gap becomes preferred. This is related to the fact that the FS moves closer to the edge of the 1BZ, as seen when comparing Figs. 6(a) and (c). However, the exact


FIG. 6. (b) Critical temperature from BCS theory $T_{c}^{\mathrm{BCS}}$ (divided by 500, blue line, diamonds), Allen-Dynes estimate $T_{c}^{\mathrm{AD}}$ (orange line, crosses), and from solving the linearized Eliashberg equations $T_{c}^{E}$ (green line, circles at calculated points). Parameters: $t_{2} / t=0.04, t_{3} / t=0.02$, $J_{\mathrm{sd}} S / t=0.4, S=3 / 2, J_{\mathrm{AB}} S / t=0.01, J_{d} / J_{\mathrm{AB}}=-0.2, J_{\mathrm{nm}} / J_{\mathrm{AB}}=-0.4, K_{z} / J_{\mathrm{AB}}=0.002, M / t=0.03, N=80^{2}$ points in sum over $\boldsymbol{q}$, and 54 or 58 points on the FS for each spin, depending on the chemical potential. $\psi_{\sigma}(\boldsymbol{k})$ is set to the normalized solution of the linearized BCS gap equation, shown for $\mu / t=0.35$ in (a) and $\mu / t=0.39 \mathrm{in}$ (c). The black vertical line in (b) shows the transition from nodeless $p_{y}$ - to nodal $p_{x}$-wave symmetry for the spin-up gap. The magnon gap is $\omega_{0} / t \approx 0.0018$, the maximum magnon frequency is $\omega_{c} / t \approx 0.064$, and, if $t=1 \mathrm{eV}$, then $T_{c}^{\mathrm{BCS}} \approx 88 \mathrm{~K}$ and $T_{c}^{E} \approx 0.21 \mathrm{~K}$ at $\mu / t=0.39$.


FIG. 7. The normalized solutions to the linearized BCS gap equation, $\psi_{\sigma}(\boldsymbol{k})$, are shown on the FS for (a) $\mu / t=0.381$ and (b) $\mu / t=$ 0.382 . The transition from nodeless $p_{y}$ - to nodal $p_{x}$-wave symmetry for the spin-up gap occurs without any dramatic change in the shape of the FS. Here, there are 110 points on the FS for each spin and otherwise the parameters are the same as in Fig. 6.
shape of the FS is not what determines the transition point. As illustrated in Fig. 7, there is no dramatic change in the shape of the FS across the transition point. Instead, we find that the magnon gap plays a significant role for the precise location of the transition from nodeless to nodal gap. With parameters as in Ref. [28], where the magnon gap is larger, the transition occurs at $0.314<\mu / t<0.315$. With smaller magnon gap, $\tilde{V}_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FS}_{\uparrow}}$ increases in magnitude for $\boldsymbol{k} \approx \boldsymbol{k}^{\prime}$ while there are relatively small changes when $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are far apart. Hence, the developing sign change at $\boldsymbol{k}^{\prime} \approx\left(-k_{x}, k_{y}\right)$ becomes less important at low magnon gaps, which means that the transition moves to higher values of $\mu$.

Figure 6(b) shows $T_{c}^{E}$ as a function of chemical potential. The general BCS prediction, namely that $T_{c}$ increases significantly close to $\mu \lesssim J_{\text {sd }} S$ [28], remains. However, we find a dramatic suppression of $T_{c}$ compared to the BCS prediction by a factor of about 500 . This is due to the many-body effects that BCS theory neglects. For comparison, we plot the $\mathrm{BCS}\left(T_{c}^{\mathrm{BCS}}\right)$ and $\mathrm{AD}\left(T_{c}^{\mathrm{AD}}\right)$ estimates together with the solution to the eigenvalue problem in Eq. (40), i.e., $T_{c}^{E}$. Since the AD estimate was constructed for single-boson-, specifically phonon-mediated superconductors, it must be noted that
it gives a surprisingly good guess of $T_{c}^{E}$ in a system where double-magnon processes provide the superconducting pairing. Still, it does underestimate $T_{c}$ slightly, as was known for phonon-mediated superconductors [105].

The factor of 500 decrease in critical temperature compared to BCS is far more than what $1.13 \omega_{c} \rightarrow \omega_{\log } / 1.2$ causes. We find $\omega_{\log } / t \approx 0.01$ while $\omega_{c} / t \approx 0.064$. Hence, this gives a factor of 9 decrease, similar to that found for AFM/NM interfaces when comparing BCS to Eliashberg predictions [45, 46]. The major effect is in the exponentials, where $e^{-1 / \lambda}$ goes to $e^{-1.04 Z(0) / \lambda_{2}(0)}$. When we use the normalized BCS gap solutions for the momentum dependence $\psi_{\sigma}(\boldsymbol{k})$, we get $\lambda_{2}(0) \approx \lambda$, where $\lambda$ is the largest eigenvalue in the linearized BCS gap equation [Eq. (A11)] at the same parameters. We have $Z(0)=1+\lambda_{1}^{S 1}(0)+\lambda_{1}(0)$. The fact that there are two sources of mass renormalization and only one source of pairing $\left(\lambda_{2}\right)$ is a disadvantage of double-magnon-mediated superconductivity. Furthermore, the fact that $\lambda_{2}\left(i \omega_{\nu}\right)<\lambda_{1}\left(i \omega_{\nu}\right)$ leads to a significant decrease in $T_{c}^{E}$ compared to $T_{c}^{\mathrm{BCS}}$. Phonon-mediated $s$-wave superconductors, in contrast, have $\lambda_{2}(0) \approx \lambda$ and $Z(0) \approx 1+\lambda$ giving a less dramatic correction to $T_{c}$ compared to BCS estimates [105].

Compared to the BCS prediction $T_{c}^{\mathrm{BCS}}$, the Eliashberg solution $T_{c}^{E}$ decreases more rapidly when $\mu$ decreases, as seen in Fig. 6(b). This is because $\lambda_{1}^{S 1}\left(i \omega_{\nu}\right)$ increases when $\mu$ decreases, since this brings the FSs for spin up and spin down closer. Hence, the renormalization effects from singlemagnon processes become more detrimental to superconductivity.

Note the jump in $T_{c}^{\mathrm{AD}}$ when the gap changes symmetry across the black vertical line in Fig. 6(b). This is because $\omega_{\log }$ increases by $25 \%$ when going from nodeless to nodal gap when increasing $\mu$. Focusing on the FS for spin up, the electron band is flattest on the $\boldsymbol{\Gamma} \boldsymbol{Y}$ line where $p_{x}$-wave has a node and $p_{y}$-wave is maximal. Hence, for nodeless $p_{y}$-wave, the low-energy-magnon scattering for electrons close to the intersection of the FS and the line $\boldsymbol{\Gamma} \boldsymbol{Y}$ dominate more than any


FIG. 8. (a) The Allen-Dynes estimate $T_{c}^{\mathrm{AD}}$ of the critical temperature, (b) $\omega_{0}$ and $\omega_{\text {log }}$, and (c) the dimensionless couplings at zero frequency, all plotted as a function of the easy-axis anisotropy $K$. Parameters: $t_{2} / t=0.04, t_{3} / t=0.02, J_{\mathrm{sd}} S / t=0.4, \mu / t=0.39$, $S=3 / 2, J_{\mathrm{AB}} S / t=0.01, J_{d} / J_{\mathrm{AB}}=-0.2$, and $J_{\mathrm{nm}} / J_{\mathrm{AB}}=-0.4$. $\psi_{\sigma}(\boldsymbol{k})$ is set to the normalized solution of the linearized BCS gap equation. To get accurate results, we used 110 points on the FS and $N=150^{2}$ points in the sum over $\boldsymbol{q}$ at the lowest magnon gap.
low-energy-magnon scatterings do for the nodal $p_{x}$-wave gap. Therefore $\omega_{\text {log }}$ is smaller for nodeless $p_{y}$-wave gap. BCS theory does not catch this effect. Hence, this indicates that the nodal $p_{x}$-wave gap may survive to lower $\mu$ in Eliashberg theory. Due to the exponential dependence on the dimensionless couplings, this should only be a small effect. Also, the transition point is strongly dependent on material parameters. Therefore we do not explore the Eliashberg correction to the transition line.

The magnon gap in Fig. 6 is $\omega_{0} / t \approx 0.0018$ while the critical temperature for superconductivity is at most $T_{c}^{E} / t \approx$ $1.8 \times 10^{-5}$. Hence, we are at a much lower temperature than the magnon gap, ensuring the validity of the HP transformation and the validity of ignoring any thermal effects in the dimensionless couplings proportional to $n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha / \beta}\right)$. We found only small changes in the dimensionless couplings when increasing the number of points on the FS or the number of points $N$ in the sum over $\boldsymbol{q}$. Double-magnon processes are more spread out in momentum compared to single-magnon processes, so fewer points are needed to get accurate sums. The cutoff $M=0.03 t$ is large enough to see $\phi_{\sigma}\left(i \omega_{n}\right)$ drop to $15 \%$ of its maximum. Increasing the cutoff gives only a slight increase in the estimate of $T_{c}^{E}$. From considering a larger cutoff, more points in FS average, or more points in the sum over $\boldsymbol{q}$ than in Fig. 6, we expect that the numerical estimate of $T_{c}^{E}$ is at least accurate to within $5 \%$ relative deviation. In that case, we expect that the FS average should introduce more errors than the numerics. $\omega_{\log } / t \approx 0.01$ quantifies the typical energy exchange in the interactions. This means that momenta where $\left|\epsilon_{\boldsymbol{k}, \sigma}\right|<\omega_{\text {log }}$ should be most relevant, supporting the validity of the FS average at the chosen chemical potentials, especially with the added electron dispersion due to the third-nearest-neighbor hoppings.

We mentioned that a lower magnon gap should give a larger $\lambda_{2}(0)$ and $\lambda_{2}(0) / \lambda_{1}(0)$. Figure 8 explores this and the expected behavior of $T_{c}$ when lowering the magnon gap $\omega_{0}$. Since the AD estimate only slightly underestimates $T_{c}^{E}$ we do not solve the linearized Eliashberg equations in this figure. As expected, the logarithmic average $\omega_{\text {log }}$ decreases when lowering the magnon gap since low-energy magnons become more


FIG. 9. (a) The electron bands in a metallic FM for a case where only spin up crosses the FS. The bands are plotted along $k_{x}$, with $k_{y}=0$, giving an approximately circular FS around the $\boldsymbol{\Gamma}$ point. (b) A normalized $p_{x}$-wave gap for spin up, $\Delta_{\boldsymbol{k}, \uparrow}$, shown on the FS. With parameters chosen as $t=1 \mathrm{eV}, S=1, \mu / t=-3.8, J_{\mathrm{sd}} S / t=0.4$, $J S / t=0.005, J_{x} / J=0.9999$, and $J_{y} / J=0.3$, we get $\omega_{c} / t \approx$ $0.064, \omega_{0} / t \approx 0.0003, \lambda \approx 0.138$, and $T_{c}^{\mathrm{BCS}} \approx 0.6 \mathrm{~K}$.
important. Still, $T_{c}^{\mathrm{AD}}$ increases due to the increase of $\lambda_{2}(0)$ and $\lambda_{2}(0) / \lambda_{1}(0)$. On the other hand, $\lambda_{1}^{\text {S1 }}$ varies very little with $K$ since it does not depend on the low-energy magnons. We predict that reaching a large $T_{c}$ in AMs will require a very small magnon gap.

The impact of many-body effects on $T_{c}$ for magnonmediated superconductivity in AMs motivates us to explore an alternative system. In this system, double-magnon processes should still result in spin-polarized Cooper pairs, while singlemagnon processes do not contribute to renormalization. This condition necessitates that only one spin component has an FS, a scenario typically observed in a half-metallic FM.

## V. DOUBLE-MAGNON PROCESSES IN HALF-METALLIC FERROMAGNETS

In Appendix A, we present the linearized BCS gap equation for a half-metallic FM, describing spin-polarized superconductivity mediated by double-magnon processes. We consider a square lattice and a case where only spin up has an FS, as illustrated in Fig. 9(a). To get double-magnon processes that contribute to superconducting pairing, we must consider an exchange anisotropic Hamiltonian for the magnet, with $J_{x}, J_{y}<J_{z}=J, J_{x} \neq J_{y}$, and $2 \Delta J=J_{x}-J_{y}$. The size of $\Delta J$ is related to the strength of SOC in the system [111]. With details relegated to Appendix A, we find that any superconducting pairing is proportional to $\Delta J$, a disadvantage compared to the AM case where no SOC is required to generate the superconducting pairing.

Unlike the Lieb lattice model for an AM, the DOS is relatively low in the tight-binding model on the square lattice, especially in the ranges of chemical potential where only one spin component crosses the FS. A very small magnon gap and a substantial $\Delta J$ are necessary to get $\lambda>0.1$. The magnon gap decreases when $J_{x}$ is closer to $J$. For smaller gaps, the magnitude of the Bogoliubov transformation factors $\left|u_{\boldsymbol{q}}\right|$ and $\left|v_{\boldsymbol{q}}\right|$ increase close to zero momentum, and the low-energy magnons dominate the interactions.

Figure 9(b) illustrates the gap solution for a set of parame-
ters where $\lambda \approx 0.138$ and $T_{c}^{\mathrm{BCS}} \approx 0.6 \mathrm{~K}$. The gap $\Delta_{\boldsymbol{k}, \uparrow}$ has a $p$-wave symmetry, similar to the prediction for ferromagnetic superconductors [59, 60]. Here, all linear combinations of $p_{x}$ and $p_{y}$ are degenerate due to the four-fold symmetry of the square lattice [46]. Since $\Delta J / J \approx 0.35$ this should entail a requirement for strong SOC to reach an appreciable $T_{c}$ [111].
$T_{c}^{\mathrm{BCS}}$ and $\lambda$ are so small for reasonable parameters that we omit refining the estimate with strong-coupling theory. Still, we would expect that Eliashberg theory leads to a lower $T_{c}$. Low-energy magnons dominate, so $\omega_{\text {log }}$ should be small compared to $\omega_{c}$. We know that $\lambda_{1}^{S 1}=0$ since spin down has no FS, which is an advantage. We would also expect $\lambda_{2}<\lambda_{1}$, though they should be closer in magnitude since the lowenergy magnons dominate more than with the parameters we considered for the AM model. Hence, we expect that the Eliashberg estimate $T_{c}^{E}$ is reduced by a smaller factor compared to the BCS estimate $T_{c}^{\mathrm{BCS}}$ than in the AM case. However, unlike the AM case, the BCS estimate for the critical temperature is small. One could imagine another lattice where a half-metallic FM can be realized with a larger DOS on the FS, but we leave our study here. The critical temperature due to EMC in a half-metallic FM is limited by the strength of SOC, which is a relativistic effect [111].

## VI. CONCLUSION

We have discussed the role of double-magnon electronmagnon scattering in colinear magnets, focusing on magnonmediated superconductivity. Single-magnon processes proved to be much stronger than double-magnon processes, provided both are active. As a result, double-magnon processes play little role in superconducting pairing in conventional antiferromagnets. On the other hand, they are the only source of magnon-mediated pairing in altermagnets, unconventional antiferromagnets that have nonrelativistic $d$-wave spin splitting due to broken structural symmetries. A strong-coupling approach to superconductivity revealed that many-body renormalization effects drastically reduce the possible critical temperature in altermagnets due to magnon-mediated superconductivity. This involved a detailed derivation of the selfenergy diagrams that result from electron-magnon coupling with two electrons and two magnons at each vertex. At the same time, single-magnon processes also contribute to the many-body effects. We suggested ways in which $T_{c}$ can be increased compared to our estimates. In an attempt to limit the many-body effects driven by single-magnon processes, we also considered double-magnon-mediated superconductivity in a ferromagnetic half-metal. Here, we found that the strength of spin-orbit coupling affects the critical temperature for superconductivity.
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## Appendix A: BCS theory for half-metallic ferromagnet

Electron bands in metallic FMs are spin split. We consider a square lattice, with all $\boldsymbol{S}_{i}=S \hat{z}$ in the classical ground state. The electron Hamiltonian is

$$
\begin{equation*}
H_{e}=-t \sum_{\langle i, j\rangle, \sigma} c_{i, \sigma}^{\dagger} c_{j, \sigma}-\mu \sum_{i, \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma}+H_{\mathrm{sd}} . \tag{A1}
\end{equation*}
$$

Applying an FT gives

$$
\begin{equation*}
H_{e}=\sum_{\boldsymbol{k} \sigma}\left(\epsilon_{\boldsymbol{k}}-\sigma J_{\mathrm{sd}} S\right) c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k}, \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{A2}
\end{equation*}
$$

Here, $J_{\text {sd }} S$ acts like a magnetic field, and $\epsilon_{\boldsymbol{k}}=-\mu-$ $2 t\left(\cos k_{x}+\cos k_{y}\right)$.

FM groundstates are typically considered to be classical. Hence, we would expect that only thermal magnons can give double-magnon processes. Anisotropic exchange interactions can make FM states quantum mechanical [112]. Anisotropic exchange originates with SOC and should, therefore, be a weak effect [111]. In AMs, quantum double-magnon processes exist without SOC. Here, quantum is used in the sense that terms originate with commutators, not Bose factors (thermal magnons). The reason anisotropic exchange can lead to quantum effects is that a Bogoliubov transformation is required to derive the long-lived magnons. We consider the Hamiltonian

$$
\begin{equation*}
H_{m}=-\sum_{\langle i, j\rangle, \alpha} J_{\alpha} S_{i, \alpha} S_{j, \alpha} \tag{A3}
\end{equation*}
$$

for the localized spins, with $J=J_{z}, 2 \bar{J}=J_{x}+J_{y}$, and $2 \Delta J=J_{x}-J_{y}$. Inserting an HP transformation and an FT gives an off-diagonal description in terms of magnon operators $a_{\boldsymbol{q}}$ and $a_{\boldsymbol{q}}^{\dagger}$ to second order. Then, we introduce a Bogoliubov transformation $A_{\boldsymbol{q}}=u_{\boldsymbol{q}} a_{\boldsymbol{q}}+v_{\boldsymbol{q}} a_{-\boldsymbol{q}}^{\dagger}, A_{-\boldsymbol{q}}^{\dagger}=$ $u_{\boldsymbol{q}} a_{-\boldsymbol{q}}^{\dagger}+v_{\boldsymbol{q}} a_{\boldsymbol{q}}$. In order to diagonalize the magnon Hamiltonian, we require that

$$
\begin{gather*}
u_{\boldsymbol{q}}=\sqrt{\frac{1}{2}+\frac{\left|\gamma_{1}(\boldsymbol{q})\right|}{2 \sqrt{\left[\gamma_{1}(\boldsymbol{q})\right]^{2}-\left[\gamma_{2}(\boldsymbol{q})\right]^{2}}}},  \tag{A4}\\
v_{\boldsymbol{q}}=\operatorname{sgn}\left[\gamma_{2}(\boldsymbol{q})\right] \sqrt{\frac{1}{2}-\frac{\left|\gamma_{1}(\boldsymbol{q})\right|}{2 \sqrt{\left[\gamma_{1}(\boldsymbol{q})\right]^{2}-\left[\gamma_{2}(\boldsymbol{q})\right]^{2}}}}, \tag{A5}
\end{gather*}
$$

giving $\quad H_{m}=\quad \sum_{\boldsymbol{q}} \omega_{\boldsymbol{q}} A_{\boldsymbol{q}}^{\dagger} A_{\boldsymbol{q}}$, with $\quad \omega_{\boldsymbol{q}}=$ $2 \sqrt{\left[\gamma_{1}(\boldsymbol{q})\right]^{2}-\left[\gamma_{2}(\boldsymbol{q})\right]^{2}}, \quad \gamma_{1}(\boldsymbol{q})=4 J S-2 \bar{J} S\left(\cos q_{x}+\right.$ $\left.\cos q_{y}\right)$, and $\gamma_{2}(\boldsymbol{q})=2 \Delta J S\left(\cos q_{x}+\cos q_{y}\right)$.

If $\Delta J=0$ we have $u_{\boldsymbol{q}}=1, v_{\boldsymbol{q}}=0$, i.e., there is no need for a Bogoliubov transformation. If $\Delta J \neq 0,\left|v_{\boldsymbol{q}}\right|$ increases. Hence, its magnitude is related to the degree of anisotropy,
i.e., the strength of SOC. We find double-magnon EMC on the form

$$
\begin{align*}
H_{\mathrm{em}}^{(2)} & =\frac{J_{\mathrm{sd}}}{N} \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{q}^{\prime}}\left(u_{\boldsymbol{q}} u_{\boldsymbol{q}^{\prime}} A_{\boldsymbol{q}}^{\dagger} A_{\boldsymbol{q}^{\prime}}-u_{\boldsymbol{q}} v_{\boldsymbol{q}^{\prime}} A_{\boldsymbol{q}}^{\dagger} A_{-\boldsymbol{q}^{\prime}}^{\dagger}\right. \\
& \left.-v_{\boldsymbol{q}} u_{\boldsymbol{q}^{\prime}} A_{-\boldsymbol{q}} A_{\boldsymbol{q}^{\prime}}+v_{\boldsymbol{q}} v_{\boldsymbol{q}^{\prime}} A_{-\boldsymbol{q}} A_{-\boldsymbol{q}^{\prime}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{A6}
\end{align*}
$$

Focusing on spin-polarized Cooper pairing, a Schrieffer-Wolff transformation [107] results in

$$
\begin{equation*}
H_{\text {Pair }}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma} c_{\boldsymbol{k}^{\prime} \sigma}^{\dagger} c_{-\boldsymbol{k}^{\prime}, \sigma}^{\dagger} c_{-\boldsymbol{k}, \sigma} c_{\boldsymbol{k} \sigma} \tag{A7}
\end{equation*}
$$

with

$$
\begin{align*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma}= & \frac{J_{\mathrm{sd}}^{2}}{2 N^{2}} \sum_{\boldsymbol{q}}\left[\frac{\left(u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} v_{\boldsymbol{q}} v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} u_{\boldsymbol{q}}+u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{2} v_{\boldsymbol{q}}^{2}\right)}{\epsilon_{\boldsymbol{k}, \sigma}-\epsilon_{\boldsymbol{k}^{\prime}, \sigma}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}-\omega_{\boldsymbol{q}}}\right. \\
& \left.-\frac{\left(u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} v_{\boldsymbol{q}} v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} u_{\boldsymbol{q}}+v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{2} u_{\boldsymbol{q}}^{2}\right)}{\epsilon_{\boldsymbol{k}, \sigma}-\epsilon_{\boldsymbol{k}^{\prime}, \sigma}+\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}}\right], \tag{A8}
\end{align*}
$$

Note that we only kept the terms coming from commutators and set all Bose factors to zero, assuming the temperature is lower than the magnon gap. Also note that if $\Delta J=0, v_{\boldsymbol{q}}=0$ and so $V_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma}=0$. If $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are on the FS for spin $\sigma$ we get

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FS}_{\boldsymbol{\sigma}}}=-\frac{J_{\mathrm{sd}}^{2}}{2 N^{2}} \sum_{\boldsymbol{q}} \frac{\left(u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} v_{\boldsymbol{q}}+u_{\boldsymbol{q}} v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}\right)^{2}}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}} \tag{A9}
\end{equation*}
$$

We now symmetrize the interaction as explained in Ref. [47]. We introduce $2 \tilde{V}_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}+V_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}-V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}-V_{\boldsymbol{k},-\boldsymbol{k}^{\prime}}$. Note that this is a slight change in notation from Ref. [28] where a factor 4 was used instead. With this change in notation, the spectrum in the superconducting state is $E_{k, \sigma}=$ $\pm \sqrt{\epsilon_{\boldsymbol{k}, \sigma}^{2}+\left|\Delta_{\boldsymbol{k}, \sigma}\right|^{2}}$, where $\Delta_{\boldsymbol{k}, \sigma}=\Delta_{\boldsymbol{k}, \sigma \sigma}$ are the spinpolarized gaps. The linearized gap equation is [47]

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \sigma}=-\sum_{\boldsymbol{k}^{\prime}} \tilde{V}_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma} \frac{\Delta_{\boldsymbol{k}^{\prime}, \sigma}}{2\left|\epsilon_{\boldsymbol{k}^{\prime}, \sigma}\right|} \tanh \frac{\beta\left|\epsilon_{\boldsymbol{k}^{\prime}, \sigma}\right|}{2} \tag{A10}
\end{equation*}
$$

The FS averaged version is derived following Ref. [28] with a slight change in notation, giving

$$
\begin{equation*}
\lambda \Delta_{k_{\|}, \sigma}=-\frac{N S_{\mathrm{FS}_{\sigma}}}{N_{\mathrm{samp}} A_{\mathrm{BZ}}} \sum_{k_{\|}^{\prime}}\left|\frac{\partial \epsilon}{\partial k_{\perp}^{\prime}}\right|^{-1} \tilde{V}_{k_{\|}, k_{\|}^{\prime}}^{\mathrm{FS}_{\sigma}} \Delta_{k_{\|}^{\prime}, \sigma} \tag{A11}
\end{equation*}
$$

where $A_{\mathrm{BZ}}$ is the area of the $1 \mathrm{BZ}, S_{\mathrm{FS}_{\sigma}}$ is the length of the FS for spin $\sigma, N_{\text {samp }}$ is the number of points we sample on the FS, $k_{\|}$denotes the momentum dependence parallel to the FS, and $\left|\partial \epsilon / \partial k_{\perp}^{\prime}\right|$ is the slope of the electron band perpendicular to the FS. The linearized gap equation is an eigenvalue problem and the solution is the eigenvector $\Delta_{k_{\|}, \sigma}$ corresponding to the largest eigenvalue $\lambda$.

The same gap equation is used when finding the BCS prediction $T_{c}^{\mathrm{BCS}}$ for the AM model in Sec. IV. In that model, we have

$$
\begin{align*}
V_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{\mathrm{FS}_{\boldsymbol{\sigma}}} & =-\frac{J_{s d}^{2}}{N^{2}} \sum_{\boldsymbol{q}}\left(\left|u_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}} \| v_{\boldsymbol{q}}\right| \Omega_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \sigma, \sigma}^{A}\right. \\
& \left.-\left|u_{\boldsymbol{q}} \| v_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}\right| \Omega_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \sigma, \sigma}^{B}\right)^{2} /\left(\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha}+\omega_{\boldsymbol{q}}^{\beta}\right) \tag{A12}
\end{align*}
$$

Appendix B: Derivation of self-energies

The renormalized Green's function is $G(\boldsymbol{k}, \tau)=$ $-\left\langle T_{\tau} \psi_{\boldsymbol{k}}(\tau) \psi_{\boldsymbol{k}}^{\dagger}(0) S(\beta, 0)\right\rangle_{\text {conn }}$, where the subscript "conn" indicates that it only includes connected diagrams [53, 98, 99], and
$S(\tau, 0)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \int_{0}^{\tau} d \tau_{1} \cdots d \tau_{n} T_{\tau}\left[H_{\mathrm{int}}\left(\tau_{1}\right) \cdots H_{\mathrm{int}}\left(\tau_{n}\right)\right]$
is the $S$ matrix. $H_{\text {int }}(\tau)$ is the interaction Hamiltonian and the interaction picture is used to calculate expectation values [98]. Here, we present the $S$-matrix expansion to derive the self-energy expressions for double-magnon processes.

The double-magnon EMC terms $H_{\mathrm{em}}^{(2)}$ can in general be written as

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{q}^{\prime} \sigma \sigma^{\prime} \gamma \gamma^{\prime}} f_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\sigma \sigma^{\prime}} B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}^{\prime}}^{\gamma^{\prime}} \dagger_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \sigma}^{\dagger} d_{\boldsymbol{k} \sigma^{\prime}}, \tag{B2}
\end{equation*}
$$

where $\boldsymbol{B}_{\boldsymbol{q}}$ is a vector of magnon operators and superscript $\gamma$ is the vector component. $f_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\sigma \sigma^{\prime} \gamma \gamma^{\prime}}$ is only nonzero for $\sigma=\sigma^{\prime}$ since double-magnon processes do not flip spin. Symmetrizing, we get $H_{\mathrm{int}} \quad \rightarrow \quad \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{q}^{\prime} \sigma \sigma^{\prime} \gamma \gamma^{\prime}} f_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\sigma \sigma^{\prime} \gamma \gamma^{\prime}} B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}^{\prime}}^{\gamma^{\prime}}\left(d_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \sigma}^{\dagger} d_{\boldsymbol{k} \sigma^{\prime}}-\right.$ $d_{\boldsymbol{k} \sigma^{\prime}} d_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \sigma}^{\dagger}$. Technically, there should be a factor $1 / 2$ here. Below, when we calculate expectation values, operators can be contracted either to the left or to the right. If we fix this to only one direction for each operator we get a factor of 2 , canceling the factor of $1 / 2$ from the symmetrization. Writing this in terms of the Nambu spinor gives

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{q}^{\prime} \alpha \beta \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha \beta \gamma \gamma^{\prime}} B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}^{\prime}}^{\gamma^{\prime}} \psi_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \beta} \tag{B3}
\end{equation*}
$$

Now, the leftmost (rightmost) fermion operator is to be contracted to the left (right).

The Green's function involves an expectation value of a large number of fermion operators. From Wick's theorem [113], the average of a product of fermion operators can be calculated as a product of expectation values of two operators, with all possible contractions of two operators. If two ways to contract only differ by $H_{\text {int }}\left(\tau_{i}\right) \leftrightarrow H_{\text {int }}\left(\tau_{j}\right)$ they are equivalent since all $H_{\mathrm{int}}\left(\tau_{i}\right)$ are the same. There are $n$ ! ways to order the $n$ interaction Hamiltonians, so we get a factor of $n$ ! times one of the orderings,

$$
\begin{equation*}
\left.G(\boldsymbol{k}, \tau)=\sum_{n=0}^{\infty}(-1)^{n} \int_{0}^{\beta} d \tau_{1} \cdots d \tau_{n}\left\langle-T_{\tau}\left[\psi_{\boldsymbol{k}}(\tau) H_{\mathrm{int}}\left(\tau_{1}\right) \cdots H_{\mathrm{int}}\left(\tau_{n}\right) \psi_{\boldsymbol{k}}^{\dagger}(0)\right]\right\rangle\right\rangle_{\text {fixed }}^{\operatorname{conn}} \tag{B4}
\end{equation*}
$$

where subscript "fixed" indicates that there is a fixed way of contracting the fermion operators. The $n=0$ term is just the bare propagator $G_{0}$. Letting $n=n_{1}+n_{2}+1, M=n_{1}+1$, and inserting the expression for $H_{\mathrm{int}}\left(\tau_{M}\right)$ gives

$$
\begin{align*}
G(\boldsymbol{k}, \tau)= & \left.G_{0}(\boldsymbol{k}, \tau)+\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty}(-1)^{n_{1}+n_{2}+1} \int_{0}^{\beta} d \tau_{1} \cdots d \tau_{n_{1}} d \tau_{M} \cdots d \tau_{M+n_{2}} \sum_{\substack{\boldsymbol{k}_{2} \boldsymbol{q}_{2} \boldsymbol{q}_{2}^{\prime} \\
\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}}^{\substack{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2}^{\prime}}} \begin{array}{l}
\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime} \\
\\
\end{array}\right) \\
& \times\left\langle-T_{\tau}\left\{\psi_{\boldsymbol{k}}(\tau) H_{\mathrm{int}}\left(\tau_{1}\right) \cdots H_{\mathrm{int}}\left(\tau_{n_{1}}\right) B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right) \psi_{\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \alpha_{2}}^{\dagger}\left(\tau_{M}\right)\right\}\right\rangle_{\text {conn }}^{\text {fixed }} \\
& \left.\left\{\psi_{\boldsymbol{k}_{2} \beta_{2}}\left(\tau_{M}\right)\left[H_{\mathrm{int}}\left(\tau_{M+1}\right) \cdots H_{\mathrm{int}}\left(\tau_{M+n_{2}}\right)\right] \psi_{\boldsymbol{k}}^{\dagger}(0)\right\}\right\rangle_{\text {conn. }}^{\text {fixed }} \tag{B5}
\end{align*}
$$

## 1. Magnon-loop diagram

The $n_{1}=0$ term yields the magnon-loop (ML) diagram, named $\Sigma^{\mathrm{ML}}$ and illustrated in Fig. 3. We find

$$
\begin{align*}
& (-1) \sum_{\substack{\boldsymbol{k}_{2} \boldsymbol{q}_{2} \boldsymbol{q}_{2}^{\prime} \\
\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} \int_{0}^{\beta} d \tau_{M}\left\langle-T_{\tau} \psi_{\boldsymbol{k} \rho}(\tau) \psi_{\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \alpha_{2}}^{\dagger}\left(\tau_{M}\right)\right\rangle\left\langle-T_{\tau} B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle \\
& \times \sum_{n_{2}=0}^{\infty}(-1)^{n_{2}} \int_{0}^{\beta} d \tau_{M+1} \cdots d \tau_{M+n_{2}}\left\langle-T_{\tau}\left\{\psi_{\boldsymbol{k}_{2} \beta_{2}}\left(\tau_{M}\right)\left[H_{\text {int }}\left(\tau_{M+1}\right) \cdots H_{\text {int }}\left(\tau_{M+n_{2}}\right)\right] \psi_{\boldsymbol{k} \sigma}^{\dagger}(0)\right\}\right\rangle_{\text {fixed }} \tag{B6}
\end{align*}
$$

We recognize the first term as $G_{0}$ and the last term as $G$. The term $\left\langle-T_{\tau} B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle$ is not a magnon propagator, since the two operators act at equal time. Since only time-differences matter in equilibrium, we have $\left\langle-T_{\tau} B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle=$ $\left\langle-T_{\tau} B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}(0) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}(0)\right\rangle=\left\langle-B_{-\boldsymbol{q}_{2}}^{\gamma_{2}} B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\right\rangle$. To get nonzero expectation values, we need the operators to be diagonal in momentum, so $\boldsymbol{k}=\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \boldsymbol{k}=\boldsymbol{k}_{2}$, and $\boldsymbol{q}_{2}=\boldsymbol{q}_{2}^{\prime}=\boldsymbol{q}$. This gives $\sum_{\boldsymbol{q} \alpha \beta \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha \beta \gamma \gamma^{\prime}} \int_{0}^{\beta} d \tau_{M} G_{0, \rho \alpha}\left(\boldsymbol{k}, \tau-\tau_{M}\right)\left\langle B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}}^{\gamma^{\prime}}\right\rangle G_{\beta \sigma}\left(\boldsymbol{k}, \tau_{M}\right)$. From an FT to imaginary frequency, we get

$$
\begin{equation*}
G_{\rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)=G_{0, \rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)+\sum_{\boldsymbol{q} \alpha \beta \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha \beta \gamma \gamma^{\prime}} G_{0, \rho \alpha}\left(\boldsymbol{k}, i \omega_{n}\right)\left\langle B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}}^{\gamma^{\prime}}\right\rangle G_{\beta \sigma}\left(\boldsymbol{k}, i \omega_{n}\right) \tag{B7}
\end{equation*}
$$

We extract the self-energy from the Dyson equation, giving $\Sigma_{\alpha \beta}^{\mathrm{ML}}(\boldsymbol{k})=\sum_{\boldsymbol{q} \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha \beta \gamma \gamma^{\prime}}\left\langle B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}}^{\gamma^{\prime}}\right\rangle$. Note that $\Sigma_{\alpha \beta}^{\mathrm{ML}}(\boldsymbol{k})$ is frequency independent since the diagram does not involve any scattering of the electrons. It is however momentum and spin dependent.

## 2. Electron-loop diagram

The $n_{1} \geq 1$ terms are, after writing out both $H_{\mathrm{int}}\left(\tau_{1}\right)$ and $H_{\mathrm{int}}\left(\tau_{M}\right)$, given by

$$
\begin{align*}
& \sum_{n_{1}=1}^{\infty} \sum_{n_{2}=0}^{\infty}(-1)^{n_{1}+n_{2}+1} \int_{0}^{\beta} d \tau_{1} \cdots d \tau_{n_{1}} d \tau_{M} \cdots d \tau_{M+n_{2}} \sum_{\substack{\boldsymbol{k}_{1} \boldsymbol{q}_{1} \boldsymbol{q}_{1}^{\prime} \\
\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime} \alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}} \sum_{\boldsymbol{k}_{2} \boldsymbol{q}_{2} \boldsymbol{q}_{2}^{\prime}} g_{\boldsymbol{k}_{1}, \boldsymbol{q}_{1}, \boldsymbol{q}_{1}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} \\
& \times\left\langle-T_{\tau}\left\{\psi_{\boldsymbol{k}}(\tau) B_{-\boldsymbol{q}_{1}}^{\gamma_{1}}\left(\tau_{1}\right) B_{\boldsymbol{q}_{1}^{\prime}}^{\gamma_{1}^{\prime}}\left(\tau_{1}\right) \psi_{\boldsymbol{k}_{1}+\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}, \alpha_{1}}^{\dagger}\left(\tau_{1}\right) \psi_{\boldsymbol{k}_{1} \beta_{1}}\left(\tau_{1}\right)\left[H_{\mathrm{int}}\left(\tau_{2}\right) \cdots H_{\text {int }}\left(\tau_{n_{1}}\right)\right]\right.\right. \\
& \left.\left.\left.\times B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right) \psi_{\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \alpha_{2}}^{\dagger}\left(\tau_{M}\right) \psi_{\boldsymbol{k}_{2} \beta_{2}}\left(\tau_{M}\right)\left[H_{\mathrm{int}}\left(\tau_{M+1}\right) \cdots H_{\text {int }}\left(\tau_{M+n_{2}}\right)\right] \psi_{\boldsymbol{k}}^{\dagger}(0)\right\}\right\rangle\right\rangle_{\text {fixed }}^{\dagger \text { conn. }} \tag{B8}
\end{align*}
$$

First, we derive the tadpolelike electron-loop (EL) diagram by contracting the two Nambu spinors at $\tau_{M}$. Such a contraction breaks the rules we set forth after symmetrizing. When contracting at equal time, we should not symmetrize $H_{\text {int }}\left(\tau_{M}\right)$, but leave it in its original form. That is the same as restricting to the first half of the Nambu spinor, i.e., restricting $\alpha_{2}, \beta_{2}$ to just 1 and 2.

$$
\left.(-1) \int_{0}^{\beta} d \tau_{1} d \tau_{M} \sum_{\substack{\boldsymbol{k}_{1} \boldsymbol{q}_{1} \boldsymbol{q}_{1}^{\prime} \\ \alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}}} \sum_{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2} \in\{1,2\}}^{\prime} \boldsymbol{q}_{2}^{\prime} \gamma_{2} \gamma_{2}^{\prime}, \substack{\boldsymbol{k}_{1}, \boldsymbol{q}_{1}, \boldsymbol{q}_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} \alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime} T_{\boldsymbol{k} \rho}(\tau) \psi_{\boldsymbol{k}_{1}+\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}, \alpha_{1}}^{\dagger}\left(\tau_{1}\right)\right\rangle\left\langle T_{\tau} \psi_{\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \alpha_{2}}^{\dagger}\left(\tau_{M}\right) \psi_{\boldsymbol{k}_{2} \beta_{2}}\left(\tau_{M}\right)\right\rangle
$$

$$
\begin{align*}
& \times\left[\left\langle-T_{\tau} B_{-\boldsymbol{q}_{1}}^{\gamma_{1}}\left(\tau_{1}\right) B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right)\right\rangle\left\langle-T_{\tau} B_{\boldsymbol{q}_{1}^{\prime}}^{\gamma_{1}^{\prime}}\left(\tau_{1}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle+\left\langle-T_{\tau} B_{-\boldsymbol{q}_{1}}^{\gamma_{1}}\left(\tau_{1}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle\left\langle-T_{\tau} B_{\boldsymbol{q}_{1}^{\prime}}^{\gamma_{1}^{\prime}}\left(\tau_{1}\right) B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right)\right\rangle\right] \\
& \times \sum_{n_{1}=1}^{\infty} \sum_{n_{2}=0}^{\infty}(-1)^{n_{1}+n_{2}-1} \int_{0}^{\beta} d \tau_{2} \cdots d \tau_{n_{1}} d \tau_{M+1} \cdots d \tau_{M+n_{2}} \\
& \left.\times\left\langle-T_{\tau} \psi_{\boldsymbol{k}_{1} \beta_{1}}\left(\tau_{1}\right)\left[H_{\text {int }}\left(\tau_{2}\right) \cdots H_{\text {int }}\left(\tau_{n_{1}}\right) H_{\text {int }}\left(\tau_{M+1}\right) \cdots H_{\text {int }}\left(\tau_{M+n_{2}}\right)\right] \psi_{\boldsymbol{k} \sigma}^{\dagger}(0)\right\}\right\rangle_{\text {fixed }} . \tag{B9}
\end{align*}
$$

To get nonzero expectation values, we need $\boldsymbol{k}=\boldsymbol{k}_{1}+\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}, \boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}=\boldsymbol{k}_{2}, \boldsymbol{k}_{1}=\boldsymbol{k}$. So, $\boldsymbol{q}_{1}=\boldsymbol{q}_{1}^{\prime}$ and $\boldsymbol{q}_{2}=\boldsymbol{q}_{2}^{\prime}$. For the two choices of magnon contraction we must choose either $\boldsymbol{q}_{1}=\boldsymbol{q}_{2}$ or $\boldsymbol{q}_{1}=-\boldsymbol{q}_{2}$. Then, we can recognize Green's functions, giving

$$
\begin{align*}
& (-1) \int_{0}^{\beta} d \tau_{1} d \tau_{M} \sum_{\boldsymbol{k}_{2} \boldsymbol{q}} \sum_{\substack{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime} \gamma_{2} \gamma_{2}^{\prime} \\
\alpha_{2}, \beta_{2} \in\{1,2\}}} G_{0, \rho \alpha_{1}}\left(\boldsymbol{k}, \tau-\tau_{1}\right)\left\langle\psi_{\boldsymbol{k}_{2}, \alpha_{2}}^{\dagger} \psi_{\boldsymbol{k}_{2} \beta_{2}}\right\rangle\left[g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2},-\boldsymbol{q},-\boldsymbol{q}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(-\boldsymbol{q}, \tau_{1}-\tau_{M}\right)\right. \\
& \left.\times D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(\boldsymbol{q}, \tau_{1}-\tau_{M}\right)+g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}, \tau_{1}-\tau_{M}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, \tau_{1}-\tau_{M}\right)\right] G_{\beta_{1} \sigma}\left(\boldsymbol{k}, \tau_{1}\right) . \tag{B10}
\end{align*}
$$

The FT of $F(\tau)=\int_{0}^{\beta} d \tau_{1} d \tau_{M} F_{1}\left(\tau-\tau_{1}\right) F_{2}\left(\tau_{1}-\tau_{M}\right) F_{3}\left(\tau_{1}-\tau_{M}\right) F_{4}\left(\tau_{1}\right) \quad$ is $\quad F\left(i \omega_{n}\right) \quad=$ $T \sum_{\nu} F_{1}\left(i \omega_{n}\right) F_{2}\left(-i \omega_{\nu}\right) F_{3}\left(i \omega_{\nu}\right) F_{4}\left(i \omega_{n}\right)$. This gives

$$
\begin{align*}
& G_{\rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)=G_{0, \rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)+(-1) \frac{1}{\beta} \sum_{\substack{\boldsymbol{k}_{2}, \boldsymbol{q}, i \omega_{\nu}}} \sum_{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime} \gamma_{2} \gamma_{2}^{\prime}}^{\alpha_{2}, \beta_{2} \in\{1,2\}} \\
&  \tag{B11}\\
& \left.\quad \times D_{0, \rho \alpha_{1}}\left(\boldsymbol{k}, i \omega_{n}\right)\left\langle\psi_{\boldsymbol{k}_{2}, \alpha_{2}}^{\dagger} \psi_{\boldsymbol{k}_{2} \beta_{2}}\right\rangle\left[-\boldsymbol{q},-i \omega_{\nu}\right) D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(\boldsymbol{q}, i \omega_{\nu, \boldsymbol{q}}\right)+g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{\boldsymbol{k}_{2},-\boldsymbol{q},-\boldsymbol{q}}} \alpha_{\boldsymbol{k}_{2} \beta_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}^{\alpha_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q},-i \omega_{\nu}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right] G_{\beta_{1} \sigma}\left(\boldsymbol{k}, i \omega_{n}\right) .
\end{align*}
$$

We can read off the electron-loop self-energy as

$$
\begin{align*}
\Sigma_{\alpha_{1} \beta_{1}}^{\mathrm{EL}}(\boldsymbol{k})= & -\frac{1}{\beta} \sum_{\boldsymbol{k}_{2}, \boldsymbol{q}, i \omega_{\nu}} \sum_{\substack{\gamma_{1} \gamma_{1}^{\prime} \gamma_{2} \gamma_{2}^{\prime} \\
\alpha_{2}, \beta_{2} \in\{1,2\}}}\left\langle\psi_{\boldsymbol{k}_{2}, \alpha_{2}}^{\dagger} \psi_{\boldsymbol{k}_{2} \beta_{2}}\right\rangle\left[g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2},-\boldsymbol{q},-\boldsymbol{q}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(-\boldsymbol{q},-i \omega_{\nu}\right) D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right. \\
& \left.+g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}, \boldsymbol{q}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q},-i \omega_{\nu}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right] . \tag{B12}
\end{align*}
$$

As is the case for the magnon-loop self-energy, $\Sigma_{\alpha_{1} \beta_{1}}^{\mathrm{EL}}(\boldsymbol{k})$ is frequency independent, since there is no scattering of the external electron. By an alternate derivation, we could get $\left\langle\psi_{\boldsymbol{k}_{2}, \alpha_{2}}^{\dagger} \psi_{\boldsymbol{k}_{2} \beta_{2}}\right\rangle \rightarrow T \sum_{i \omega_{n_{2}}} G_{\alpha_{2} \beta_{2}}\left(\boldsymbol{k}_{2}, i \omega_{n_{2}}\right)$ which we interpret as a renormalized Fermi-Dirac distribution. For simplicity, we ignore this renormalization.

## 3. Double-magnon sunset diagram

Finally, the self-energy in the double-magnon sunset diagram $\Sigma^{S 2}$ is derived by using the symmetrized form of the interaction and avoiding contracting operators at equal time. We find

$$
\begin{align*}
& \int_{0}^{\beta} d \tau_{1} d \tau_{M} \sum_{\substack{\boldsymbol{k}_{1} \boldsymbol{q}_{1} \boldsymbol{q}_{1}^{\prime} \\
\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}}} \sum_{\substack{\boldsymbol{k}_{2} \boldsymbol{q}_{2} \boldsymbol{q}_{2}^{\prime} \boldsymbol{q}_{2}^{\prime} \\
\gamma_{2} \gamma_{2}^{\prime}}}^{g_{\boldsymbol{k}_{1}, \boldsymbol{q}_{1}, \boldsymbol{q}_{1}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}_{2}, \boldsymbol{q}_{2}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}\left\langle-T_{\tau} \psi_{\boldsymbol{k} \rho}(\tau) \psi_{\boldsymbol{k}_{1}+\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}, \alpha_{1}}^{\dagger}\left(\tau_{1}\right)\right\rangle} \\
& \times \sum_{n_{1}=1}^{\infty}(-1)^{n_{1}-1} \int_{0}^{\beta} d \tau_{2} \cdots d \tau_{n_{1}}\left\langle-T_{\tau} \psi_{\boldsymbol{k}_{1} \beta_{1}}\left(\tau_{1}\right)\left[H_{\text {int }}\left(\tau_{2}\right) \cdots H_{\text {int }}\left(\tau_{n_{1}}\right)\right] \psi_{\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \alpha_{2}}^{\dagger}\left(\tau_{M}\right)\right\rangle_{\text {fonn }}^{\text {fixed }} \\
& \times\left[\left\langle-T_{\tau} B_{-\boldsymbol{q}_{1}}^{\gamma_{1}}\left(\tau_{1}\right) B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right)\right\rangle\left\langle-T_{\tau} B_{\boldsymbol{q}_{1}^{\prime}}^{\gamma_{1}^{\prime}}\left(\tau_{1}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle+\left\langle-T_{\tau} B_{-\boldsymbol{q}_{1}}^{\gamma_{1}}\left(\tau_{1}\right) B_{\boldsymbol{q}_{2}^{\prime}}^{\gamma_{2}^{\prime}}\left(\tau_{M}\right)\right\rangle\left\langle-T_{\tau} B_{\boldsymbol{q}_{1}^{\prime}}^{\gamma_{1}^{\prime}}\left(\tau_{1}\right) B_{-\boldsymbol{q}_{2}}^{\gamma_{2}}\left(\tau_{M}\right)\right\rangle\right] \\
& \times \sum_{n_{2}=0}^{\infty}(-1)^{n_{2}} \int_{0}^{\beta} d \tau_{M+1} \cdots d \tau_{M+n_{2}}\left\langle-T_{\tau} \psi_{\boldsymbol{k}_{2} \beta_{2}}\left(\tau_{M}\right)\left[H_{\text {int }}\left(\tau_{M+1}\right) \cdots H_{\text {int }}\left(\tau_{M+n_{2}}\right)\right] \psi_{\boldsymbol{k} \sigma}^{\dagger}(0)\right\rangle_{\text {conn. }} . \tag{B13}
\end{align*}
$$

To get nonzero electron Green's functions, we must choose $\boldsymbol{k}=\boldsymbol{k}_{1}+\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}, \boldsymbol{k}_{1}=\boldsymbol{k}_{2}+\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}, \boldsymbol{k}_{2}=\boldsymbol{k}$. So, $\boldsymbol{q}_{1}^{\prime}-\boldsymbol{q}_{1}=$ $-\left(\boldsymbol{q}_{2}^{\prime}-\boldsymbol{q}_{2}\right)$. To get nonzero boson propagators, we must have $\boldsymbol{q}_{2}=-\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}^{\prime}=-\boldsymbol{q}_{1}^{\prime}$, or, in the second term, $\boldsymbol{q}_{2}^{\prime}=\boldsymbol{q}_{1}$ and
$\boldsymbol{q}_{2}=\boldsymbol{q}_{1}^{\prime}$. We choose $\boldsymbol{q}_{2}^{\prime}=\boldsymbol{q}^{\prime}$ and $\boldsymbol{q}_{2}=\boldsymbol{q}$ as free momenta. Then,

$$
\begin{align*}
& \int_{0}^{\beta} d \tau_{1} d \tau_{M} \sum_{\boldsymbol{q} \boldsymbol{q}^{\prime}} \sum_{\substack{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime} \\
\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}}} G_{0, \rho \alpha_{1}}\left(\boldsymbol{k}, \tau-\tau_{1}\right) G_{\beta_{1} \alpha_{2}}\left(\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \tau_{1}-\tau_{M}\right)\left[g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q},-\boldsymbol{q},-\boldsymbol{q}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(\boldsymbol{q}, \tau_{1}-\tau_{M}\right)\right. \\
& \left.\times D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime}, \tau_{1}-\tau_{M}\right)+g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{q}^{\prime}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime}, \tau_{1}-\tau_{M}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, \tau_{1}-\tau_{M}\right)\right] G_{\beta_{2} \sigma}\left(\boldsymbol{k}, \tau_{M}\right) \tag{B14}
\end{align*}
$$

The FT of $F(\tau)=\int_{0}^{\beta} d \tau_{1} d \tau_{M} F_{1}\left(\tau-\tau_{1}\right) F_{2}\left(\tau_{1}-\tau_{M}\right) F_{3}\left(\tau_{1}-\tau_{M}\right) F_{4}\left(\tau_{1}-\tau_{M}\right) F_{5}\left(\tau_{M}\right)$ is $F\left(i \omega_{n}\right)=T^{2} \sum_{\nu_{3} \nu_{4}} F_{1}\left(i \omega_{n}\right) F_{2}\left(i \omega_{n}-\right.$ $\left.i \omega_{\nu_{3}}-i \omega_{\nu_{4}}\right) F_{3}\left(i \omega_{\nu_{3}}\right) F_{4}\left(i \omega_{\nu_{4}}\right) F_{5}\left(i \omega_{n}\right)$. We can write this as

$$
\begin{align*}
& G_{\rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)=G_{0, \rho \sigma}\left(\boldsymbol{k}, i \omega_{n}\right)+\frac{1}{\beta^{2}} \sum_{\substack{\boldsymbol{q} \boldsymbol{q}^{\prime}}} \sum_{\substack{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}}} G_{0, \rho \alpha_{1}}\left(\boldsymbol{k}, i \omega_{n}\right) G_{\beta_{1} \alpha_{2}}\left(\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, i \omega_{n}+i \omega_{\nu^{\prime}}-i \omega_{\nu}\right)\left[g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q},-\boldsymbol{q},-\boldsymbol{q}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{2}^{\prime}}\right. \\
& \left.\quad \times g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right) D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime},-i \omega_{\nu^{\prime}}\right)+g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{q}^{\prime}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime},-i \omega_{\nu^{\prime}}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right] G_{\beta_{2} \sigma}\left(\boldsymbol{k}, i \omega_{n}\right), \tag{B15}
\end{align*}
$$

and read off the self-energy

$$
\begin{align*}
\Sigma_{\alpha_{1} \beta_{2}}^{S 2}\left(\boldsymbol{k}, i \omega_{n}\right) & =\frac{1}{\beta^{2}} \sum_{\substack{\boldsymbol{q} \boldsymbol{q}^{\prime} \\
\nu \nu^{\prime}}} \sum_{\beta_{1} \gamma_{1} \gamma_{1}^{\prime}} G_{\beta_{1} \alpha_{2}}\left(\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, i \omega_{n}+i \omega_{\nu^{\prime}}-i \omega_{\nu}\right)\left[g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q},-\boldsymbol{q},-\boldsymbol{q}^{\prime}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{1}^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha_{2} \beta_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right. \\
& \left.\times D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime},-i \omega_{\nu^{\prime}}\right)+g_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{q}^{\prime}, \boldsymbol{q}}^{\alpha_{1} \beta_{1} \gamma_{1} \gamma_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\prime}} g_{\alpha_{2}}^{\alpha_{2} \beta_{2} \gamma_{2} \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}\left(-\boldsymbol{q}^{\prime},-i \omega_{\nu^{\prime}}\right) D_{\gamma_{1}^{\prime} \gamma_{2}}\left(\boldsymbol{q}, i \omega_{\nu}\right)\right] \tag{B16}
\end{align*}
$$

This is fully momentum and frequency dependent and involves summing over two sets of independent free momenta and frequencies. It is convenient if the momentum and frequency in $G$ is $k^{\prime}=\boldsymbol{k}^{\prime}, i \omega_{n^{\prime}}$ when deriving the Eliashberg equations. So we define $k^{\prime}=k+q^{\prime}-q, q=k-k^{\prime}+q^{\prime}$, and finally rename $q^{\prime} \rightarrow q$ to get Eq. (11).

## Appendix C: Self-energies in altermagnets

In this appendix, we specialize the self-energy expressions to the AM model in Sec. IV. We also consider the magnonloop and electron-loop diagrams and show that their combined effect is to renormalize $J_{\mathrm{sd}} S$, and hence the spin splitting in the AM. Therefore we ignore them in the main text, and imagine that our choice of $J_{\mathrm{sd}} S$ corresponds to this renormalized $s d$ exchange interaction.

## 1. Organizing propagators and sunset diagrams

For the single-magnon EMC interaction Hamiltonian $H_{\mathrm{em}}^{(1)}$ in Eq. (54), the nonzero $g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{\alpha \beta \gamma}$ factors are

$$
\begin{aligned}
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{1,2,2}=-J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{A} u_{\boldsymbol{q}}^{*}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{B} v_{\boldsymbol{q}}\right), \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{1,2,3}=-J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{A} v_{\boldsymbol{q}}^{*}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \uparrow, \downarrow}^{B} u_{\boldsymbol{q}}\right), \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{2,1,1}=-J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{A} u_{\boldsymbol{q}}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{B} v_{\boldsymbol{q}}^{*}\right) \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{2,1,4}=-J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{A} v_{\boldsymbol{q}}+\Omega_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}, \downarrow, \uparrow}^{B} u_{\boldsymbol{q}}^{*}\right),
\end{aligned}
$$

$$
\begin{align*}
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{3,4,1}=J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \downarrow, \uparrow}^{A} u_{\boldsymbol{q}}+\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \downarrow, \uparrow}^{B} v_{\boldsymbol{q}}^{*}\right), \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{3,4,4}=J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \downarrow, \uparrow}^{A} v_{\boldsymbol{q}}+\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \downarrow, \uparrow}^{B} u_{\boldsymbol{q}}^{*}\right), \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{4,3,2}=J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \uparrow, \downarrow}^{A} u_{\boldsymbol{q}}^{*}+\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \uparrow, \downarrow}^{B} v_{\boldsymbol{q}}\right), \\
& g_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{k}}^{4,3,3}=J_{\mathrm{sd}} \sqrt{\frac{2 S}{N}}\left(\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \uparrow, \downarrow}^{A} v_{\boldsymbol{q}}^{*}+\Omega_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}, \uparrow, \downarrow}^{B} u_{\boldsymbol{q}}\right) . \tag{C1}
\end{align*}
$$

For the double-magnon EMC interaction Hamiltonian $H_{\mathrm{em}}^{(2)}$ in Eq. (55), the nonzero $g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha \beta \gamma \gamma^{\prime}}$ factors are

$$
\begin{aligned}
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,1,2}=-\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{B} v_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}} \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,1,3}=-\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{B} v_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,2,1}=\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{A} u_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,2,4}=\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{A} u_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}} \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,3,1}=\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow, \uparrow}^{A} v_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}} \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,4}=\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow, \uparrow v_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}}}
\end{aligned}
$$

$$
\begin{align*}
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,4,2}=-\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{B} u_{\boldsymbol{q}}^{*} v_{\boldsymbol{q}^{\prime}}, \\
& g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{1,1,4,3}=-\frac{J_{\mathrm{sd}}}{N} \Omega_{\boldsymbol{k}+\boldsymbol{q}^{\prime}-\boldsymbol{q}, \boldsymbol{k}, \uparrow, \uparrow}^{B} u_{\boldsymbol{q}}^{*} u_{\boldsymbol{q}^{\prime}}, \tag{C2}
\end{align*}
$$

for $\alpha=\beta=1$. To get the $\alpha=\beta=2$ factors: change sign and flip spin $\uparrow \rightarrow \downarrow$. To get the $\alpha=\beta=3$ factors: change sign and let $\boldsymbol{k} \rightarrow-\boldsymbol{k}-\boldsymbol{q}^{\prime}+\boldsymbol{q}$. To get the $\alpha=\beta=4$ factors: take the $\alpha=\beta=2$ factors, change sign and let $\boldsymbol{k} \rightarrow-\boldsymbol{k}-\boldsymbol{q}^{\prime}+\boldsymbol{q}$.

Defining magnon propagators $D_{\kappa}(q)=D_{\kappa}\left(\boldsymbol{q}, i \omega_{\nu}\right)=$ $1 /\left(i \omega_{\nu}-\omega_{\boldsymbol{q}}^{\kappa}\right)$, we have

$$
D(q)=\left(\begin{array}{cccc}
0 & D_{\alpha}(q) & 0 & 0  \tag{C3}\\
D_{\alpha}(-q) & 0 & 0 & \\
0 & 0 & 0 & D_{\beta}(q) \\
0 & 0 & D_{\beta}(-q) & 0
\end{array}\right)
$$

EMC leads to feedback effects which renormalize the magnon propagators. This was considered in Ref. [45], and it was argued that the effect is not detrimental as long as the magnon gap is large enough. We consider quite large magnon gaps, as typical for antiferromagnets, and so ignore the magnon renormalizations. Since $J_{\text {sd }} / t$ is expected to be larger in bulk systems than across interfaces, a study of self-energy renormalizations of magnons in AMs seems well worth considering.

Performing the sums over Greek indices in Eq. (9), within the assumption in Eq. (12), gives

$$
\begin{align*}
\Sigma_{11}^{\mathrm{S} 1}(k)= & -\sum_{k^{\prime}}\left(\left[\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}^{(1)}\right|^{2} D_{\alpha}\left(k^{\prime}-k\right)\right.\right. \\
& \left.\left.+\left|g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(3)}\right|^{2} D_{\beta}\left(k-k^{\prime}\right)\right] G_{22}\left(k^{\prime}\right)\right)  \tag{C4}\\
\Sigma_{22}^{\mathrm{S} 1}(k)= & -\sum_{k^{\prime}}\left(\left[\mid g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(1)} D_{\alpha}\left(k-k^{\prime}\right)\right.\right. \\
& \left.\left.+\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}^{(3)}\right|^{2} D_{\beta}\left(k^{\prime}-k\right)\right] G_{11}\left(k^{\prime}\right)\right)  \tag{C5}\\
\Sigma_{33}^{\mathrm{S} 1}(k)= & -\sum_{k^{\prime}}\left(\left[\left|g_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}}^{(1)}\right|^{2} D_{\alpha}\left(k-k^{\prime}\right)\right.\right. \\
& \left.\left.+\mid g_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}^{(3)} D_{\beta}\left(k^{\prime}-k\right)\right] G_{44}\left(k^{\prime}\right)\right)  \tag{C6}\\
\Sigma_{44}^{\mathrm{S} 1}(k)= & -\sum_{k^{\prime}}\left(\left[\left|g_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}^{(1)}\right|^{2} D_{\alpha}\left(k^{\prime}-k\right)\right.\right. \\
& \left.\left.+\left|g_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}}^{(3)}\right|^{2} D_{\beta}\left(k-k^{\prime}\right)\right] G_{33}\left(k^{\prime}\right)\right) . \tag{C7}
\end{align*}
$$

We defined $g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(1)}=g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{2,1,1}$ and $g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(3)}=g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{1,2,}$. Comparing to Eqs. (16)-(19) the definition of $\Lambda_{\alpha \beta}^{\mathrm{S} 1}\left(k, k^{\prime}\right)$ is clear. Performing the sums over Greek indices in Eq. (11) gives

$$
\begin{align*}
\Sigma_{\alpha \beta}^{S 2}(k)= & \sum_{k^{\prime}, q} G_{\alpha \beta}\left(k^{\prime}\right)\left[\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 1,2}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 2,1}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 1} D_{12}\left(k-k^{\prime}+q\right) D_{21}(-q)\right. \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 2,1}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 1,2}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 1,2} D_{21}\left(k-k^{\prime}+q\right) D_{12}(-q) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 1,3}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 3,}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 2,4} D_{12}\left(k-k^{\prime}+q\right) D_{34}(-q) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 3,1}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 1,3}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 2,2} D_{34}\left(k-k^{\prime}+q\right) D_{12}(-q) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 2,4}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 2}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 1,3} D_{21}\left(k-k^{\prime}+q\right) D_{43}(-q) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 4,2}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 2,}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, 3,1} D_{43}\left(k-k^{\prime}+q\right) D_{21}(-q) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 3,4}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 4,3}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, \boldsymbol{k}^{\prime}} D_{34}\left(k-k^{\prime}+q\right) D_{43}(-q) \\
& \left.+\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{\alpha, \alpha, 4,3}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha, \alpha, 3,}\right) g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{\beta, \beta, D_{43}}\left(k-k^{\prime}+q\right) D_{34}(-q)\right] . \tag{C8}
\end{align*}
$$

We define $\Lambda_{\alpha \beta}^{\mathrm{S} 2}\left(k, k^{\prime}, q\right)$ as the expression inside the square brackets, giving Eq. (20).

## 2. Definition of logarithmic average

$\omega_{\log }$ is defined as the average of the logarithm of $\omega$ weighted by $\lambda_{2}(0) . \quad \lambda_{2}\left(i \omega_{\nu}\right)$ is defined in Eq. (33) and contains $\Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)$. The frequency sum in $\Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)$ can be computed analytically. At low temperatures $T \ll \omega_{0}$ such that
$n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha / \beta}\right) \approx 0$, we get

$$
\Lambda_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right)=\sum_{\boldsymbol{q}}\left[\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,1,3}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,3,1}\right)\right.
$$

$$
\times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3} \frac{-1}{i \omega_{\nu}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha}-\omega_{\boldsymbol{q}}^{\beta}}
$$

$$
+\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,3,1}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,1,3}\right)
$$

$$
\times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,4,2} \frac{-1}{i \omega_{\nu}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\beta}-\omega_{\boldsymbol{q}}^{\alpha}}
$$

$$
\begin{align*}
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,2,4}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,4,2}\right) \\
& \times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,1,3} \frac{1}{i \omega_{\nu}+\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha}+\omega_{\boldsymbol{q}}^{\beta}} \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,4,2}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,2,4}\right) \\
& \left.\times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,3,1} \frac{1}{i \omega_{\nu}+\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\beta}+\omega_{\boldsymbol{q}}^{\alpha}}\right] \tag{C9}
\end{align*}
$$

From [96]

$$
\begin{equation*}
\lambda_{2}\left(i \omega_{\nu}\right)=-\int_{-\infty}^{\infty} d \omega \alpha^{2} F(\omega) \frac{1}{i \omega_{\nu}-\omega} \tag{C10}
\end{equation*}
$$

and Eq. (33), we define

$$
\begin{align*}
\alpha^{2} F(\omega)= & \frac{-1}{N_{F, \uparrow}\left\langle\psi_{\uparrow}^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}_{\uparrow}}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\epsilon_{\boldsymbol{k} \uparrow}\right) \delta\left(\epsilon_{\boldsymbol{k}^{\prime} \uparrow}\right) \\
& \times \psi_{\uparrow}(\boldsymbol{k}) A_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right) \psi_{\uparrow}\left(\boldsymbol{k}^{\prime}\right), \tag{C11}
\end{align*}
$$

with

$$
\begin{align*}
A_{13}^{\mathrm{S} 2}\left(k, k^{\prime}\right) & =\sum_{\boldsymbol{q}}\left[\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,1,3}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,3,1}\right)\right. \\
& \times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,2,4} \delta\left(\omega-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha}-\omega_{\boldsymbol{q}}^{\beta}\right) \\
& +\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,3,1}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,1,3}\right) \\
& \times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,4,2} \delta\left(\omega-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\beta}-\omega_{\boldsymbol{q}}^{\alpha}\right) \\
& -\left(g_{\boldsymbol{k}^{\prime},-\boldsymbol{k}+\boldsymbol{k}^{\prime}-\boldsymbol{q},-\boldsymbol{q}}^{1,1,2,4}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,4,2}\right) \\
& \times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,1,3} \delta\left(\omega+\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\alpha}+\omega_{\boldsymbol{q}}^{\beta}\right) \\
& -\left(g_{\boldsymbol{\boldsymbol { k } ^ { \prime } , - \boldsymbol { k } + \boldsymbol { k } ^ { \prime } - \boldsymbol { q } , - \boldsymbol { q }} 1,1,4,2}+g_{\boldsymbol{k}^{\prime}, \boldsymbol{q}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{1,1,2,4}\right) \\
& \left.\times g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}, \boldsymbol{q}}^{3,3,3,1} \delta\left(\omega+\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}+\boldsymbol{q}}^{\beta}+\omega_{\boldsymbol{q}}^{\alpha}\right)\right] \tag{C12}
\end{align*}
$$

Note that $\lambda_{2}(0)=\int_{-\infty}^{\infty} d \omega \alpha^{2} F(\omega) / \omega$, so we define

$$
\begin{equation*}
\omega_{\log }=\omega_{a} \exp \left[\frac{1}{\lambda_{2}(0)} \int_{-\infty}^{\infty} d \omega \ln \left(\frac{|\omega|}{\omega_{a}}\right) \frac{\alpha^{2} F(\omega)}{\omega}\right] \tag{C13}
\end{equation*}
$$

Here, $\omega_{a}$ is an arbitrary energy scale.

## 3. Magnon-loop and electron-loop diagrams

Generalizing to three bands, and focusing on the normal state, the magnon-loop diagram becomes a $6 \times 6$ matrix in spin and band indices,

$$
\begin{aligned}
\Sigma_{n^{\prime} n \sigma}^{\mathrm{ML}}(\boldsymbol{k})= & \sum_{\boldsymbol{q} \gamma \gamma^{\prime}} g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{n^{\prime}, \sigma, \gamma, \gamma^{\prime}}\left\langle B_{-\boldsymbol{q}}^{\gamma} B_{\boldsymbol{q}}^{\gamma^{\prime}}\right\rangle \\
= & -\frac{J_{\mathrm{sd}} \sigma}{N} \sum_{\boldsymbol{q}}\left[\Omega_{n^{\prime}, n, \boldsymbol{k}, \boldsymbol{k}, \sigma, \sigma}^{B}\left|v_{\boldsymbol{q}}\right|^{2}\left[1+n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha}\right)\right]\right. \\
& -\Omega_{n^{\prime}, n, \boldsymbol{k}, \boldsymbol{k}, \sigma, \sigma}^{A}\left|u_{\boldsymbol{q}}\right|^{2} n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha}\right)
\end{aligned}
$$

$$
\begin{align*}
& -\Omega_{n^{\prime}, n, \boldsymbol{k}, \boldsymbol{k}, \sigma, \sigma}^{A}\left|v_{\boldsymbol{q}}\right|^{2}\left[1+n_{B}\left(\omega_{\boldsymbol{q}}^{\beta}\right)\right] \\
& \left.+\Omega_{n^{\prime}, n, \boldsymbol{k}, \boldsymbol{k}, \sigma, \sigma}^{B}\left|u_{\boldsymbol{q}}\right|^{2} n_{B}\left(\omega_{\boldsymbol{q}}^{\beta}\right)\right] . \tag{C14}
\end{align*}
$$

We define $g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{n^{\prime}, \gamma, \gamma^{\prime}}$ from the one-band $g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}^{\prime}}^{\alpha, \beta, \gamma^{\prime}}$ by $\sigma=\uparrow \leftrightarrow$ $\alpha=\beta=1, \sigma=\downarrow \leftrightarrow \alpha=\beta=2$, and by adding band indices $n^{\prime}, n$ in $\Omega_{n^{\prime}, n, \boldsymbol{k}^{\prime}, \boldsymbol{k}, \sigma^{\prime}, \sigma}^{\ell} \equiv q_{n^{\prime}, \ell, \boldsymbol{k}^{\prime}, \sigma^{\prime}}^{*} q_{n, \ell, \boldsymbol{k}, \sigma}$.

Similarly, the electron-loop diagram becomes

$$
\begin{align*}
& \sum_{n^{\prime} n \sigma}^{\mathrm{EL}}(\boldsymbol{k})=-\sum_{\substack{q, \boldsymbol{k}_{2}}} \sum_{\substack{\gamma_{1} \gamma_{1}^{\prime} \gamma_{2} \gamma_{2}^{\prime} \\
n_{2}, \sigma_{2}}}\left\langle d_{n_{2}, \boldsymbol{k}_{2}, \sigma_{2}}^{\dagger} d_{n_{2}, \boldsymbol{k}_{2}, \sigma_{2}}\right\rangle \\
& \times\left[g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}, \gamma_{1}, \gamma_{1}^{\prime}}^{n^{\prime}, n, g_{\boldsymbol{k}_{2},-\boldsymbol{q},-\boldsymbol{q}}^{n_{2}, n_{2}, \sigma_{2}, \gamma_{2}, \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}}(-q) D_{\gamma_{1}^{\prime} \gamma_{2}^{\prime}}(q)}\right. \\
& \left.+g_{\boldsymbol{k}, \boldsymbol{q}, \boldsymbol{q}}^{n^{\prime}, \sigma, \gamma_{1}, \gamma_{1}^{\prime}} g_{\boldsymbol{k}_{2}, \boldsymbol{q}, \boldsymbol{q}}^{n_{2}, n_{2}, \sigma_{2}, \gamma_{2}, \gamma_{2}^{\prime}} D_{\gamma_{1} \gamma_{2}^{\prime}}(-q) D_{\gamma_{1}^{\prime} \gamma_{2}}(q)\right] . \tag{C15}
\end{align*}
$$

The sum over bosonic frequencies can be computed analytically, and $\left\langle d_{n_{2}, \boldsymbol{k}_{2}, \sigma_{2}}^{\dagger} d_{n_{2}, \boldsymbol{k}_{2}, \sigma_{2}}\right\rangle=n_{F}\left(\epsilon_{n_{2}, \boldsymbol{k}_{2}, \sigma_{2}}\right)$, where $n_{F}(z)$ is the Fermi-Dirac distribution.

Since the self-energies $\Sigma^{\mathrm{ML}}$ and $\Sigma^{\mathrm{EL}}$ are frequency independent, we can analytically continue to the real frequency axis $\omega$. From the Dyson equation, focusing solely on their contributions, we get

$$
\begin{equation*}
G(\boldsymbol{k}, \omega)=\left[G_{0}^{-1}(\boldsymbol{k}, \omega)-\Sigma^{\mathrm{ML}}(\boldsymbol{k})-\Sigma^{\mathrm{EL}}(\boldsymbol{k})\right]^{-1} \tag{C16}
\end{equation*}
$$

The renormalized bands are the zeros of the real part of the denominators in $G$. This is the zeros of $\operatorname{det}\left[G_{0}^{-1}(\boldsymbol{k}, \omega)-\Sigma^{\mathrm{ML}}(\boldsymbol{k})-\Sigma^{\mathrm{EL}}(\boldsymbol{k})\right]$ which are the eigenvalues of $\operatorname{diag}\left(\epsilon_{1, \boldsymbol{k}, \uparrow}, \epsilon_{1, \boldsymbol{k}, \downarrow}, \epsilon_{2, \boldsymbol{k}, \uparrow}, \epsilon_{2, \boldsymbol{k}, \downarrow}, \epsilon_{3, \boldsymbol{k}, \uparrow}, \epsilon_{3, \boldsymbol{k}, \downarrow}\right)+$ $\Sigma^{\mathrm{ML}}(\boldsymbol{k})+\Sigma^{\mathrm{EL}}(\boldsymbol{k})$. This is in the basis of diagonalized electrons, $d_{n, \boldsymbol{k}, \sigma}$. The spin sectors decouple, so we can consider two $3 \times 3$ matrices separately, and transform back to the original electron operators $c_{\ell, \boldsymbol{k}, \sigma}$. We have $U_{\boldsymbol{k}, \sigma} D_{\boldsymbol{k}, \sigma} U_{\boldsymbol{k}, \sigma}^{\dagger}=$ $\mathcal{H}_{\boldsymbol{k}, \sigma}$, where $D_{\boldsymbol{k}, \sigma}$ is diagonal with $\left[D_{\boldsymbol{k}, \sigma}\right]_{n n}=\epsilon_{n, \boldsymbol{k}, \sigma}$, and $\mathcal{H}_{k, \sigma}$ the electron Hamiltonian on matrix form. Numerically, we find

$$
U_{\boldsymbol{k}, \sigma} \Sigma_{\sigma}^{\mathrm{ML}}(\boldsymbol{k}) U_{\boldsymbol{k}, \sigma}^{\dagger}=\left(\begin{array}{ccc}
\sigma C^{\mathrm{ML}} & 0 & 0  \tag{C17}\\
0 & 0 & 0 \\
0 & 0 & -\sigma C^{\mathrm{ML}}
\end{array}\right)
$$

with $C^{\mathrm{ML}}>0$ and

$$
U_{\boldsymbol{k}, \sigma} \Sigma_{\sigma}^{\mathrm{EL}}(\boldsymbol{k}) U_{\boldsymbol{k}, \sigma}^{\dagger}=\left(\begin{array}{ccc}
-\sigma C^{\mathrm{EL}} & 0 & 0  \tag{C18}\\
0 & 0 & 0 \\
0 & 0 & \sigma C^{\mathrm{EL}}
\end{array}\right)
$$

with $C^{\mathrm{EL}}>0$, i.e., the contributions have opposite sign and are momentum independent. Comparing to

$$
\begin{align*}
\mathcal{H}_{k, \sigma}= & \left(\begin{array}{ccc}
-\sigma J_{\mathrm{sd}} S & -2 t \cos k_{x} & -4 t_{2} \cos k_{x} \cos k_{y} \\
-2 t \cos k_{x} & 0 & -2 t \cos k_{y} \\
-4 t_{2} \cos k_{x} \cos k_{y} & -2 t \cos k_{y} & \sigma J_{\mathrm{sd}} S
\end{array}\right) \\
& -\left[\mu+2 t_{3}\left(\cos 2 k_{x}+\cos 2 k_{y}\right)\right] I, \tag{C19}
\end{align*}
$$

where $I$ is a unit matrix, we see that the effects of the diagrams $\Sigma^{\mathrm{ML}}$ and $\Sigma^{\mathrm{EL}}$ are simply to renormalize $J_{\mathrm{sd}} S$, i.e., the spin splitting in the AM. Instead of explicitly including them in
our calculations, we instead assume that our choice of $J_{\text {sd }} S$ includes this renormalization.

The magnon-loop diagram in fact has the exact same effect
as including corrections to the magnetization, i.e., letting [81]

$$
\begin{align*}
S \rightarrow & \frac{1}{N} \sum_{i \in A(B)}\left\langle S_{i, z}\right\rangle=S-\frac{1}{N} \sum_{\boldsymbol{q}}\left(\left|u_{\boldsymbol{q}}\right|^{2} n_{B}\left(\omega_{\boldsymbol{q}}^{\alpha(\beta)}\right)\right. \\
& \left.+\left|v_{\boldsymbol{q}}\right|^{2}\left[1+n_{B}\left(\omega_{\boldsymbol{q}}^{\beta(\alpha)}\right)\right]\right) \tag{C20}
\end{align*}
$$

in the upper left (lower right) corner of $\mathcal{H}_{\boldsymbol{k}, \sigma} . \Sigma^{\mathrm{ML}}$ is the diagrammatic version of this correction.
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