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Abstract 

Background: Predicting postoperative risk can inform effective care management and 

planning. We explored large language models (LLMs) in predicting postoperative risk 

through clinical texts using various tuning strategies.  

Methods: Records spanning 84,875 patients from Barnes Jewish Hospital (BJH) 

between 2018 and 2021, with a mean duration of follow-up based on the length of 

postoperative ICU stay less than 7 days, were utilized. Methods were replicated on the 

MIMIC-III dataset. Outcomes included 30-day mortality, pulmonary embolism (PE) 

and pneumonia. Three domain adaptation and finetuning strategies were implemented 

for three LLMs (BioGPT, ClinicalBERT and BioClinicalBERT): self-supervised 

objectives; incorporating labels with semi-supervised fine-tuning; and foundational 

modelling through multi-task learning. Model performance was compared using the 

area under the receiver operating characteristic curve (AUROC) and the area under the 

precision recall curve (AUPRC) for classification tasks and mean squared error (MSE) 

and R2 for regression tasks. 
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Results: Cohort had a mean age of 56.9 (sd: 16.8) years; 50.3% male; 74% White. Pre-

trained LLMs outperformed traditional word embeddings, with absolute maximal gains 

of 38.3% for AUROC and 14% for AUPRC. Adapting models through self-supervised 

finetuning further improved performance by 3.2% for AUROC and 1.5% for AUPRC 

Incorporating labels into the finetuning procedure further boosted performances, with 

semi-supervised finetuning improving by 1.8% for AUROC and 2% for AUPRC and 

foundational modelling improving by 3.6% for AUROC and 2.6% for AUPRC 

compared to self-supervised finetuning.   

Conclusions: Pre-trained clinical LLMs offer opportunities for postoperative risk 

predictions with unseen data, and further improvements from finetuning suggests 

benefits in adapting pre-trained models to note-specific perioperative use cases. 

Incorporating labels can further boost performance. The superior performance of 

foundational models suggests the potential of task-agnostic learning towards the 

generalizable LLMs in perioperative care. To facilitate the convenient deployment of 

our models, we have made them publicly available on HuggingFace. 

Introduction 

Perioperative care is of paramount importance in improving healthcare quality 

and patient safety in surgical settings. More than 10% of surgical patients experience 

major postoperative complications, including infections, such as pneumonia, and blood 

clots, such as pulmonary embolism (PE) or deep vein thrombosis (DVT).1-7 These can 

lead to increased mortality and need for intensive care, extended hospital stays, and 

higher healthcare costs.8 Many of these complications are preventable,1,9-11 highlighting 

the importance of early identification of patient risk factors. Considering that over half 

of all healthcare adverse events are due to medical management rather than underlying 

diseases,9-11 the development of predictive models for perioperative care has the 

https://huggingface.co/cja5553/BJH-perioperative-notes-bioClinicalBERT


	 3	

potential to support early intervention for improved outcomes. To date, machine 

learning tools developed for perioperative care utilize mainly numerical and categorical 

variables or time-series measurements from Electronic Health Records (EHR).1-4 

Clinical text, which contain vital patient information and details concerning 

scheduled procedures, remains under-utilized in predicting complications and 

outcomes in perioperative care.9 These notes play a crucial role in the decision-making 

process that impacts the course of a patient's perioperative journey,12 including the 

preparation for surgery, the transfer of patients to operating rooms, and the 

prioritization of clinicians' tasks,12,13 henceforth underlining their function towards 

achieving safe patient outcomes.9,12  

The emergence of LLMs has paralleled the rise of foundational models (FMs), 

which empower technologies like ChatGPT.14-18 In the context of healthcare, FMs can 

perform many different tasks after being pre-trained on large datasets. 14,17-22 Despite 

these promising developments, using LLMs for clinical prediction tasks presents unique 

challenges. First, most pre-trained models are trained on limited clinical corpora 

compared to other domains due to the low-resource setting of clinical notes, which are 

not readily open-sourced.22-24 Second, clinical notes can contain inconsistent 

descriptions of varying lengths and are strongly abbreviated with specialized medical 

terminologies25 not frequented amongst ordinary text used for training of pre-trained 

large language models (LLMs). The latter has prompted researchers to develop clinical 

LLMs using publicly available EHR databases19,20,26 or biomedical texts.21 

Recognizing the continuing need for predictive models in perioperative care and the 

vital role of clinical notes in this field, we explored the practical application of LLMs 

to predict postoperative risks. This includes comparing the performance of pre-trained 

LLMs with traditional word embeddings and experimenting across various finetuning 
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strategies, including the development of FMs, which may enable clinicians to utilize 

these models in a task-agnostic manner.27   

Methods 

Settings and Data Sources 

Our main dataset was sourced from electronic anaesthesia records (Epic) for all 

adult patients undergoing surgery at the Barnes Jewish Hospital (BJH) spanning 4 years 

(2018 to 2021). The dataset’s size was 84,875 patient records. In terms of the textual 

characteristics, the clinical notes contained a vocabulary size of 3,203, with a mean 

word and vocabulary lengths of 8.9 (sd: 6.9) and 7.3 (sd: 4.4), respectively. The clinical 

notes are smart text records with descriptions of scheduled procedures derived from 

anaesthetic records. The non-textual characteristics of patients are detailed in Appendix 

A1.1. The internal review board of Washington University School of Medicine in St. 

Louis (IRB#201903026) approved the study with a waiver of patient consent. We 

replicated the models and techniques on MIMIC-III,20 a publicly available dataset of 

critical care patients at the Beth Israel Deaconess Medical Center between 2001 and 

2012. To truly replicate the approach and settings employed in BJH’s clinical notes, we 

utilized the long-form descriptive texts of procedural codes in MIMIC-III. More details, 

including the characteristics of MIMIC-III’s clinical notes, are detailed in Appendix 

A1. This manuscript follows the Transparent Reporting of a Multivariable Prediction 

Model for Individual Prognosis or Diagnosis (TRIPOD) reporting guideline. A 

comparison of characteristics of the cohorts from these datasets can be found in 

Appendix A1.  

Process of data collection 

BJH notes were derived pre-operatively from smart text records containing descriptions 

and details pertaining to scheduled procedures within each patient’s anaesthetic records, 
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which were pulled for our study. Outcomes were determined based on a combination 

of laboratory values, dialysis events, structured anaesthesia assessments, billing data, 

nurse flow-sheets, and ICD-10 diagnosis codes. More details on the data collection 

process for our dataset and the replication on MIMIC-III could be found in Appendix 

A2. 

Data Preprocessing 

The clinical text was provided by BJH in a de-identified and censored format before 

being handed to the authors for analysis as a method to preserve patient privacy, which 

is important since our models publicly available on Huggingface. This process involved 

removing sensitive or uniquely identifiable information, including textual descriptions 

of conditions or procedures that could reveal patient identities, and reformatting the text 

of scheduled procedures to include only common tokens in an arbitrary order. The pre-

processing steps are detailed in Appendix A3.  

Outcome Variables  

Our main outcomes included 30-day mortality, pulmonary embolism (PE), and 

pneumonia, in addition to deep vein thrombosis (DVT), delirium, and acute knee injury 

(AKI) reported in the appendix in the interest of space. These six outcomes are pertinent 

to perioperative care, particularly during OR-ICU handoff1,28. For the MIMIC-III 

replication, outcomes included ICU in-hospital mortality, length-of-stay (LoS), 30-day 

mortality, and 12-hour discharge status, chosen based on previous studies.2,26,29,31  

Models  

We employed BERT and GPT-based LLMs for postoperative prediction, 

namely clinicalBERT19, bioClinicalBERT20, and bioGPT21. The architectures and pre-

training corpora for each of these models are elaborated in Appendix A4. These models 

have been tested across representative NLP benchmarks in the medical domains 
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including Question-Answering tasks benchmarked by the PubMedQA,32 MedQA33 and 

ClinicalQA,34 recognizing entities from texts,35 or extracting relations and patient 

characteristics through text.36 In this work, we evaluate its performance in predicting 

postoperative outcomes in the context of perioperative care by examining its utilization 

in different settings, such as using the pre-trained model without any finetuning or 

employing a variety of finetuning strategies. We will detail these strategies in the 

subsequent sections. Parameters used across these different finetuning strategies are 

detailed in Appendix A4.4. In addition to the clinical LLMs, we included traditional 

NLP methods as baselines for comparison, including word2vec’s continuous bag-of-

words (CBOW),37 doc2vec,38 GloVe,39 and FastText.40  

Predictors 

To ensure a consistent comparison across different methods, including 

traditional NLP word embeddings, pre-trained LLMs, and their distinct fine-tuned 

variants, we standardized the approach by using the eXtreme Gradient Boosting Tree 

(XGBoost)41 as the predictor for all outcomes. This choice allows us to accommodate 

a diverse range of input types while leveraging XGBoost's widespread use in healthcare 

due to its robust performance in various clinical prediction tasks.1,2 Among the models 

of the best performing finetuning strategy, we experimented with various predictors, 

including Random Forest, Logistic Regression, and the feed-forward auxiliary network 

found in models that incorporate labels into the finetuning process. The range of 

parameters employed for each predictor are detailed in Appendix A4.5.  

Evaluation metrics and validation strategies  

Experiments were stratified into 5 folds for cross-validation. A nested cross-

validation approach was used. This means that within each fold, 20% of the data in the 
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inner loop was designated as a validation set to monitor and select the best 

hyperparameters within each fold.  

For classification tasks, we calculated the area under the receiver operating 

characteristic curve (AUROC) and the area under the precision-recall curve (AUPRC) 

to get a comprehensive evaluation of the models’ overall prediction performance in the 

face of class imbalance. For the best-performing models, we also reported their 

accuracy, sensitivity, specificity, precision, and F-scores in the Appendix A5. For 

regression tasks, we calculated the mean squared error (MSE) and R2. 

Four different experiments were conducted to investigate: (1) how pre-trained 

clinical LLMs perform on unseen data/tasks, (2) how different finetuning approaches 

affect perioperative predictions, (3) how our proposed foundational strategy improves 

model performance, and (4) how various ML predictors perform on textual 

embeddings. 

Pre-trained LLMs on unseen data/tasks  

We first evaluated the general applicability of clinical LLMs in perioperative 

predictions without developing a bespoke model for each postoperative outcome, as 

illustrated in Figure 1a.  

Transfer learning: self-supervised finetuning vs semi-supervised finetuning  

In the setting of transfer learning of pre-trained LLMs, we explored two 

approaches: self-supervised finetuning and semi-supervised finetuning. The self-

supervised finetuning leverages the information contained within the source domain 

and exploits it to align the distributions of source and target data. In this approach, we 

adapted the pre-trained LLMs with our training data in accordance with their existing 

self-supervised training objectives. For BioGPT, this entails the language modeling 

task. For ClinicalBERT and BioClinicalBERT, it entails the masked language modeling 



	 8	

(MLM) and Next Sentence Prediction (NSP) objectives. These are elaborated in the 

Appendix A4. 

 

 

Figure 1. An illustration of the architectures encompassing different tuning strategies experimented in our study. 
Fig 1a (top) illustrates how using the pre-trained model alone differs from self-supervised finetuning when clinical 
texts are provided to the pre-trained LLM to refine the model weights with respect to its objective loss functions. Fig 
1b (below) illustrates two separate finetuning strategies: semi-supervised finetuning – creating a model that is 
finetuned under the supervision of a specific outcome; and foundational finetuning – creating a foundational model 
that is finetuned through a multi-task learning (MTL) objective using all available postoperative labels in the dataset.  

 

Studies have shown that incorporating labels into the finetuning process can 

lead to improved predictive performances19,42. Extending from such studies, we adapt 
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a semi-supervised finetuning approach in lieu of expected improvements with self-

supervised finetuning. This approach further utilizes the labels (postoperative 

outcomes) of texts – information that was not available during pre-training and not used 

in self-supervised finetuning. In addition to the self-supervised training objectives 

mentioned above, an auxiliary fully connected neural network predictor was introduced 

to supervise the textual embedding to better align with the training labels. Details of the 

auxiliary network’s architecture are detailed in Appendix A4. A λ parameter was 

introduced serving as the coefficient in controlling for the magnitude of the loss 

between the self-supervised tasks and the newly introduced supervision auxiliary 

network. The parameters employed under each finetuning strategy, including the 

optimal choices of λ for each task and dataset, are reported in Appendix A4.4.  

Foundational finetuning strategy  

To build a foundational model with knowledge across all tasks, we extended the above-

mentioned semi-supervised strategy and propose a task-agnostic finetuning strategy, 

inspired from Aghajanyan et al.27 It exploits all possible labels available within the 

dataset, including but not limited to selected tasks. This makes the finetuning 

foundational in the sense that it solves various tasks simultaneously by employing a 

multi-task learning framework for knowledge sharing across all available labels in the 

dataset. Each label is assigned a task-specific auxiliary network wherein the losses 

across all labels are pooled together. The parameters employed under the foundational 

finetuning strategy are reported in Appendix A4.4.  

Examining the effects of ML predictors on predictive performance 

After exporting the textual embeddings from LLMs, the choice of machine learning 

predictor is flexible. As detailed in the 'predictors' sub-section, we investigated how 



	 10	

different predictors influence the predictive performance of the best-performing 

models.  

Results 

Amongst our dataset, a total of 84,875 patient (mean [SD] age, 56.9 [16.8] years; 50.3% 

male; 74% White) notes, 1,694 of these cases resulted in 30-day mortality (positive 

event rate, 2%), 287 had Pulmonary Embolism (PE) (positive event rate, 0.3%), and 

475 had pneumonia (positive event rate, 0.6%). Details of the additional outcomes 

could be found in Appendix A5.  

Pre-trained LLMs on unseen data/tasks 

Table 1. A comparison of traditional NLP models (top) vs pre-trained LLMs (bottom). The results are presented as 
the mean and 95% confidence interval across all 5-folds. In the interest of space, the results for the additional three 
experimented outcomes are reported in Appendix A5.1. The best baseline models are underlined, and the best models 
are bolded. As shown amongst the results, the pre-trained LLMs consistently outperform traditional word 
embeddings. 

Model 
30-day mortality PE Pneumonia 

AUROC AUPRC AUROC AUPRC AUROC AUPRC 

cbow  0.528 
(0.409, 0.648) 

0.023 
(0.015, 0.031) 

0.506 
(0.418, 0.593)  

0.004 
(0.002, 0.006)  

0.526 
(0.384, 0.668) 

 0.009 
(0.001, 0.016)  

Doc2vec  0.479 
(0.348, 0.611) 

0.021 
(0.012, 0.03) 

0.517 
(0.466, 0.567) 

0.004 
(0.004, 0.004) 

0.495 
(0.347, 0.643) 

0.006 
(0.003, 0.01) 

fastText 0.725 
(0.67, 0.781) 

0.05 
(0.04, 0.06) 

0.652 
(0.602, 0.701) 

0.007 
(0.005, 0.01) 

0.696 
(0.643, 0.749) 

0.016 
(0.008, 0.024) 

GloVe 0.818 
(0.807, 0.83) 

0.128 
(0.118, 0.139) 

0.664 
(0.628, 0.701) 

0.01 
(0.007, 0.013)  

0.765 
(0.732, 0.799)  

0.04  
(0.017, 0.063) 

bioClinicalBERT 0.85 
(0.84, 0.861) 

0.156 
(0.138, 0.173) 

0.683 
(0.621, 0.745) 

0.008 
(0.006, 0.011) 

 0.809 
(0.785, 0.833) 

0.043 
(0.027, 0.059) 

bioGPT 0.862 
(0.851, 0.872)  

0.161 
(0.141, 0.182) 

0.711 
(0.679, 0.743) 

0.011 
(0.005, 0.017) 

0.818  
(0.8, 0.837) 

0.047 
(0.037, 0.058)  

ClinicalBERT 0.855 
(0.842, 0.867) 

0.155 
(0.137, 0.173) 

0.717 
(0.691, 0.743) 

0.013 
(0.009, 0.017) 

 0.806 
(0.784, 0.827)  

0.04 
(0.024, 0.056)  

 

Table 1 highlights that the use of pre-trained LLMs consistently and 

significantly surpassed the baseline NLP models. We observed absolute increases that 

ranged from up to 21.1% in PE to 38.3% for mortality in AUROC. Similarly, increases 

in the AUPRC ranged from 0.9% in PE to an impressive 14% in 30-day mortality. 

Results for the additional outcomes can be found in A5.1. A similar magnitude of 
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performance improvements was noted on the MIMIC-III dataset, as highlighted in 

Appendix A5.2. This leap in performance highlights the sheer power of pre-trained 

LLMs in grasping clinically relevant context, even in a setting adjacent ‘zero-shot’ 

scenario, when compared to word-based embeddings. Meanwhile, it is worth noting 

that there was no single pre-trained clinical LLM that always outperformed the rest.  

Transfer learning: self-supervised finetuning vs semi-supervised finetuning vs 

foundational finetuning  

After finetuning the pre-trained LLMs with perioperative data, we observed 

absolute improvements ranging from up to 0.6% for 30-day mortality to 3.2% in PE for 

AUROC. For AUPRC, increases ranged from up to 0.3% in PE to 1.5% in 30-day 

mortality. These findings were also observed in experiments with the additional 

outcomes and on the MIMIC-III dataset (Appendix A5), emphasizing the effect of 

finetuning the weights of these pre-trained models to tailor them to specific clinical 

domains.  

The introduction of labels in the semi-supervised and foundational approaches 

further enhanced prediction performance compared to the self-supervised method. In 

contrast to the self-supervised approach which adjusts weights based solely on training 

texts, the semi-supervised method ‘infuses’ label information during the finetuning 

process. As a result, predictive performance is boosted relative to the self-supervised 

approach since both textual and labelled data were utilized during training. Specifically, 

when comparing semi-supervised finetuning with self-supervised finetuning, we 

observed moderate improvements for AUROC ranging from up to 0.7% in 30-day 

mortality to 1.8% in PE, and for AUPRC ranging from 0.5% in pneumonia to 2% in 

30-day mortality, relative to the self-supervised approach. Similar findings were also 
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observed in the experiments with the additional outcomes, reported in Appendix A5.1, 

and replicated on MIMIC-III, reported in Appendix A5.2. 

 

 

 

Figure 2. Comparison of the predictive performance across various models and their respective tuning strategies. 
Pre-trained LLM consistently outperformed baseline word embeddings. Finetuning improved prediction 
performance, with the incorporation of labels in the semi-supervised strategy further boosting prediction 
performances. The model performs best with the foundational strategy, wherein the model was finetuned across all 
outcomes. (In the interest of space, the figures for the three additional outcomes can be referenced in Appendix 
A5.1.) 
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For foundational finetuning, we incorporated all available labels simultaneously 

into the finetuning as supervision losses. For our dataset, this encompassed 30-day 

mortality, PE and pneumonia, acute knee injury, deep vein thrombosis, delirium, acute 

kidney injury, deep vein thrombosis and delirium. On MIMIC-III, we utilized in-

hospital mortality, LOS, 30-day hospitality, and 12-hour discharge status. With the 

foundational finetuning, we were able to use a single model to outperform various 

bespoke models for different tasks, whilst observing further increases in AUROC and 

AUPRCs. For AUROC, the improvement ranged from up to 1.2% in 30-day mortality 

to 3.6% in PE, when compared with the self-supervised approach. Similarly, AUPRC 

values increased, ranging from up to 0.4% in pneumonia to 2.6% in 30-day mortality, 

in comparison to the self-supervised approach. A comparable scale of improvement 

was observed in the experiments involving the additional outcomes, illustrated in 

Appendix A5.1, and mirrored on MIMIC-III, reported in Appendix A5.2. 

The performance comparison between clinical LLMs varies across tasks. The 

foundational BioGPT model achieved the best performance for 30-day mortality and 

PE, whereas the foundational BioClinicalBERT model performed the best for 

pneumonia, on both AUROC and AUPRC evaluation metrics, as shown in Figure 2. In 

our MIMIC-III replication, the foundational ClinicalBERT model was the top 

performer for length-of-stay and 30-day mortality in both AUROC and AUPRC and 

MSE and R2, respectively. The semi-supervised BioClinicalBERT variant was the best 

performing model in MIMIC-III’s in-hospital mortality in both AUROC and AUPRC, 

whilst the semi-supervised bioGPT and foundational bioGPT performed best for 12-

hour discharge status for AUROC and AUPRC, respectively.  

The best performing models are open sourced in Huggingface. With safety 

being of paramount importance in LLMs, we ran several prompts prior to open sourcing 
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our model to ensure our model could be safely relied upon during clinical deployment. 

These prompts can be found in Appendix A6.  

  

 

Figure 3. Comparison of different machine learning classifiers with that of our default XGBoost predictor applied 
to our textual representations (∆modeli,j − XGBoosti with outcome i and model j), including the use of the trained 
auxiliary layer directly from our foundational model. No single classifier dominated the others across all outcomes 
and metrics. Surprisingly, the logistic regression classifier performed slightly better than the others, demonstrating 
that well-tuned language models can generate precise contextual representations to suit a simple classifier. The 
results the additional outcomes could be referenced in Appendix A5.1. 

To investigate the optimal machine learning model towards textual embeddings, 

our experiments demonstrated that no single predictor dominantly outperformed the 

others. Surprisingly, logistic regression performed slightly better than the others, 

indicating that well-tuned language models can generate precise contextual 
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representations in a linear fashion to suit a simple classifier with better robustness than 

complex classifiers.  

Discussion  

Improvements in patient safety are of utmost priority in perioperative care, 

where notes serve as a vital source in clinical decision-making. Yet, Flemons et al43 

noted that a lack of knowledge and the absence of a routine for clinical notes, combined 

with competing time demands, are the main unintentional factors leading to missed 

recommendations among clinicians in surgical care. In this context, LLMs could step 

in and support clinical decisions in perioperative care. While prior AI models utilized 

tabular EHR data in perioperative care,1-4 it remains an open challenge to exploit 

preoperative texts in predicting postoperative outcomes. Our study represents an 

important step forward in incorporating LLMs into perioperative decision-making, 

thereby supporting surgical care management, perioperative optimization, and early 

risk detection.4    

Our results demonstrate that: (A) pre-trained LLMs can lead to significant 

improvements over traditional word embeddings, signalling a new era in leveraging 

LLMs for perioperative care and underscoring their capability adjacent to a ‘zero-

shot’24 classification in cases where labelled data may be scarce; (B) finetuning these 

LLMs can result in further improvements, attributable to the adaptation of these pre-

trained models to clinical texts, which may vary in abbreviations and terminology 

across task-specific datasets; (C) incorporating labels into the finetuning process can 

improve performance relative to self-supervised finetuning, as tokens linked to specific 

outcomes are more effectively optimized; and (D) a foundational finetuning strategy 

yielded the best results, suggesting that a single, comprehensively fine-tuned model 
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could be effectively deployed to predict a wide range of postoperative outcomes from 

preoperative clinical notes.   

The superior performance of the foundational approach offers tangible benefits 

in perioperative care. A single model can be fine-tuned to predict multiple outcomes, 

effectively saving time and resources. Furthermore, foundational models are more 

generalizable as they have been optimized through knowledge sharing. This alleviates 

concerns of overfitting to task-specific samples — a core concern in practical 

applications of AI in medicine.1-4  

Variations in performance emerged when comparing the results of different 

machine learning predictors trained on extracted textual embeddings, with no single 

classifier consistently outperforming the rest. This suggests that conveniently using the 

final auxiliary layer already in our foundational models may be sufficient to achieve 

competitive results without the need for training a separate classifier using the LLM’s 

embeddings. This holistic approach facilitates efficient model finetuning and 

deployment in practice.  

Despite demonstrating the potential of LLMs in perioperative care, recent 

findings of race-based bias in healthcare applications of LLMs require us to 

acknowledge and use our models and techniques with caution due to potential biases in 

our data.44 Firstly, our text data reflect the scheduled procedures of patients. Since these 

procedures are determined by clinicians who are not immune to personal biases,45 it is 

likely that such biases will be replicated in the trained LLMs. Secondly, our BJH data 

contain a disproportionately low percentage of Hispanic individuals (per Appendix 1), 

at less than 2%, which could lead the models to learn and replicate patterns predominant 

in the majority group, potentially reinforcing existing disparities. Hence, by replicating 

our methods and models on the MIMIC-III dataset, we aim to alleviate these concerns 
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evolving the association between predictive performance and potential biases unique to 

our BJH dataset. 

Our study also possesses other limitations beyond the bias in the data. First, the 

quality of the textual data may possess limitations, ranging from incompleteness to 

potentially missing data, which could potentially impact the performance of our 

finetuned LLMs. Second, non-textual variables were not used in the models. Adding 

those variables could potentially improve the model performance.1 Third, it remains 

unclear if the observations can be generalized to LLMs in other applications or at 

various scales. Finally, the impact of the predictions using LLMs on clinical decisions 

and outcomes need to be studied in a clinical setting. To address these limitations, our 

ongoing work involves data triangulation across the administrative data, clinical text, 

and other data to align with high-quality manual health record review provided by 

National Surgical Quality Improvement Program adjudicators and exploring studies 

that leverage the LLMs in the context of OR-ICU handoffs.  

Notes  

A data sharing statement provided by the authors is available with the full text of this 

article.  

This study is supported, in part by, funding from the Agency for Healthcare Research 

and Quality (R01 HS029324-02).  

Disclosure forms provided by the authors are available with the full text of this article. 

Code used in this paper is made available and could be replicated at 

https://github.com/cja5553/LLMs_in_perioperative_care.  

The trained models are open-sourced at https://huggingface.co/cja5553/BJH-

perioperative-notes-bioClinicalBERT and https://huggingface.co/cja5553/BJH-

perioperative-notes-bioGPT.  

https://github.com/cja5553/LLMs_in_perioperative_care
https://huggingface.co/cja5553/BJH-perioperative-notes-bioClinicalBERT
https://huggingface.co/cja5553/BJH-perioperative-notes-bioClinicalBERT
https://huggingface.co/cja5553/BJH-perioperative-notes-bioGPT
https://huggingface.co/cja5553/BJH-perioperative-notes-bioGPT
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