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Abstract

We present NARUTO, a neural active reconstruction
system that combines a hybrid neural representation with
uncertainty learning, enabling high-fidelity surface recon-
struction. Our approach leverages a multi-resolution hash-
grid as the mapping backbone, chosen for its exceptional
convergence speed and capacity to capture high-frequency
local features. The centerpiece of our work is the incorpo-
ration of an uncertainty learning module that dynamically
quantifies reconstruction uncertainty while actively recon-
structing the environment. By harnessing learned uncer-
tainty, we propose a novel uncertainty aggregation strategy
for goal searching and efficient path planning. Our sys-
tem autonomously explores by targeting uncertain observa-
tions and reconstructs environments with remarkable com-
pleteness and fidelity. We also demonstrate the utility of
this uncertainty-aware approach by enhancing SOTA neu-
ral SLAM systems through an active ray sampling strategy.
Extensive evaluations of NARUTO in various environments,
using an indoor scene simulator, confirm its superior per-
formance and state-of-the-art status in active reconstruc-
tion, as evidenced by its impressive results on benchmark
datasets like Replica and MP3D. Project page: oppo-us-
research.github.io/NARUTO-website/

1. Introduction
In the realm of computer vision research, one of the most
notable advancements is the ability to generate detailed 3D
reconstructions from an array of 2D images or scene videos.
This intricate process, executed in real-time, involves pro-
gressive 3D modeling as additional visual data is assimi-
lated, predominantly through the use of Simultaneous Lo-
calization and Mapping (SLAM). In many robotic appli-
cations, SLAM systems are instrumental for tasks such as
planning and navigation. This integration of localization,
mapping, planning, and navigation tasks forms the essence
of what is known as Active SLAM. Our paper specifically
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Figure 1. We introduce a neural active reconstruction sys-
tem, named NARUTO, which is guided by learned uncertainty.
NARUTO enables an agent to identify areas of uncertainty and
proactively investigate these regions to minimize reconstruction
ambiguity. Consequently, this approach facilitates the incremental
completion of the entire scene’s reconstruction. NARUTO repre-
sents the first neural active Reconstruction system capable of func-
tioning in large-scale environments with unrestricted movement.

addresses a subset of Active SLAM, termed Active Re-
construction, under the assumption that localization is al-
ready established. We venture into an innovative explo-
ration of Active Reconstruction by adopting a sophisticated,
learned hybrid neural representation . In this work, we de-
vise methodologies capable of meticulously planning and
maneuvering camera trajectories to enhance the complete-
ness and quality of the scene’s reconstruction.

Neural representations, particularly implicit Neural Ra-
diance Fields (NeRFs), have recently been applied in di-
verse geometric applications, such as 3D object reconstruc-
tion [50], novel view rendering [44, 54, 81, 85], surface re-
construction [2, 37], and generative models [48, 62]. While
many of these methods focus on posed cameras, recent ef-
forts have expanded to broader tasks like structure from mo-
tion [13, 38, 76] and SLAM [68, 73, 86, 87]. Despite the
impressive capabilities of NeRFs, their processing speed re-
mains a challenge. To address this, more efficient hybrid
neural representations have been developed [46, 69].

Integrating these representations into active vision ap-
plications continues to pose significant challenges. Exist-
ing research utilizing neural representations for path plan-
ning is limited [1], and only a handful of recent studies
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have explored active reconstruction with neural represen-
tations [36, 49, 56, 79, 84]. These approaches, while inno-
vative, often suffer from the inherent slow speeds of NeRFs
[36, 49, 56]. Moreover, they typically constrain the move-
ment of agents to a lower degree-of-freedom (DoF) within
restricted areas, such as specific locations [36, 49], within a
hemisphere [56, 84], or on a 2D plane [79].

To overcome the aforementioned limitations, we intro-
duce NARUTO, a groundbreaking neural active reconstruc-
tion system. NARUTO unites a hybrid neural representation
with a novel uncertainty-aware planning module, excelling
in high-fidelity surface reconstruction and proactive plan-
ning, shown in Fig. 1. Our key contributions are as follows:
• The first neural active reconstruction system operating

with 6DoF movement in unrestricted spaces.
• An uncertainty learning module quantifies reconstruction

uncertainty in real-time.
• A novel uncertainty-aware planning features a meticu-

lously designed uncertainty aggregation for goal search-
ing, and efficient path planning.

• Active ray sampling strategy enhances the performance
and stability of mapping modules across various tasks.

• Achieving exceptional active reconstruction perfor-
mance, advancing state-of-the-art in reconstruction com-
pleteness from 73% to 90%.

2. Related Work

Active Reconstruction In autonomous robotics, essential
capabilities include localization, mapping, planning, and
motion control [64]. These elements have led to research
areas like visual odometry [60, 83], monocular depth esti-
mation [3, 20, 23, 24, 82], multi-view stereo [6, 11, 28, 40,
63, 70, 80], structure-from-motion (SfM) [61], path plan-
ning [22, 27, 34, 35], and SLAM [5, 16, 19, 71, 75]. Active
SLAM, which combines these approaches for autonomous
localization, mapping, and planning, minimizes uncertain-
ties in environmental modeling [15]. We refer readers to
the survey papers [5, 41, 53] for a comprehensive discus-
sion regarding the development of active SLAM. Our focus
is on active reconstruction, often investigated as exploration
problems [4, 21, 42, 47, 65, 66, 72]. a problem that seeks
optimal movements for accurate environmental represen-
tations [14], primarily for scene and object reconstruction
from multiple viewpoints [17, 29, 33, 43, 51, 52].

Neural Representaitons NeRFs [44] use multi-layer per-
ceptrons (MLPs) to represent scenes as continuous neu-
ral radiance fields. NeRF’s potential has been demon-
strated in a range of applications, from novel view rendering
[44, 54, 81, 85] to object [44, 50] and surface reconstruction
[2, 37], as well as in generative models [48, 62], Structure-
from-Motion [13, 38, 76]. NeRFs are trained by compar-
ing rendered images with accurately posed ones. However,

the volume rendering process [30], which involves querying
numerous sample points for image rendering, makes train-
ing NeRFs time-intensive, often requiring about a day for
simple scenes. While efforts have been made to accelerate
NeRFs [12, 18, 39, 57], these methods still fall short of real-
time application speeds. Recent work [10, 46, 58, 69] have
achieved fast speed through hybrid representations, com-
bining implicit and explicit elements for light and density
fields, respectively. The advancement in hybrid represen-
tations has been instrumental in meeting the real-time re-
quirements of SLAM challenges [73, 86, 87]. Despite these
advancements, applying neural representations in active vi-
sion problems is still an underexplored area.
Neural Active Vision Our research builds upon prior
works that have explored the use of NeRFs for path plan-
ning [1] and active reconstruction [36, 49, 56]. [1] de-
rives optimal paths for navigation from the NeRF-based
scene representation. Recent studies [36, 49, 56] have fo-
cused on active mapping, optimizing NeRFs with next-best-
view selection strategies. However, these approaches are
constrained by the inherent slow speed of NeRFs, limiting
their real-time application in robotics. [84] proposes an ef-
ficient framework using hybrid representations to address
these speed concerns. Meanwhile, works like [9, 25, 79]
have expanded the scope from object-centric reconstruction
[36, 49, 56, 84] to larger indoor environments. However,
these methods still restrict camera motion to a hemisphere
or a 2D plane. In contrast, NARUTO enables 6DoF explo-
ration in unrestricted spaces.

3. NARUTO: Neural Active Reconstruction
In this section, we introduce NARUTO (Fig. 2), a pioneering
neural framework in active reconstruction with uncertainty-
aware planning. Our approach begins with the neural 3D
mapping module, utilizing a hybrid representation for real-
time, high-fidelity surface reconstruction. We incorporate
Co-SLAM [73] as the mapping backbone, as discussed in
Sec. 3.1, laying the groundwork for 3D reconstruction using
hybrid neural representation. Building upon this, Sec. 3.2
delves into the framework’s core, illustrating the joint op-
timization method that fuses bundle adjustment with un-
certainty learning. In Sec. 3.3, we present the uncertainty-
aware planning module for goal searching and path plan-
ning. Sec. 3.4 introduces a versatile active ray sampling
module. This module, leveraging the learned uncertainty, is
designed for seamless integration into existing neural map-
ping methodologies. Concluding this section, we summa-
rize the procedure of active reconstruction in Sec. 3.5.

3.1. Neural 3D Mapping

Implicit Neural Mapping Recent advancements have es-
tablished neural implicit representations as notably expres-
sive and compact, effectively encoding scenes’ appearance
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Figure 2. NARUTO framework Upon reaching a keyframe step, HabitatSim [59] generates posed RGB-D images. A select number of
pixels from these images are sampled and stored in the observation database. Utilizing a mixed ray sampling strategy (combining Random
and Active methods), a subset of rays is selected from the current keyframe and the database. These rays are then processed through
the Hybrid Scene Representation (Map) to deduce the corresponding color, Signed Distance Function (SDF), depth, and uncertainty
values. The predictions derived from this process facilitate uncertainty-aware bundle adjustment, updating both the scene’s geometry
and reconstruction uncertainty. Subsequently, the Map is refreshed, and our novel uncertainty-aware planning algorithm is employed to
determine a goal and trajectory based on the SDFs and uncertainties. The agent then executes the planned action.

and 3D geometry. A series of prior works, including
[37, 68, 73, 86, 87], have demonstrated the applicability of
neural representation in 3D reconstruction. Given a stream
of RGB-D images, dense mapping with representations,
such as radiance fields and truncated signed distance fields
(TSDF), can be achieved by optimizing a neural represen-
tation via rendering supervision. TSDF, in particular, is
widely used for neural surface reconstruction. Coordinate-
based neural representations are often employed to map
world coordinates x to color c and TSDF value s.

Hybrid Representation MLPs are widely utilized as
coordinate-based implicit representations for high-fidelity
scene reconstruction, owing to their coherence and smooth-
ness. However, they are not without drawbacks, such as
slow convergence and catastrophic forgetting in continual
learning scenarios, as identified in [7, 78]. To address these
challenges, we apply several innovative solutions intro-
duced by Co-SLAM [73]. Among these is a joint coordinate
and parametric encoding, designed to enhance fidelity while
expediting training processes. The incorporation of one-
blob coordinate encoding γ(x) [45] with a multi-resolution
hash-based feature grid achieves rapid querying speeds, ef-
ficient memory usage, and a notable hole-filling capability.
In this setup, the feature vector Vα(x) at each sampled point
x is obtained through trilinear interpolation on the feature
grid. The geometry decoder fτ predicts an SDF value s and
a feature vector h. Additionally, the color MLP, denoted as
fϕ, calculates the color value.

fτ (γ(x), Vα(x)) 7→ (h, s) ; fϕ(γ(x),h) 7→ c, (1)

where {α, ϕ, τ} represents the learnable parameters that can
be optimized in the bundle adjustment.

Bundle Adjustment Bundle Adjustment (BA) in neural
SLAM typically employs volumetric rendering optimiza-

tion [68, 73, 86]. Instead of storing full images, we execute
BA on sparse samples from the keyframes, enabling more
frequent keyframe insertions and a larger keyframe collec-
tion. For this process, given a camera origin o and a ray
direction r, 3D points are sampled along the ray, based on
predefined depths di: xi = o + dir. The color ĉ and depth
d̂ can be rendered:

ĉ =
1∑M

i=1 wi

M∑
i=1

wici , d̂ =
1∑M

i=1 wi

M∑
i=1

widi, (2)

where wi = φ( sitr )φ(−
si
tr ) represents the weights computed

along the ray, obtained by applying Sigmoid functions φ(.)
to the predicted SDF si within a truncated range tr = 10cm.

Post rendering, a multi-objective function is minimized
to execute bundle adjustment, incorporating color and depth
rendering losses. These losses are calculated between the
rendered results (ĉ, d̂) and the observed values (co,D):

Lc =
1

N

N∑
i=1

(ĉi − coi )
2 , Ld =

1

|Rd|
∑
r∈Rd

(d̂r −Dr)
2 (3)

where N = 2148, Rd denotes the set of rays with valid
depths, and Dr corresponds to the pixel on the image plane.

Following [73], we apply additional regularizations to
enhance reconstruction quality. For samples within the trun-
cation region Str

r , SDF loss is approximated by the distance
between the sampled point and its observed depth value.
Conversely, for points outside the truncation region Sfs

r , a
free-space loss ensures SDF predictions equal to tr:

Lsdf =
1

|Rd|
∑
r∈Rd

1

|Str
r |

∑
p∈Str

r

(sp − (Dp − d))2 (4)

Lfs =
1

|Rd|
∑
r∈Rd

1

|Sfs
r |

∑
p∈Sfs

r

(sp − tr)2. (5)



To ensure smooth reconstructions in unobserved free-space
regions, we apply a feature smoothness regularization on
the interpolated features Vα(x):

Lsmooth =
1

|G|
∑
x∈G

∆2
x +∆2

y +∆2
z, (6)

where ∆x,y,z = Vα(x+ ϵx,yz)−Vα(x) is the feature differ-
ence of some sampled vertices.

3.2. Reconstruction Uncertainty Learning

Recent studies [26, 49, 56, 79, 84] have investigated various
approaches for quantifying uncertainty in implicit represen-
tations. [49, 56] propose implicitly learning uncertainty
through an MLP network. This uncertainty MLP predicts
point uncertainties for each sampled point along selected
rays. These point uncertainties are then integrated to cal-
culate the photometric uncertainty of each pixel, employ-
ing the volume rendering technique described in Sec. 3.1.
However, this form of uncertainty, as noted in [32], does not
strongly correlate with geometric uncertainty. Alternatively,
[84] opts for explicit and efficient computation of geomet-
ric uncertainty, represented as a 3D volume, from predicted
densities. Notably, the methods mentioned above are either
RGB-based, lacking depth sensing, or do not incorporate
depth measurements in uncertainty learning. This omission
is significant, as depth information is essential for accurate
uncertainty quantification. In our work, we integrate the un-
certainty learning process with depth rendering, as outlined
in Eq. (3), within the bundle adjustment framework. This
integration follows the strategy proposed in [31], effectively
combining depth data with uncertainty.

Ld =
1

|Rd|
∑
r∈Rd

(
1

2σ̂2
r

(d̂r −Dr)
2 +

1

2
logσ̂2

r

)
, (7)

where σ̂2
r =

1∑M
i=1 wi

M∑
i=1

wiσ
2
i (8)

This study delves into two distinct methodologies for
representing reconstruction uncertainty: implicit and ex-
plicit representations. For the implicit approach, we em-
ploy an MLP to estimate point uncertainty, fσ(γ(x),h) 7→
Vσ(x). However, our observations highlight a notable draw-
back of this implicit uncertainty representation. Due to the
reliance on the UncertaintyNet for predictions, any param-
eter update within the MLP results in alterations to uncer-
tainty values across all regions, including those yet to be
observed, i.e. regions that lack observations are expected to
exhibit high uncertainty; however, these areas often show
random uncertainty levels instead. In response to this chal-
lenge, we develop a learnable uncertainty volume, Vσ , de-
signed to represent surface reconstruction uncertainty effi-
ciently. This volume enables rapid querying of uncertain-
ties via trilinear interpolation, σ2

i = fρ(Vσ(xi)), followed
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Figure 3. Uncertainty-aware Planning Illustration. The top-k
uncertain points are accumulated within the sensing range at each
potential goal location. The goal with the greatest level of uncer-
tainty is subsequently selected as the provisional target location.
Efficient RRT planning effectively identifies a viable trajectory
from the agent’s current position to the designated goal.

by a non-linear softplus activation function fρ(.). We ini-
tially set the volume with high uncertainty. Significantly,
as this volume is updated during bundle adjustment through
uncertainty-aware depth rendering, only the uncertainties in
regions that have been observed are modified. This feature
is vital for the effectiveness of active vision tasks. The com-
parative advantages of our explicit representation over im-
plicit methods are further detailed in Sec. 4.3.

3.3. Uncertainty-aware Planning

In this section, we elaborate on the application of learned
uncertainty and geometry in active planning, aiming to
achieve comprehensive and high-quality reconstruction.
The planning module comprises two primary components:
Goal Searching and Path Planning. Utilizing the up-to-date
SDF map that incorporates the learned geometric uncer-
tainty, our primary goal is to pinpoint the most effective goal
location for reducing overall map uncertainty. To this end,
we introduce an innovative uncertainty aggregation strategy,
which facilitates the creation of an uncertainty-aware goal
space. Following the identification of the optimal observa-
tion location, we proceed with executing efficient path plan-
ning to establish a trajectory toward the chosen goal. A 2D
illustration of this approach is depicted in Fig. 3.

Uncertainty Aggregation for Goal Search Utilizing the
most recent mapping model, denoted as M, we undertake



Algorithm 1 NARUTO: Neural Active Reconstruction

1: Initialization Mapping Model M with [Vs;Vσ]; Agent
State st = s0; Goal Space Sg; Observations {O}0i=0;
PLAN REQUIRED = True

2: for t← 0 to T do
3: if PLAN REQUIRED then
4: # Search a new goal from Goal Space if needed
5: GoalSearch(Mt, st)→ sg ∈ Sg

6: # Plan a feasible path based on Mt towards sg
7: PathPlanning(Mt, st, sg)→ {sj}gj=t

8: # Set PLAN REQUIRED to False
9: PLAN REQUIRED← False

10: end if
11: # Execute to follow planned path
12: Action st ← {sj}gj=t

13: # Update Database in keyframe steps
14: Observation: acquire a new observation Ot

15: Update database: {O}ti=0 ← {O}
t−1
i=0

16: # Update Mapping Model
17: Mapping Optimization: Update Mt ←Mt

18: # Replanning if detected collision or reached goal
19: CheckPlanRequired: update PLAN REQUIRED
20: end for

two key constructions. First, we generate an SDF vol-
ume, Vs ∈ RH×W×D, through uniform querying M across
the space. Second, we establish an uncertainty volume,
Vσ ∈ RH×W×D, which encapsulates the geometric uncer-
tainty of the reconstruction space. The foremost goal of
this process is to determine the optimal observation loca-
tion. This location is characterized as the point from which
the most substantial regions of high uncertainty can be ob-
served. To effectively identify such a location, we have de-
veloped a novel uncertainty aggregation strategy.

Initially, we set up a multi-level Goal Space, denoted
as Sg ∈ RH×W×N , comprising layers that are distributed
at different heights within the space. The arrangement is
such that each layer is approximately 1 meter apart from its
adjacent layers, providing a structured vertical distribution
throughout the space. Rather than aggregating uncertainties
at every vertex within Vσ onto the Goal Space, our method
focuses on a set of vertices with the top-k uncertainty, de-
noted as {xσ}k, where k = 300. For each point xg sampled
within the Goal Space, we accumulate the uncertainty of all
visible {xσ}k points, provided they fall within the optimal
observation range of [0.5, 2]m. Visibility is ascertained by
examining the SDF values between xg and xσ . Upon com-
pleting this aggregation process, the goal with the highest
aggregated value is subsequently selected as the provisional
target location. The goal state sg is defined as the goal loca-
tion looking at its most uncertain region.

Efficient RRT Path Planning Upon pinpointing the goal
location, our path planning module is activated to devise a
viable path linking the current state, st, with the goal state,
sg . For this purpose, we adopt a sampling-based path plan-
ning methodology akin to the Rapid-exploration Random
Tree (RRT) [35], utilizing the SDF map Vs as a basis. No-
tably, executing the conventional RRT within a large-scale
3D environment proves to be considerably time-consuming.
To mitigate this challenge, we implement an efficient plan-
ning approach inspired by [34]. Our strategy enhances the
traditional RRT by not only iterating through random point
sampling but also consistently seeking direct, feasible lines
connecting these sampled points with the goal state. Such
augmentation significantly expedites the planning process,
thereby making RRT practical and efficient even in expan-
sive scenes. Note that occasionally, the identified goal state
sg may be situated in a location that, while lying within the
predefined 3D bounding box, is actually outside the navi-
gable space. In such instances, RRT typically fails to find
a valid or feasible path, as shown by reaching the maxi-
mum sampling number. To address this issue, we assess the
reachability of all Vσ vertices by querying RRT. If a vertex
is determined to be unreachable — specifically, if it lies at a
minimum distance beyond the agent’s step size — it is then
excluded from the uncertainty aggregation process.

Action Execution In our system, the agent is capable of
performing several actions under various events:
• Move: The agent moves towards the target, looking at the

3D point with the highest uncertainty.
• Observe: Upon reaching sg , the agent sequentially ob-

serves the top-10 uncertain points within the sensing
range via rotational motion.

• Stay: The agent remains stationary either upon reaching
the goal location or when collisions are detected.

Note that Goal Space and the RRT space can be tailored to
suit the specific dimensions of the scene as well as the type
of agent involved, whether it be a ground robot or an aerial
robot. To demonstrate the generalization of our system, we
model the agent as a free-moving entity with a spherical
body, which has a radius of 5cm. The agent’s motion is
constrained to translations ≤ 10cm and rotations ≤ 10◦.

3.4. Active Ray Sampling

In the process of mapping optimization, Co-SLAM [73]
employs a strategy of sampling N rays from both the
database and the most recent keyframe. While this random
sampling technique facilitates optimization across various
regions, it occasionally leads to inconsistent results. More-
over, this approach does not ensure that regions character-
ized by subpar reconstruction quality are adequately sam-
pled. By incorporating the learned uncertainty, we intro-
duce a more targeted ray sampling method. This approach



Figure 4. Matterport3D Results Two scenes (Left: pLe4; Right: HxpK) are presented here. The results are distinguished by border
colors: [Ground Truth , ANM[79], Ours]. In our results, notably in the second and fifth columns, black regions signify incomplete GT
mesh, illustrating the extrapolation capacity of our neural mapping module. Results in columns 3 and 6 are trimmed for better comparison.

retains the diversity of the original sampling strategy but en-
hances it by substituting N ′ rays from the random sample
with the top-N ′ rays, selected based on their uncertainty.
This active ray sampling technique improves the consis-
tency and quality of the system’s output across different it-
erations, as presented in Sec. 4.3.

3.5. Active Reconstruction

Integrating the mapping module outlined in Sec. 3.1 and
Sec. 3.2, with the planning module from Sec. 3.3, we estab-
lish a comprehensive neural active reconstruction system,
as detailed in Algorithm 1 and illustrated in Fig. 2. Lever-
aging an up-to-date neural mapping model, this system em-
ploys the planning module to perform goal searching and
path planning. Subsequent to each action executed for ac-
quiring a new RGB-D frame, a selection of rays from the
keyframes is stored in a database to facilitate mapping op-
timization. This storage occurs at a fixed interval of every
5 steps. Replanning is triggered under two conditions: ei-
ther after the completion of the Observe action at the goal
location or upon detection of a collision.

4. Experiments and Results
4.1. Experimental Setup

Simulator and Dataset Our experiments utilize the Habi-
tat simulator [59] and are evaluated on two photorealis-
tic datasets: Replica [67] and Matterport3D (MP3D) [8].
Specifically, we select 8 scenes from Replica [68] and 5
scenes from MP3D [79] for our analysis. The experiments
are designed to run for 2000 steps in Replica and 5000 steps
in MP3D, reflecting the larger scene sizes in MP3D that ne-
cessitate more steps for thorough exploration. In these ex-
periments, our system processes posed RGB-D images at

a resolution of 680 × 1200, with the field of view settings
at 60◦ vertically and 90◦ horizontally. We use 10cm as the
voxel size for all experiments when generating 3D volume.

This work represents a departure from previous neural
active reconstruction efforts, which typically involve action
spaces constrained to teleporting between discrete locations
[49, 56], moving within limited areas such as a hemisphere
[84], or navigating the local vicinity on a 2D plane [9, 79].
In contrast, we introduce the first neural active reconstruc-
tion system operating with 6DoF movement in unrestricted
3D spaces. Given the inherent randomness in the methods,
we conduct each experiment five times to ensure reliability
and present the average outcomes. For experiments with ac-
tive planning, the agent’s starting position is randomly ini-
tialized within the traversable space for each trial.

Metrics We evaluate the reconstruction using Accuracy
(cm), Completion (cm), Completion ratio (%) with a thresh-
old of 5cm. We also compute the mean absolute distance,
MAD (cm), between the estimated SDF distance on all ver-
tices from the ground truth mesh. In line with methodolo-
gies employed in previous studies [73, 74], we refine the
predicted mesh by removing unobserved regions and noisy
points that are within the camera frustum but external to the
target scene, utilizing a mesh culling technique. Refer to
[73] for a detailed explanation of the mesh culling process.

4.2. Evaluation

To our knowledge, this is the first study to address the
challenge of active surface reconstruction in large-scale in-
door scenes with the provision for 6DoF movements in
3D space. Previous studies that allow for 6DoF motions,
such as [29, 33, 36, 56, 84], have primarily focused on
object-centric scenarios. In contrast, earlier works targeting



MAD (cm) ↓ Acc. (cm) ↓ Comp. (cm) ↓ Comp. Ratio (%) ↑
FBE [77] / / 9.78 71.18
UPEN [25] / / 10.60 69.06
OccAnt [55] / / 9.40 71.72
ANM [79] 4.29 7.80 9.11 73.15
Ours 1.44 6.31 3.00 90.18

Table 1. MP3D Results Our method shows superior performance
with better reconstruction quality and completeness.

large-scale indoor scenes have generally been categorized
under the active exploration task. These studies, includ-
ing [9, 25, 79], often employ reinforcement learning-based
planners and restrict agent movement to a 2D plane. No-
tably, ANM [79] is among the closest to our work; it also
utilizes neural implicit representation for mapping in large-
scale indoor environments. Averaged results are presented
in this section, while a comprehensive evaluation of indi-
vidual scenes is included in the supplementary material.

MP3D In Tab. 1, we provide a quantitative comparison
of our system against previous studies on MP3D. Our ap-
proach significantly surpasses prior work across all evalu-
ation metrics. The MAD metric reflects the precision of
the learned 3D neural distance field in our model. Further-
more, both the Completion and Completion Ratio metrics,
which assess the extent of active exploration coverage in 3D
space, indicate that our method achieves remarkably high
completeness. This success is attributable to our effective
method of goal identification combined with the agent’s un-
restricted movement capabilities, as shown in Fig. 1.

It is important to note that the Accuracy metric is calcu-
lated by computing the mean nearest distance (with respect
to the prediction) between the predicted vertices and the
ground-truth vertices. However, a challenge arises with the
MP3D scenes due to their real-world capture; the ground-
truth mesh often exhibits incompleteness resulting from
incomplete scanning. In scenarios where neural implicit
reconstruction is applied, the neural networks’ extrapola-
tion capacity can fill in these missing regions. While this
might be beneficial in some contexts, it poses a disadvan-
tage for the Accuracy evaluation. This effect is exemplified
in Fig. 4, where the discrepancy due to neural network ex-
trapolation is evident. In Fig. 4, it is evident that our method
yields a more comprehensive and high-fidelity reconstruc-
tion, underscoring the effectiveness of our approach.

4.3. Ablation Studies

Replica features photorealistic 3D indoor scenes, spanning
both room and building scales. Each scene in this dataset
is represented by a dense mesh, which typically exhibits
greater completeness compared to the MP3D scenes. Given
this higher level of completeness, we primarily conduct our
ablation studies on the Replica dataset to ensure more rep-
resentative and robust results.

Method Acc. (cm) Comp. (cm) Comp. Ratio (%)
µ σ2(10−3) µ σ2(10−3) µ σ2(10−2)

Neural SLAM
iMAP [68] 3.62 / 4.93 / 80.50 /
NICE-SLAM [86] 2.37 / 2.63 / 91.13 /
Co-SLAM [73] 2.30 34.56 2.35 29.51 92.74 72.90
[73] w/ ActRay 2.30 26.10 2.35 15.06 92.70 11.77

Neural Mapping: Tracking is disabled
Co-SLAM [73] 1.96 3.02 2.00 0.86 93.79 2.16
[73] w/ ActRay 1.96 2.88 1.98 0.50 93.90 1.88

Neural Active Mapping
w/o ActiveRay 1.67 1.76 96.89
Uncertainty Net 1.69 2.05 94.62
Full 1.61 1.66 97.20

Table 2. Evaluation and Ablation Studies on Replica.
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Figure 5. Evolution of Uncertainty and Completion Using Ex-
plicit Grid and Implicit Net. The abrupt decrease in Grid Un-
cert(office3) correlates with the implementation of the reachability
filtering strategy, as outlined in Sec. 3.3.

Active Ray Sampling In this section, we assess the effi-
cacy of the Active Ray Sampling strategy (ActiveRay), as
detailed in Sec. 3.4. We tested the strategy across three dis-
tinct tasks, presenting the results in Tab. 2. Leveraging our
learned uncertainty, the Active Ray Sampling module acts
as a versatile plug-and-play enhancement for existing neu-
ral mapping methods, leading to improved reconstruction
outcomes. Focusing on the Neural SLAM task, we inte-
grate our learned uncertainty and the Active Ray Sampling
strategy into Co-SLAM [73]. Our results demonstrate re-
construction quality comparable to the original Co-SLAM.
More importantly, multiple trials reveal that the inclusion
of Active Ray Sampling yields more consistent results with
reduced variance. The Neural SLAM task, which involves
estimating camera poses, introduces an additional complex-
ity to the optimization process. In the second task, we con-
centrate on mapping capabilities, deactivating the tracking
function in Co-SLAM [73]. Without the instability intro-
duced by the tracking thread, our method exhibits improved
reconstruction quality compared to Co-SLAM. A key ad-
vantage of this approach in both tasks is the enhancement
of result stability, evidenced by reduced variance. In the



Figure 6. Replica Results Two scenes (office0, office3) are shown in the first and second rows, respectively. The results represent [ Ground
Truth, Uncertainty Net, w/o ActiveRay, Full ]. Our Full method shows a better completeness and quality on the highlighted regions. Note
that the GT visualization uses view-dependent rendering, unlike our mapping backbone, resulting in color differences in the visualizations.

third task, focusing on Active Neural Mapping, we demon-
strate that ActiveRay is a crucial element of our system. We
surmise that this effectiveness stems from our system’s de-
liberate focus on accruing more observations from regions
of uncertainty. Consequently, this leads to an increase in
the number of valid rays, especially those marked by uncer-
tainty, making them prime candidates for selection by Ac-
tiveRay. We provide a qualitative comparison in Fig. 6, con-
trasting results obtained using our complete method with
those achieved without ActiveRay. The full implementa-
tion of our method, employing ActiveRay, demonstrates en-
hanced completeness and finer detail in thin structures.

Explicit Grid v.s. Implicit Net We discuss the use of ex-
plicit and implicit representation in Sec. 3.2. It was noted
that utilizing an implicit representation (Uncertainty Net)
for learning uncertainty presents stability challenges. The
optimization process employing Uncertainty Net is depicted
in Fig. 5, where it is juxtaposed with our proposed Uncer-
tainty Grid for comparative analysis. Two principal obser-
vations emerge from this comparison: Firstly, both Uncer-
tainty Net and Uncertainty Grid demonstrate rapid conver-
gence, underscoring the efficacy of our uncertainty-aware
planning approach. Secondly, as previously discussed in
Sec. 3.2, Uncertainty Net tends to produce fluctuating un-
certainty values during the optimization phase due to con-
tinuous updates in network parameters. This instability is
also illustrated in Fig. 5, where we include log(

∑
xi Vσ(xi))

and the completion ratios, highlighting the comparative sta-
bility offered by Uncertainty Grid. In Uncertainty Grid, a
clear correlation is observed: the completion ratio increases
as uncertainty decreases. Conversely, in Uncertainty Net,
these two metrics do not exhibit a strong correlation. In
Fig. 6, we present a qualitative comparison demonstrating

that using Uncertainty Grid results in higher reconstruction
completeness than Uncertainty Net.

5. Discussion
In summary, NARUTO represents a significant advance-
ment in the field of neural active reconstruction. By in-
tegrating a hybrid neural representation with uncertainty
learning, and a novel uncertainty-aware planning module,
we present the first neural active reconstruction system
that enables agents to execute 6DoF movement in unre-
stricted space. Furthermore, the enhancement of state-of-
the-art neural mapping methods through our active ray sam-
pling strategy underscores the versatility and practicality of
NARUTO. Rigorous evaluation in diverse environments us-
ing an indoor scene simulator demonstrates our system’s
superior performance, outperforming existing methods on
benchmark datasets such as Replica and MP3D, setting a
new standard in active reconstruction.

While NARUTO exhibits outstanding performance, fu-
ture research directions are identified to advance the field.
Firstly, the current assumption of known localization and
perfect action execution, which might not hold in real-
world scenarios, suggests the need for a robust planning
and localization module to enhance real-world applicabil-
ity. Secondly, the agent’s motion constraints, vital in practi-
cal applications, should be considered to refine the system’s
general movement solution. Lastly, the use of a single-
resolution uncertainty grid, primarily focusing on scene
completeness, could be evolved into a multi-resolution
uncertainty representation to meet diverse requirements.
These future explorations aim to augment NARUTO’s prac-
ticality and adaptability in real-world settings, pushing the
boundaries of autonomous robotic systems.
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Castellanos. A survey on active simultaneous localiza-
tion and mapping: State of the art and new frontiers.
arXiv preprint arXiv:2207.00254, 2022. 2

[54] Albert Pumarola, Enric Corona, Gerard Pons-Moll,
and Francesc Moreno-Noguer. D-nerf: Neural radi-
ance fields for dynamic scenes. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 10318–10327, 2021. 1, 2

[55] Santhosh K Ramakrishnan, Ziad Al-Halah, and Kris-
ten Grauman. Occupancy anticipation for efficient ex-
ploration and navigation. In Computer Vision–ECCV
2020: 16th European Conference, Glasgow, UK, Au-
gust 23–28, 2020, Proceedings, Part V 16, pages 400–
418. Springer, 2020. 7

[56] Yunlong Ran, Jing Zeng, Shibo He, Lincheng Li,
Yingfeng Chen, Gimhee Lee, Jiming Chen, and Qi Ye.
Neurar: Neural uncertainty for autonomous 3d recon-
struction. arXiv preprint arXiv:2207.10985, 2022. 2,
4, 6

[57] Christian Reiser, Songyou Peng, Yiyi Liao, and An-
dreas Geiger. Kilonerf: Speeding up neural radiance
fields with thousands of tiny mlps. In International
Conference on Computer Vision (ICCV), 2021. 2

[58] Sara Fridovich-Keil and Alex Yu, Matthew Tan-
cik, Qinhong Chen, Benjamin Recht, and Angjoo
Kanazawa. Plenoxels: Radiance fields without neu-
ral networks. In CVPR, 2022. 2

[59] Manolis Savva, Abhishek Kadian, Oleksandr
Maksymets, Yili Zhao, Erik Wijmans, Bhavana Jain,
Julian Straub, Jia Liu, Vladlen Koltun, Jitendra Malik,
et al. Habitat: A platform for embodied ai research.
In Proceedings of the IEEE/CVF international con-
ference on computer vision, pages 9339–9347, 2019.
3, 6

[60] Davide Scaramuzza and Friedrich Fraundorfer. Vi-
sual odometry [tutorial]. IEEE robotics & automation
magazine, 18(4):80–92, 2011. 2

[61] Johannes L Schonberger and Jan-Michael Frahm.
Structure-from-motion revisited. In Proceedings of
the IEEE conference on computer vision and pattern
recognition, pages 4104–4113, 2016. 2

[62] Katja Schwarz, Yiyi Liao, Michael Niemeyer, and An-
dreas Geiger. Graf: Generative radiance fields for 3d-
aware image synthesis. Advances in Neural Informa-
tion Processing Systems, 33:20154–20166, 2020. 1,
2

[63] Steven M Seitz, Brian Curless, James Diebel, Daniel
Scharstein, and Richard Szeliski. A comparison and
evaluation of multi-view stereo reconstruction algo-
rithms. In 2006 IEEE computer society conference on
computer vision and pattern recognition (CVPR’06),
pages 519–528. IEEE, 2006. 2

[64] Roland Siegwart, Illah Reza Nourbakhsh, and Da-
vide Scaramuzza. Introduction to autonomous mobile
robots. MIT press, 2011. 2

[65] Cyrill Stachniss. Robotic mapping and exploration.
Springer, 2009. 2

[66] Cyrill Stachniss, Dirk Hahnel, and Wolfram Bur-
gard. Exploration with active loop-closing for fast-
slam. In 2004 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS)(IEEE Cat. No.
04CH37566), pages 1505–1510. IEEE, 2004. 2

[67] Julian Straub, Thomas Whelan, Lingni Ma, Yufan
Chen, Erik Wijmans, Simon Green, Jakob J Engel,
Raul Mur-Artal, Carl Ren, Shobhit Verma, et al. The
replica dataset: A digital replica of indoor spaces.
arXiv preprint arXiv:1906.05797, 2019. 6, 3, 4, 5

[68] Edgar Sucar, Shikun Liu, Joseph Ortiz, and Andrew J
Davison. imap: Implicit mapping and positioning in
real-time. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 6229–
6238, 2021. 1, 3, 6, 7



[69] Cheng Sun, Min Sun, and Hwann-Tzong Chen. Direct
voxel grid optimization: Super-fast convergence for
radiance fields reconstruction. In CVPR, 2022. 1, 2

[70] Jian Sun, Nan-Ning Zheng, and Heung-Yeung Shum.
Stereo matching using belief propagation. IEEE
Transactions on pattern analysis and machine intel-
ligence, 25(7):787–800, 2003. 2

[71] Sebastian Thrun. Probabilistic robotics. Communica-
tions of the ACM, 45(3):52–57, 2002. 2

[72] Sebastian B Thrun and Knut Möller. Active explo-
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NARUTO: Neural Active Reconstruction from Uncertain Target Observations

Supplementary Material

6. Overview
In this supplementary material, we provide a detailed out-
line structured as follows: Sec. 7 delves into additional im-
plementation specifics of NARUTO. Sec. 8 examines the
computation costs associated with each module. Comple-
menting the results in Sec. 4, Sec. 9 extends our analysis
with per-scene evaluations for MP3D and Replica.

7. Implementation Details
Hardware Details We run the experiments on a desktop
PC with a 2.2GHz Intel Xeon E5-2698 CPU and NVIDIA
V100 GPU.

Memory requirement Memory consumption varies de-
pending on the scene size. As a reference, in a 120m3

scene, the corresponding GPU memory and RAM are
8.1GB and 8.6GB respectively. The consumption can be
further reduced with a more efficient implementation as our
current implementation involves intensive exchanges be-
tween RAM and GPU memories.

7.1. Neural Mapping Details

We adopt Co-SLAM [73] as the foundational mapping
framework for our system, adhering to the hyperparame-
ter configurations established therein. For details pertaining
to the hyperparameters specific to the mapping component,
we direct readers to [73] for comprehensive information.

7.2. Efficient RRT Details

Path planning in three-dimensional spaces presents signif-
icant computational challenges, particularly when employ-
ing standard 3D RRT algorithms [35]. In our approach, we
introduce an accelerated version of RRT, dubbed E-RRT
(Efficient RRT), which incorporates several optimizations
for improved performance.

The primary innovation in E-RRT, drawing inspiration
from RRT-Connect [34], is its strategy to first attempt di-
rect connections from the growing tree to the goal at each
iteration. While this does not ensure the shortest path, it sig-
nificantly enhances the efficiency of finding a viable path.

Furthermore, E-RRT enhances the process of node ex-
pansion. Instead of adding a single node, our method inte-
grates a series of feasible points uniformly distributed be-
tween a randomly generated node and its nearest neighbor
in the tree, based on a predefined step size, for instance, 10
cm, up the distance of M × step size. Here M equals to 10.
This modification substantially accelerates the expansion of
the tree, especially in the initial growth stages.

Figure 7. Equirectangular RGB-D Example Black regions re-
fer to the invalid regions with zero depth measurement. The ratio
of black regions increases significantly when the agent leaves the
building. This is used as a signal for collision detection.

Lastly, we address the increasing computational load
associated with nearest-neighbor searches as the tree ex-
pands. By leveraging parallel processing on a GPU, E-
RRT achieves a consistently high search speed, thus miti-
gating the computational costs that typically escalate with
tree complexity.

7.3. Collision Detection

We have tailored two distinct collision detection method-
ologies to align with the nuances of the Replica and Matter-
port3D datasets.

For experiments conducted within the Replica dataset,
collision detection is facilitated through an SDF map de-
rived from our hybrid scene representation. We assess po-
tential collisions by sampling points at 2 cm intervals be-
tween consecutive states and querying the SDF map at these
points. A collision is inferred when the SDF value at any
point falls below the 5 cm threshold, consistent with our
model of the agent as a sphere with a 5 cm radius.

This protocol effectively prevents the agent from inter-
secting with wall surfaces during simulations. Nonetheless,
it cannot preclude the agent from exiting the scene through
non-watertight boundaries. In contrast, the Matterport3D



dataset, reflecting real-world environments, presents unique
challenges with regions devoid of geometry—artifacts of
incomplete depth data during dataset construction. These
gaps in the environment can erroneously permit the agent
to traverse through “walls” or exit buildings. To counteract
this, in addition to the SDF-based collision detection, we
have developed a specialized collision detection system that
assesses equirectangular depth measurements (e.g. Fig. 7)
at prospective states, calculating the proportion of invalid
regions. An increase in this proportion signals potential
egress from the building, and by establishing a threshold ra-
tio, we can determine the validity of the next state, thereby
preventing unintended departure from the environment.

7.4. Rotation Planning

As delineated in Sec. 3.3, when the agent arrives at a des-
ignated goal state sg , it proceeds to sequentially observe
the top-10 points of uncertainty within its sensing radius
through a series of rotational movements. In an effort to re-
duce the number of steps necessary to cover all ten of these
uncertain perspectives, we have devised a straightforward
rotational planning algorithm. This method involves iden-
tifying the subsequent viewpoint that can be reached with
the least rotational effort and then executing the transition
using a Spherical Linear Interpolation (SLERP) strategy.

7.5. Active Ray Sampling Details

In the context of mapping optimization within Co-
SLAM[73], the conventional approach entails the random
selection of 2048 pixels from the database, supplemented
by a minimum of 100 pixels from the current viewpoint.
Our Active Ray Sampling strategy introduces a refinement
to this process. Specifically, we quadruple the count of
randomly sampled pixels, thus drawing 8192 pixels from
the database and ensuring at least 400 pixels from the cur-
rent viewpoint. Within this augmented sample set, we then
identify and prioritize the 500 most uncertain pixels. The
remaining 1548 pixels are selected from the database, in
addition to a minimum of 100 random points from the cur-
rent viewpoint. This hybrid sampling method effectively
combines the breadth of random sampling with the targeted
insight of Active Ray Sampling, thereby capturing a broad
yet informative snapshot of the environment.

8. Runtime Analysis
8.1. System Runtime

In this section, we present a detailed runtime analysis of
the three major modules in NARUTO, as illustrated in
Fig. 8. The first module is a simulator for data genera-
tion. The second is a mapping module optimized for a hy-
brid scene representation. Lastly, we have an uncertainty-
aware planning module. For data generation, HabitatSim

Method Time (ms) Node Num. Step Num.
RRT 19× 103 19× 103 28× 103

w/o direct line 17× 103 20× 103 21× 103

w/o fast tree 16.00 44.17 2.56
Ours (E-RRT) 5.77 16.70 1.19

Table 3. RRT runtime analysis on Replica-room0. We con-
ducted a runtime analysis of RRT variants, revealing that our opti-
mized RRT implementation significantly outpaces traditional RRT
in planning speed, achieving real-time planning capabilities.

requires, on average, 24.4ms to generate 680× 1200 RGB-
D data per iteration. The Mapping module, although tak-
ing about 300ms per iteration, averages 60.5ms since it is
activated only every five keyframes. The Active Planning
module averages 2.1ms, which includes 0.3ms for colli-
sion detection per iteration. Additionally, Active Planning
encompasses two modules that are triggered occasionally
when the ’PLAN REQUIRED’ condition is met. These are
the uncertainty-aware goal searching, averaging 6.8ms, and
RRT path planning, averaging 5.77 ms. In conclusion, our
analysis demonstrates that NARUTO offers real-time capa-
bilities, particularly due to its efficient planning module.

8.2. RRT Runtime Analysis

In this section, we delve deeper into our optimized RRT im-
plementation, as outlined in Sec. 7.2. We have engineered
a customized version of RRT that enhances planning speed
through several strategies:
• Direct Line: Actively identifying straight paths that link

the RRT tree to the goal.
• Fast Tree: Speeding up the expansion of the tree.
• Parallel Computing: Utilizing GPU processing for in-

creased efficiency.
These innovations significantly reduce the time required

for path planning, making our RRT variant highly suitable
for real-time applications. We present an ablation study on
the runtime performance of our RRT approach in Tab. 3. To
maintain consistency, all experiments were conducted us-
ing parallel processing for nearest-neighbor searches during
tree expansion.

Evaluation Our evaluation of the methods encompasses
three key metrics: the average time taken for each path plan-
ning request, the average number of nodes generated within
the RRT tree, and the average number of steps taken in the
RRT process.

Analysis Compared to traditional RRT, our efficient RRT
implementation is markedly faster, both in average planning
time and iteration count. It also generates fewer nodes and
uses less memory, as shown by the reduced average num-
ber of nodes required per planning request. The ablation
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Figure 8. Runtime Analysis in the Replica-room0 Environment This figure illustrates the runtime analysis of each module within the
Replica-room0 environment. A notable runtime impulse is observed during goal-searching iterations. The analysis encompasses three
principal modules: Habitat Simulator for data generation, Active Planning for path planning, and Mapping for mapping optimization. In
the Active Planning module, further runtime analysis includes its submodules: Uncertainty-aware Goal Searching, RRT Path Planning, and
Collision Detection.

study detailed in Tab. 3 highlights that our primary strat-
egy for improvement involves identifying potential straight
paths, drawing inspiration from RRT-Connect [34]. This
approach, along with quicker tree growth, not only acceler-
ates the planning process but also decreases memory usage.

9. Additional Experimental Results
9.1. Detailed results on MP3D and Replica

In this section, we present more comprehensive results for
the various scenes included in the Matterport3D [8] and
Replica dataset [67]. Detailed, scene-specific quantitative
results are provided in Tab. 5 and Tab. 4. For the qualitative
visualization, the reconstructed meshes undergo a culling
process as delineated in Neural RGB-D [2] and GoSURF
[74], ensuring that only the most relevant data is presented.

MP3D In Tab. 5, we present a comparative analysis of our
method against the state-of-the-art Active Neural Mapping
(ANM) [79]. The results demonstrate that our method out-
performs ANM across all evaluated metrics. Most notably,
our method exhibits a significant advancement in terms of
reconstruction quality and completeness, surpassing the ex-
isting benchmarks set by previous art. This consistent supe-
riority in performance underscores the effectiveness of our

approach in challenging reconstruction scenarios.
In Fig. 9, we conduct a qualitative evaluation of our

3D reconstruction method against the ground truth for var-
ious scenes in the Matterport3D dataset. Ground truth
meshes are presented in the odd-numbered rows, while the
even-numbered rows showcase our method’s reconstructed
meshes. Each scene is identified by a unique code (e.g.,
“Gdvg”, “gZ6f”) on the left. We offer a tripartite compari-
son for each: the first and second columns depict the exte-
rior surfaces; the third and fourth columns reveal the interior
surfaces; and the final two columns provide close-up views
of the intricate internal reconstructions. This format delin-
eates a comprehensive visual assessment, contrasting both
the textural and geometric dimensions of the meshes.

In Fig. 11 through Fig. 15, we present per-scene trajec-
tory visualizations on the Matterport3D dataset. For en-
hanced visual clarity, we focus exclusively on illustrating
the trajectory formed by keyframe camera poses and the re-
constructed texture mesh. To provide a thorough perspec-
tive of each scene, we include a bird’s eye view alongside
two distinct side views. This tri-view presentation facili-
tates a comprehensive understanding of the spatial dynam-
ics in each scene. It is important to note that the “black re-
gions” visible in the mesh represent areas lacking ground
truth data, which were consequently excluded from the



Method Metrics office0 office1 office2 office3 office4 room0 room1 room2 Avg.
Neural SLAM

Co-SLAM [73]
Acc. [cm] ↓ 1.68 1.46 2.98 3.07 2.44 2.14 2.64 2.02 2.30
Comp. [cm] ↓ 1.68 1.82 2.70 2.83 2.64 2.25 2.84 2.02 2.35
Comp. Ratio ↑ 96.25 94.44 89.80 90.82 91.59 94.61 90.32 94.09 92.74

[73] w/ ActRay
Acc. (cm) ↓ 1.61 1.48 2.96 3.12 2.43 2.17 2.58 2.00 2.30
Comp. (cm) ↓ 1.61 1.85 2.67 2.96 2.67 2.26 2.78 2.03 2.35
Comp. Ratio ↑ 96.24 94.44 90.61 89.85 91.51 94.66 90.23 94.08 92.70

Neural Mapping: Tracking is disabled.

Co-SLAM [73]
Acc. [cm] ↓ 1.50 1.28 2.56 2.69 2.25 2.01 1.55 1.87 1.96
Comp. [cm] ↓ 1.48 1.61 2.17 2.52 2.47 2.13 1.71 1.88 2.00
Comp. Ratio ↑ 96.33 94.65 92.47 91.43 91.34 94.67 95.45 93.95 93.79

[73] w/ ActRay
Acc. (cm) ↓ 1.47 1.27 2.55 2.71 2.26 2.02 1.57 1.87 1.96
Comp. (cm) ↓ 1.47 1.59 2.13 2.55 2.49 2.07 1.71 1.85 1.98
Comp. Ratio ↑ 96.44 94.80 92.90 91.32 91.32 94.92 95.40 94.12 93.90

Neural Active Mapping

w/o ActiveRay
Acc. (cm) ↓ 1.29 1.05 2.17 2.86 1.72 1.56 1.24 1.46 1.67
Comp. (cm) ↓ 1.40 1.50 1.66 3.14 1.76 1.67 1.45 1.47 1.76
Comp. Ratio ↑ 97.92 95.87 98.04 90.68 98.09 98.31 97.62 98.55 96.89

Uncertainty Net
Acc. (cm) ↓ 1.32 1.05 2.04 3.13 1.70 1.58 1.26 1.45 1.69
Comp. (cm) ↓ 2.12 2.01 2.73 2.50 2.07 1.90 1.58 1.56 2.06
Comp. Ratio ↑ 94.21 93.22 92.62 92.12 94.24 96.36 96.65 97.54 94.62

Full
Acc. (cm) ↓ 1.30 1.03 2.25 2.29 1.75 1.56 1.25 1.47 1.61
Comp. (cm) ↓ 1.39 1.53 1.69 2.27 1.79 1.68 1.43 1.48 1.66
Comp. Ratio ↑ 98.17 95.26 97.54 93.91 97.93 98.28 98.04 98.47 97.20

Table 4. Per-scene quantitative results on Replica[67] dataset

Method Metric Gdvg gZ6f HxpK pLe4 YmJk Avg.

ANM [79]

MAD (cm) ↓ 3.77 3.18 7.03 3.25 4.22 4.29
Acc. (cm) ↓ 5.09 4.15 15.60 5.56 8.61 7.80

Comp. (cm) ↓ 5.69 7.43 15.96 8.03 8.46 9.11
Comp. Ratio ↑ 80.99 80.68 48.34 76.41 79.35 73.15

Ours
MAD (cm) ↓ 1.60 1.23 1.53 1.37 1.45 1.44
Acc. (cm) ↓ 3.78 3.36 9.24 5.15 10.04 6.31

Comp. (cm) ↓ 2.91 2.31 2.67 3.24 3.86 3.00
Comp. Ratio ↑ 91.15 95.63 91.62 87.76 84.74 90.18

Table 5. Per-scene quantitative results on Matterport3D [8]
dataset. Our method achieves consistently better reconstruction
than the state-of-the-art method ANM [79].

mapping optimization process. Our observations indicate
that while our method demonstrates high completeness in
fully exploring the environment, it tends to allocate a con-
siderable number of steps to survey these “black regions”.
This behavior can be attributed to our selective exclusion
of these regions during mapping optimization, which in
turn, prevents effective reduction of uncertainty in these ar-
eas. Our method, prioritizing observation of uncertain re-
gions, thus allocates more attention to these parts. This
phenomenon is a reflection of the challenges posed by the
imperfect simulation of real-world environments.

Replica We present per-scene ablation studies on Replica
in Tab. 4. These results demonstrate that Active Ray Sam-
pling enhances the performance of CoSLAM [73], particu-
larly in scenarios where tracking is disabled. Additionally,
our ablation studies reveal that employing the Uncertainty
Grid (Full) approach yields superior results compared to the
Uncertainty Net across most scenes.

In Fig. 10, we conduct a qualitative evaluation of our 3D
reconstruction method against the ground truth for various
scenes in the Replica dataset. Ground truth meshes are pre-
sented in the odd-numbered rows, while the even-numbered
rows showcase our method’s reconstructed meshes. Our re-
sults show a high level of quality and completeness, closely
mirroring the ground truths.

In Fig. 16 - Fig. 23, we present trajectory visualiza-
tion for each scene. Given that five trials were conducted
for each scene, we selectively showcase the most illustra-
tive visualization result for demonstration purposes. In our
qualitative analysis, we present two key elements for each
scene: the texture mesh visualization and the correspond-
ing planned trajectory. Similarly, we only illustrate the tra-
jectory formed by keyframe camera poses and the recon-
structed texture mesh for better clarity.



Method Metrics office0 office1 office2 office3 office4 room0 room1 room2
CoSLAM Comp. Ratio ↑ 96.33 94.65 92.47 91.43 91.34 94.67 95.45 93.95

(no tracking) Traj. (m) ↑ 18.20 11.56 23.16 29.16 25.22 24.69 16.21 23.07

Ours Comp. Ratio ↑ 98.17 95.26 97.54 93.91 97.93 98.28 98.04 98.47
Traj. (m) ↑ 81.27 30.02 90.20 88.59 96.36 73.91 96.99 41.31

Table 6. Per-scene trajectory length evaluation on Replica[67] dataset

9.2. More qualitative comparison on MP3D

For the completeness of the study, we provide more com-
parison between ground truth, ANM baseline [79], and our
method in Matterport3D dataset, as shown in Fig. 24. We
trim the meshes for a better visualization purpose.

9.3. Comparison against passive mapping methods

In traditional mapping methods, typically involving en-
vironments scanned by human-operated sensing devices,
the trajectory of scanning significantly impacts the recon-
struction’s quality and completeness. Such approaches are
termed passive mapping methods, characterized by the ab-
sence of a planning or guidance module. In Tab. 2, we
present a quantitative comparison between Passive Neural
Mapping and Active Neural Mapping, utilizing Co-SLAM
as the backbone. Here, we aim to offer additional qual-
itative comparisons in Fig. 25 to highlight differences in
reconstruction details more vividly. In passive Co-SLAM
(with tracking disabled), regions may be missed or poorly
reconstructed if not adequately covered by the scanning tra-
jectory. Conversely, our active reconstruction method en-
sures a more comprehensive and accurate reconstruction,
effectively addressing these limitations.

We compared the trajectory lengths of passive versus ac-
tive scanning on the Replica dataset, with the results de-
tailed in Tab. 6. Under the same conditions (2000 frames
with 400 keyframes), passive scanning may result in redun-
dant observations due to the lack of guided scanning. Ac-
tive scanning, on the other hand, enables more extensive
coverage and yields superior reconstruction quality. How-
ever, this approach typically results in longer trajectories,
as the agent continuously moves to ensure comprehensive
scanning of the environment.
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Figure 9. MP3D Reconstruction Results This presents a side-by-side comparison of the reconstruction results with the Matterport3D
dataset. The odd-numbered rows display the ground truth meshes, while the even-numbered rows feature the meshes reconstructed by our
method. Our results show a high level of quality and completeness, closely mirroring the ground truths. This alignment underscores the
efficacy of our method in accurately exploring and reconstructing complex spatial geometries.
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Figure 10. Replica Reconstruction Results This presents a side-by-side comparison of the reconstruction results with the Replica dataset.
The odd-numbered rows display the ground truth meshes, while the even-numbered rows feature the meshes reconstructed by our method.
Our results show a high level of quality and completeness, closely mirroring the ground truths.



Figure 11. Matterport3D (Gdvg) Reconstructed Mesh and planned trajectory.

Figure 12. Matterport3D (gZ6f) Reconstructed Mesh and planned trajectory.



Figure 13. Matterport3D (HxpK) Reconstructed Mesh and planned trajectory.

Figure 14. Matterport3D (pLe4) Reconstructed Mesh and planned trajectory.



Figure 15. Matterport3D (YmJk) Reconstructed Mesh and planned trajectory.

Figure 16. Replica (office0) Reconstructed Mesh and planned trajectory.



Figure 17. Replica (office1) Reconstructed Mesh and planned trajectory.

Figure 18. Replica (office2) Reconstructed Mesh and planned trajectory.



Figure 19. Replica (office3) Reconstructed Mesh and planned trajectory.

Figure 20. Replica (office4) Reconstructed Mesh and planned trajectory.



Figure 21. Replica (room0) Reconstructed Mesh and planned trajectory.

Figure 22. Replica (room1) Reconstructed Mesh and planned trajectory.



Figure 23. Replica (room2) Reconstructed Mesh and planned trajectory.
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Figure 24. More Matterport3D results We trim the reconstruction results for a better comparison. Compared to the baseline method,
ANM [79], our method shows more precise and complete reconstructions.
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Figure 25. Qualitative comparison between active and passive mapping methods. For Co-SLAM [73], we disable the tracking thread
and run the reconstruction using a pre-defined trajectory. Active NARUTO shows a more complete and precise reconstruction, especially
for the regions that have not been adequately covered by the passive scanning.
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