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Abstract. We provide sufficient conditions that ensure oscillations and nonoscil-

lations for nonautonomous impulsive differential equations with piecewise con-

stant arguments of a generalized type. We cover several cases of differential
equations with deviated arguments investigated before as particular cases.

1. Introduction

In many cases, the functions used for modeling the natural phenomena with
differential equations may have to be discontinuous, such as a piecewise constant,
or have the impulsive effect present to reflect the phenomena’s characteristics to be
modeled. The reader can find examples of this kind of phenomenon in the works
of S. Busenberg and K. Cooke ([7]) and L. Dai and M.C. Singh ([8]). In the first
one, the authors modeled diseases of vertical transmission. In the second one, the
authors studied the oscillatory motion of spring-mass systems subject to piecewise
constant forces of the form Ax([t]) or A cos([t]). Indeed, one such system is the
famous Geneva wheel, widely used in watches and instruments. The motion of this
mechanism is piecewise continuous, and it can be modeled by

mx′′(t) + kx1 = Asin

(
ω

[
t

T

])
,

where [·] is the greatest integer function. (See [9]).

As a generalization of the work done by A. Myshkis in [13] (1977) concerning
differential equations with deviating arguments, M. Akhmet introduced a very in-
teresting class of differential equations of the form

(1.1) z′(t) = f(t, z(t), z(γ(t))),

where γ(t) is a piecewise constant argument of generalized type. Such γ is defined
as follows: let (tn)n∈Z and (ζn)n∈Z such that tn < tn+1 ,∀n ∈ Z with lim

n→∞
tn = ∞,

lim
n→−∞

tn = −∞ and ζn ∈ [tn, tn+1], then γ(t) = ζn, if t ∈ In = [tn, tn+1) . I.e., γ(t)

is a locally constant function. An elementary example of such functions is γ(t) = [t],
where [·] is the greatest integer function, which is constant in every interval [n, n+1[
with n ∈ Z.
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If a piecewise constant argument is used, the interval In is decomposed into an
advanced and delayed subintervals In = I+n

⋃
I−n , where I+n = [tn, ζn] and I−n =

[ζn, tn+1]. This class of differential equations is known as Differential Equations
with Piecewise Constant Argument of Generalized Type (DEPCAG). They have
remarkable properties, as the solutions are continuous functions, even when γ is
discontinuous. If we assume continuity of the solutions of (1.1), integrating from
tn to tn+1, we define a difference equation, so this type of differential equation has
hybrid dynamics (see [2, 14, 21]).
For example, in [18], the author introduced the piecewise constant argument γ(t) =[
t
h

]
h+ αh with h > 0 and 0 ≤ α ≤ 1. Then, we can see that[

t

h

]
h+ αh = (n+ α)h, when t ∈ In = [nh, (n+ 1)h).

Its delayed and advanced intervals can be concluded easily: γ(t) − t ≥ 0 ⇔ t ≤
(n+ α)h and γ(t)− t ≤ 0 ⇔ t ≥ (n+ α)h. Hence, we have

I+n = [nh, (n+ α)h), I−n = [(n+ α)h, (n+ 1)h).

This piecewise constant argument has been used (case α = 0) in the approximation
of solutions of ordinary and delayed differential equations (see also [19, 20] ).

If an impulsive condition is considered at instants {tn}n∈Z, we define the Im-
pulsive differential equations with piecewise constant argument of generalized type
(IDEPCAG),

z′(t) = f(t, z(t), z(γ(t))), t ̸= tn,

∆z(tn) := z(tn)− z(t−n ) = Pn(z(t
−
n )), t = tn, n ∈ N,(1.2)

where z(t−n ) = lim
t→t−n

z(t), and Pn is the impulsive operator (see [1, 15]).

If the differential equation explicitly shows the piecewise constant argument used,
we will call it DEPCA (IDEPCA if it has impulses).

Definition 1. A function x(t) defined on [τ,∞) is said to be oscillatory if there
exist two real-valued sequences (an), (bn) ⊂ [τ,∞) such that an → ∞, bn → ∞
as n → ∞ and x(an) ≤ 0 ≤ x(bn), ∀n ≥ M, where M is sufficiently large. I.e.,
if it is neither eventually positive nor eventually negative. Otherwise, it is called
nonoscillatory.

In the piecewise continuous frame, a function x(t) can be oscillatory even if
x(t) ̸= 0, ∀t ∈ [τ,∞). This is the context of this work, so all the definition of
oscillation for the continuous frame are no longer valid (see [12]).

Definition 2. A nonzero solution y(n) of a difference equation will be oscillatory
if for every positive integer M > 0, there exists n ≥ M such that

y(n)y(n+ 1) ≤ 0.

Otherwise, y(n) will be called nonoscillatory (see [10]).
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Figure 1. f(t) = t − [t]: an example of an oscillatory piecewise
continuous function with infinite zeros (f(n) = 0, ∀n ∈ Z).

Figure 2. f(t) = (−1)[t](t + 1 − [t]). An oscillatory piecewise
continuous function with f(t) ̸= 0, ∀t ∈ R.

2. Aim of the work

In [22], J.Wiener and A.R. Aftabizadeh studied the following DEPCA

(2.1) x′(t) = a(t)x(t) + a0(t)x
(
m
[
t+k
m

])
, x(0) = C0,

where a(t), a0(t) are continuous functions on [0,∞). They conclude the following
oscillatory criterion:

Theorem 1. if either of the conditions

lim sup
n→∞

∫ mn

mn−k

a0(t) exp

(∫ mn

t

a(s)ds

)
dt > 1,

lim inf
n→∞

∫ m(n+1)−k

mn

a0(t) exp

(∫ mn

t

a(s)ds

)
dt < −1,

holds true, then every solution of (1) is oscillatory.

Inspired by the last work, we will get sufficient conditions for the oscillation of
the solutions of the scalar linear nonautonomous IDEPCAG

(2.2)
x′(t) = a(t)x(t) + b(t)x(γ(t)), t ̸= tk
∆x|t=tk = ckx(t

−
k ), t = tk
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where a(t), b(t) are continuous real-valued locally integrable functions, ck ̸= −1, ∀k ∈
Z and γ is a piecewise constant argument of generalized type.
We will improve the results given in [22] considering any piecewise constant ar-
gument γ(t) such that γ(t) = ζk if t ∈ [tk, tk+1) with tk ≤ ζk ≤ tk+1. and the
impulsive effect.

Our work is organized as follows: First, we provide some preliminary information
necessary to understand the IDEPCAG frame better. Next, we study oscillations
for the scalar linear IDEPCAG and provide some criteria for oscillatory solutions
(extending the classical ones) for the autonomous and nonautonomous cases. Fi-
nally, we give some examples showing the effectiveness of our results.

3. Some recent results of oscillations on IDEPCAG

In [6] (2013), K-S. Chiu and M. Pinto studied the scalar DEPCAG

y′(t) = a(t)y(t) + b(t)y(γ(t)), y(τ) = y0,

where a(t), b(t) are real continuous functions defined on R. The authors investi-
gated oscillation and periodic solutions. This excellent work seems to be the first
to consider oscillations and periodic solutions with a generalized piecewise constant
argument. One of the main hypotheses used by the authors is the continuity of the
solutions. Still, it has no results for the IDEPCA or IDEPCAG cases.

In [12] (2018), F. Karakoc, A. Unal, and H. Bereketoglu studied the following
nonlinear IDEPCA:{

x′(t) = −a(t)x(t)− x([t− 1])f(y([t]) + h1(x[t]), t ̸= n ∈ Z+

y′(t) = −b(t)x(t)− y([t− 1])g(y([t]) + h2(y[t]),{
x(n) = (1 + cn)x(n

−), t = n ∈ Z+

y(n) = (1 + dn)y(n
−),

with initial conditions x(−1) = x−1, x(0) = x0, y(−1) = y−1, y(0) = y0, where
a, b : [0,∞) → R are continuous functions, f, g, h1, h2 ∈ C(R,R), cn and dn are
sequences of real numbers such that cn ̸= 1, dn ̸= 1, ∀n ≥ 1. The authors studied the
existence and uniqueness of solutions, and they obtained some sufficient conditions
for the oscillation of the solution. They stated the following sufficient conditions of
oscillation of the solutions:

Theorem 2. Assume that there exist M1 > 0 and M2 > 0 such that f(t) ≥ M1

and g(t) ≥ M2 ,∀t ∈ R, t h1(t), t h2(t) < 0 for t ̸= 0 and cn, dn < 1 for all n ∈ Z+.
If the following conditions hold,

lim sup
n→∞

(1− cn)

∫ n+1

n

exp

(∫ s

n−1

a(u)du

)
ds >

1

M1
,

lim sup
n→∞

(1− dn)

∫ n+1

n

exp

(∫ s

n−1

b(u)du

)
ds >

1

M2
.

then all solutions of (3)-(3) are oscillatory.

In [6] (2013), K-S. Chiu and M. Pinto studied the scalar DEPCAG

y′(t) = a(t)y(t) + b(t)y(γ(t)), y(τ) = y0,
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where a(t), b(t) are real continuous functions defined on R. The authors investi-
gated oscillation and periodic solutions. This excellent work seems to be the first
to consider oscillations and periodic solutions with a generalized piecewise constant
argument. One of the main hypotheses used by the authors is the continuity of the
solutions. Still, it has no results for the IDEPCA or IDEPCAG cases.

In [5] (2023), K-S. Chiu and I. Berna considered the following impulsive differ-
ential equation with a piecewise constant argument

y′(t) = a(t)y(t) + b(t)y

(
p

[
t+ l

p

])
, y(τ) = c0, t ̸= kp− l

∆y(kp− l) = dky(kp− l−), t = kp− l, k ∈ Z,(3.1)

where a(t) ̸= 0 and b(t) are real-valued continuous functions, p < l and dk ̸= −1,
∀k ∈ Z. The authors obtained an oscillation criterion for solutions of (3.1).

Finally, in [23] (2023), Z. Yan and J. Gao studied oscillation and non-oscillation
of Runge–Kutta methods for the following linear mixed-type impulsive differential
equations with piecewise constant arguments

y′(t) = ay(t) + by([t− 1]) + cy([t]) + dy([t+ 1]), t ̸= k,

∆y(k) = qy(k−), t = k, k ∈ N,(3.2)

y(0) = y0, y(1) = y1,

where a, b, c, d, q, y0, y1 ∈ R and q ̸= 1. They obtained conditions for oscillation and
non-oscillation of the numerical solutions. Also, the authors obtained conditions
under which Runge–Kutta methods can preserve the oscillation and non-oscillation.

3.1. Why study oscillations on IDEPCAG?.

Example 1. Let the following scalar linear DEPCA

(3.3) x′(t) = a(t)(x(t)− x([t+ 1]), x(τ) = x0,

and the scalar linear IDEPCA

(3.4)
z′(t) = a(t) (z(t)− z([t+ 1])) , t ̸= k
z(k) = ckz(k

−), t = k, k ∈ Z,

where a(t) is a continuous locally integrable function. As γ(t) = [t + 1], we have
tk = k, ζk = k + 1 if t ∈ [k, k + 1], k ∈ Z.
It is very easy to see, by Theorem 5 (considering ck = 0, ∀k ∈ Z), that the solution
of (3.3) is x(t) = x0, ∀t ≥ τ. I.e., all the solutions are constant. Hence, (3.3) has
no nontrivial oscillatory solutions.
On the other hand, the solution of (3.4) is

z(t) =

 k(t)∏
j=k(τ)+1

cj

 z(τ), t ≥ τ,

where k(t) = k is the only integer such that t ∈ [k, k + 1] (see Example 4). Hence,
if ck < 0, ∀k ∈ Z all the solutions are oscillatory. This example shows the role of
the presence of the impulsive effect. In fact, our main result applies to DEPCAG
and IDEPCAG cases.
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Figure 3. Solution of (3.4) with ck = − 9
10 and z(0) = −19.

4. Some Preliminary on IDEPCAG theory

Let PC(X,Y ) be the set of all functions r : X → Y which are continuous for
t ̸= tk and continuous from the left with discontinuities of the first kind at t = tk.
Similarly, let PC1(X,Y ) the set of functions s : X → Y such that s′ ∈ PC(X,Y ).

Definition 3 (DEPCAG solution). A continuous function x(t) is a solution of
(1.1) if:

(i) x′(t) exists at each point t ∈ R with the possible exception at the times tk,
k ∈ Z, where the one side derivative exists.

(ii) x(t) satisfies (1.1) on the intervals of the form (tk, tk+1), and it holds for
the right derivative of x(t) at tk.

Definition 4 (IDEPCAG solution). A piecewise continuous function y(t) is a so-
lution of (1.2) if:

(i) y(t) is continuous on Ik = [tk, tk+1) with first kind discontinuities at tk, k ∈
Z, where y′(t) exists at each t ∈ R with the possible exception at the times
tk, where lateral derivatives exist (i.e. y(t) ∈ PC1([tk, tk+1),R)).

(ii) The ordinary differential equation

y′(t) = f(t, y(t), y(ζk))

holds on every interval Ik, where γ(t) = ζk.
(iii) For t = tk, the impulsive condition

∆y(tk) = y(tk)− y(t−k ) = Pk(y(t
−
k ))

holds. I.e., y(tk) = y(t−k ) + Pk(y(t
−
k )), where y(t−k ) denotes the left-hand

limit of the function y at tk.

Let the following IDEPCAG:

(4.1)
x′(t) = f(t, x(t), x(γ(t))), t ̸= tk
x(tk)− x

(
t−k
)
= Pk(x(t

−
k )), t = tk,

x(τ) = x0,

where f ∈ C([τ,∞)× R× R,R), Pk ∈ C({tk} ,R) and (τ, x0) ∈ R2.
Also, let the following hypothesis hold:
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(H1) Let η1, η2 : R → [0,∞) locally integrable functions and ωk ∈ R+, ∀k ∈ Z;
such that

|f(t, x1, y1)− f(t, x2, y2)| ≤ η1(t) |x1 − x2|+ η2(t) |y1 − y2| ,∣∣Pk(x1(t
−
k ))− Pk(x2(t

−
k ))
∣∣ ≤ ωk

∣∣x1

(
t−k
)
− x2

(
t−k
)∣∣ .

(H2) Assume that

ν = sup
k∈Z

(∫ tk+1

tk

(η1(s) + η2(s)) ds

)
< 1.

In the following, we mention some valuable results for the rest of the work:

4.1. IDEPCAG Gronwall-Bellman type inequality.

Lemma 1. ([17],[3] Lemma 4.3) Let I an interval and u, η1, η2 : I → [0,∞) such
that u is continuous (with possible exception at {tk}k∈N), η1, η2 are continuous
and locally integrable functions, η : {tk} → [0,∞) and γ(t) a piecewise constant
argument of generalized type such that γ(t) = ζk, ∀t ∈ Ik = [tk, tk+1) with tk ≤
ζk ≤ tk+1 ∀k ∈ N. Assume that ∀t ≥ τ

u(t) ≤ u(τ) +

∫ t

τ

(η1(s)u(s) + η2(s)u(γ(s))) ds+
∑

τ≤tk<t

η(tk)u(t
−
k ),

ϑ̂k =

∫ ζk

tk

(η1(s) + η2(s)) ds ≤ ϑ̂ := sup
k∈N

ϑ̂k < 1

hold. Then, for t ≥ τ , we have

u(t) ≤

 ∏
τ≤tk<t

(1 + η(tk))

 exp

(∫ t

τ

(
η1(s) +

η2(s)

1− ϑ̂

)
ds

)
u(τ),

u(ζk) ≤(1− ϑ)u(tk)

u(γ(t)) ≤(1− ϑ)−1

 ∏
τ≤tk<t

(1 + η3(tj))

 exp

(∫ t

τ

(
η1(s) +

η2(s)

1− ϑ̂

)
ds

)
u(τ).

4.2. Existence and uniqueness for (4.1).

Theorem 3. (Uniqueness) ([3], Theorem 4.5) Consider Lemma 1 and the
I.V.P for (2.2) with y(t, τ, y(τ)). Let (H1)-(H2) hold. Then, there exists a unique
solution y for (2.2) on [τ,∞). Moreover, every solution is stable.

Lemma 2. (Existence of solutions in [τ, tk)) ([3], Lemma 4.6) Consider
Lemma 1 and the I.V.P for (2.2) with y(t, τ, y(τ)). Let (H1)-(H2). Then, for each
y0 ∈ Rn and ζk ∈ [tk−1, tk) there exists a solution y(t) = y(t, τ, y(τ)) of (2.2) on
[τ, tr) such that y(τ) = y0.

Theorem 4. (Existence of solutions in [τ,∞) ([3], Theorem 4.7) Consider
1 and let (H1)-(H2) hold. Then, for each (τ, y0) ∈ R+

0 × R, there exists y(t) =
y(t, τ, y0) for t ≥ τ , a unique solution for (2.2) such that y(τ) = y0.
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5. The nonautonomous homogeneous linear IDEPCAG

In this section, we will present the nonautonomous homogeneous linear IDE-
PCAG

(5.1)
z′(t) = a(t)z(t) + b(t)z(γ(t)), t ̸= tk
∆z|t=tk = ckz(t

−
k ), t = tk

where z ∈ R, t ∈ R, a(t), b(t) are real-valued continuous locally integrable functions,
(ck)k∈N is a real sequence such that 1 + ck ̸= 0 ∀k ∈ N and γ(t) is a generalized
piecewise constant argument.

As the oscillatory definition has an asymptotic component, we will only be in-
terested in the forward continuation of solutions. So, during the rest of the work,
we will assume γ(τ) := τ if tk(τ) ≤ γ(τ) < τ < tk(τ)+1, where k(τ) is the only
k ∈ Z such that tk(τ) ≤ τ ≤ tk(τ)+1, and we will adopt the following notation for
the matricial products and sums:
n∏

j=1

Aj =

{
An ·An−1 · · ·A1, if n ≥ 1,

I if n < 1.
and

n∑
j=1

Aj =

{
A1 + . . .+An, if n ≥ 1,

0 if n < 1.

Let x(t) = ϕ(t, τ)x(τ) = exp

(∫ t

τ

a(u)du

)
x(τ) the solution of the ordinary

differential equation

x′(t) = a(t)x(t),

x0 = x(τ), t, τ ∈ [τ,∞).

We will assume the following hypothesis:

(H3) Let ρ+k (a) = exp

(∫ ζk

tk

|a(u)| du

)
, ρ−k (a) = exp

(∫ tk+1

ζk

|a(u)| du
)
,

ρk(a) = ρ+k (a)ρ
−
k (a) and ν±k (b) = ρ±k (a) ln ρ

±
k (b),

and assume that

ρ(a) = sup
k∈Z

ρk(a) < ∞, ν±(b) = sup
k∈Z

ν±k (b) < ∞,

where

(5.2) ν+k (b) < ν+(b) < 1, ν−k (b) < ν−(b) < 1.

Consider the following definitions

j(t, ζk) = 1 +

∫ t

ζk

exp

(∫ ζk

s

a(u)du

)
b(s)ds,

e(t, ζk) = ϕ(t, ζk(t))j(t, ζk(t))

=

(
exp

∫ t

ζk(t)

a(u)du

)

·

(
1 +

∫ t

ζk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds

)
.(5.3)



ON OSCILLATIONS OF NONAUTONOMOUS LINEAR IDEPCAG 9

Remark 1. As a consequence of (H3), it is important to notice the following facts:

(i) Due to condition (5.2), j−1(tk, ζk) and j−1(tk+1, ζk) are well defined ∀k ∈
Z, and∣∣j−1(tk, ζk)

∣∣ ≤ ∞∑
k=0

[
ν+(b)

]k
=

1

1− ν+(b)
, |j(tk+1, ζk)| ≤ 1 + ν−(b),

∣∣j−1(tk+1, ζk)
∣∣ ≤ ∞∑

k=0

[
ν−(b)

]k
=

1

1− ν−(b)
, |j(tk, ζk)| ≤ 1 + ν+(b).

Also, if we set t0 = τ , we are considering that j−1(τ, γ(τ)) exists.
(ii) On the other hand, if we want a nonzero solution of a linear IDEPCAG,

we need j(t, ζk) ̸= 0,∀k ∈ Z and ∀t ∈ [τ,∞) (See Remark 2 and [6]).

5.1. The fundamental solution of the homogeneous linear IDEPCAG.
The following results can be found in [17] and [16] in a more general matricial
context. They are the IDEPCAG extension of [14]. We will use the next scalar
version of them:

Theorem 5. Let the following linear IDEPCAG system

(5.4)
z′(t) = a(t)z(t) + b(t)z(γ(t)), t ̸= tk
z(tk) = (1 + ck) z(t

−
k ), t = tk

z0 = z(τ).

If (H3) holds, then the unique solution of (5.4) is

z(t) = w(t, τ)z(τ), t ∈ [τ,∞),

where w(t, τ) is given by
(5.5)

w(t, τ) = w(t, tk(t))

 k(t)∏
r=k(τ)+2

(1 + cr)w(tr, tr−1)

(1 + ck(τ)+1

)
w(tk(τ)+1, τ)

for t ∈ Ik(t) and τ ∈ Ik(τ), where w(t, s) is defined as

w(t, s) = e(t, γ(s))e−1(s, γ(s)), if t, s ∈ Ik = [tk, tk+1].

In a more explicit form, the unique solution of (5.4) can be written as

z(t) = w(t, tk(t))

 k(t)∏
r=k(τ)+2

(1 + cr)w(tr, tr−1)


·
(
1 + ck(τ)+1

)
w(tk(τ)+1, τ)z(τ), for t ∈ Ik(t), τ ∈ Ik(τ),(5.6)

and the discrete solution of (5.4) can be also written by

(5.7) z(tk(t)) =

 k(t)∏
r=k(τ)+2

(1 + cr)w(tr, tr−1)

(1 + ck(τ)+1

)
w(tk(τ)+1, τ)z(τ).

The expression given by (5.5) is called the fundamental solution for (5.4).

Proof. Let t, τ ∈ Ik = [tk, tk+1) for some k ∈ Z. In this interval, we are in the
presence of the ordinary system

z′(t) = a(t)z(t) + b(t)z(ζk).
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So, the unique solution can be written as

(5.8) z(t) = ϕ(t, τ)z(τ) +

∫ t

τ

ϕ(t, s)b(s)z(ζk)ds.

Keeping in mind I+k , evaluating the last expression at t = ζk we have

z(ζk) = ϕ(ζk, τ)z(τ) +

∫ ζk

τ

ϕ(ζk, s)b(s)z(ζk)ds,

Hence, we get (
1 +

∫ τ

ζk

ϕ(ζk, s)b(s)ds

)
z(ζk) = ϕ(ζk, τ)z(τ).

I.e
z(ζk) = j−1(τ, ζk)ϕ(ζk, τ)z(τ).

Then, by the definition of e(t, τ) = ϕ(t, τ)j(t, τ), we have

(5.9) z(ζk) = e−1(τ, ζk)z(τ).

Now, from (5.8) working on I−k , considering τ = ζk, we have

z(t) = ϕ(t, ζk)z(ζk) +

∫ t

ζk

ϕ(t, s)b(s)z(ζk)ds

= ϕ(t, ζk)

(
1 +

∫ t

ζk

ϕ(ζk, s)b(s)ds

)
z(ζk).

I.e., z(t) = e(t, ζk)z(ζk). So, by (5.9), we can rewrite the last equation as

(5.10) z(t) = e(t, ζk)e
−1(τ, ζk)z(τ).

Then, setting

w(t, s) = e(t, γ(s))e−1(s, γ(s)), if t, s ∈ Ik = [tk, tk+1],

we have the solution for (5.4) for t ∈ Ik = [tk, tk+1),

(5.11) z(t) = w(t, τ)z(τ).

Next, if we consider τ = tk, and, assuming left side continuity of (5) at t = tk+1,
we have

z(t−k+1) = w(tk+1, tk)z(tk)

Then, applying the impulsive condition to the last equation, we get

z(tk+1) = (1 + ck+1)w(tk+1, tk)z(tk).(5.12)

The last expression defines a finite-difference equation whose solution is (5.7). Now,
by (5.11) and the impulsive condition, we have

z(tk(τ)+1) = (1 + ck(τ)+1)w(tk(τ)+1, τ)z(τ).

Hence, considering τ = tk in (5) and applying (5.7), we get (5.6). In this way, we
have solved (5.4) on [τ, t). □



ON OSCILLATIONS OF NONAUTONOMOUS LINEAR IDEPCAG 11

Remark 2.
(i) We used the decomposition of Ik = I+k ∪ I−k to define W .

In fact, we can rewrite (5.5) in terms of the advanced and delayed parts
using (5):

w(t, τ) = e(t, ζk(t))e
−1(tk(t), ζk(t))

 k(t)∏
r=k(τ)+2

(1 + cr) e(tr, ζr−1)e
−1(tr−1, ζr−1)


·
(
1 + ck(τ)+1

)
e(tk(τ)+1, γ(τ))e

−1(τ, γ(τ)), ζr = γ(tr),

for t ∈ Ik(t) and τ ∈ Ik(τ).

(ii) From (5.6) and (5.7), we can write

z(t) = w(t, tk(t))z(tk(t)),(5.13)

for t ∈ Ik = [tk, tk+1), where

w(t, tk(t)) = ϕ(t, tk(t))j(t, ζk(t))j
−1(tk(t), ζk(t)),

and z(tk(t)) is the unique solution of the difference equation

z(tk(t)+1) = (1 + ck(t)+1)w(tk(t)+1, tk(t))z(tk(t)),(5.14)

with z0 = zk(τ).
(iii) It is important to notice that a (5.4) has a zero on the interval Ij = [tj , tj+1)

at t = αj if and only if

1 +

∫ αj

ζj

exp

(∫ ζj

s

a(u)du

)
b(s)ds = 0

holds, for some αj ∈ Ij .

Remark 3.
(i) Considering b(t) = 0, we recover the classical fundamental solution of the

impulsive linear differential equation (see [15]).
(ii) If ck = 0,∀k ∈ Z, we recover the DEPCAG case studied by M. Pinto in

[14].

(iii) If we consider γ(t) = p

[
t+ l

p

]
with p < l, we recover the IDEPCA case

studied by K-S. Chiu in [5].

6. Oscillations in Linear IDEPCAG

In this section, we will present sufficient conditions to ensure the oscillatory
character of solutions for the scalar version of IDEPCAG (5.4).

6.1. Oscillations in scalar Linear IDEPCAG. Following the ideas given in
[4], we will provide useful results concerning oscillatory and nonoscillatory condi-
tions for linear IDEPCAG systems, knowing the oscillatory properties of either the
discrete or the continuous solution of a linear IDEPCAG.

Theorem 6. Let the scalar IDEPCAG:

(6.1)
z′(t) = a(t)z(t) + b(t)z(γ(t)), t ̸= tn
z(tn) = (1 + cn) z(t

−
n ), t = tn

z0 = z(τ),
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with 1 + cn ̸= 0 for all n ∈ N. Then:

a) If the discrete solution of (6.1) (i.e., the solution of the difference equation
(5.12)) is oscillatory, then the solution z(t) of (6.1) is oscillatory.

b) z(t) will be oscillatory if the sequence

{wn} =

(1 + cn)

1 +
∫ tn+1

ζn
exp

(∫ ζn
s

a(r)dr
)
b(u)du

1 +
∫ tn
ζn

exp
(∫ ζn

s
a(r)dr

)
b(u)du


n≥n(τ)+1

is not eventually positive nor eventually negative.
c) Suppose that the discrete solution of (6.1) z(tn)n≥n(τ) is nonoscillatory.

Then, z(t) is nonoscillatory if and only if

(6.2)



1 +

∫ t

ζk(t)

exp

(∫ ζk(t)

s

a(u)du

)
b(s)ds > 0,

or

1 +

∫ t

ζk(t)

exp

(∫ ζk(t)

s

a(u)du

)
b(s)ds < 0

hold for t ∈ [tk(t), tk(t)+1), ∀t, tk ≥ M , where k = k(t) and M ∈ N suffi-
ciently large.

Remark 4. Condition (6.2) is necessary, because w(t, tk(t)) involves

j(t, ζk(t))j
−1(tk(t), ζk(t)) =

 1 +
∫ t

ζk(t)
exp

(∫ ζk(t)

s
a(r)dr

)
b(s)ds

1 +
∫ tk(t)

ζk(t)
exp

(∫ ζk(t)

s
a(r)dr

)
b(s)ds

 ,

t, ζk(t) ∈ Ik = [tk, tk+1), k ≥ k(τ), k ∈ N.

Proof.
We will proceed as in [4] and [6] with slight changes due to the impulsive
effect:

a) If the discrete solution z(tk(t)) of (6.1) is oscillatory, then (6.1) it will be
because the discrete solution is part of the whole solution.
Formally, by (5.6) with t = tk(t) for t ∈ [tk(t), tk(t)+1), we have z(t) =
z(tk(t)). I.e., (5.7). Then, for the classical definition of difference equa-
tions, we have that z(t) is oscillatory because z(tk(t)) is oscillatory.

b) By (5.3) and (5.7), the solution of (6.1) can be rewritten, in terms of wn

and w(tr+1, tr) as

z(tk(t)) = exp

(∫ tk(t)

tk(τ)+1

a(u)du

) k(t)∏
r=k(τ)+1

wr

 z(tk(τ)+1),

where wr = (1 + cr)w(tr+1, tr) and

w(tr+1, tr) = e(tr+1, ζr)e
−1(tr, ζr)

= exp

(∫ tr+1

tr

a(u)du

)1 +
∫ tr+1

ζr
exp

(∫ ζr
u

a(r)dr
)
b(u)du

1 +
∫ tr
ζr

exp
(∫ ζr

u
a(r)dr

)
b(u)du

 .
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It is clear that z(tk(t)) is oscillatory if {wn} is not eventually positive or
negative. Hence, by part a), z(t) is oscillatory if {wn}n≥n(τ)+1 is not even-
tually positive nor eventually negative.

c) First, we do not have to forget that the impulsive effect is already consid-
ered in z(tn)n≥n(τ), because we defined the discrete solution in that way.

(⇒) If z(tn)n≥n(τ) is nonoscillatory, we can suppose z(tn) > 0 and z(t) >
0 for all t, n ≥ M with M ∈ N sufficiently large. Also, by (5.11) with τ = tn
for t ∈ [tn(t), tn(t)+1) and t ≥ M , we have

z(t) = w(t, tn)z(tn),

where

w(t, tn) = exp

(∫ t

tn

a(u)du

) 1 +
∫ t

ζn
exp

(∫ ζn
s

a(u)du
)
b(s)ds

1 +
∫ tn
ζn

exp
(∫ ζn

s
a(u)du

)
b(s)ds

 ,

for t ∈ [tn, tn+1).
Then, we have w(t, tn) > 0, i.e. (6.2). The case z(tn) < 0 and z(t) < 0 is
analog.

(⇐) Suppose that z(tn) > 0, for all n ≥ M sufficiently large and (6.2)
holds. We have to prove that z(t) is nonoscillatory. We will proceed by
contradiction: assume that z(t) is oscillatory. Then, according to the def-
inition of oscillatory solutions, there must exist (an), (bn) sequences such
that (an), (bn) → ∞ as t → ∞ and z(an) ≤ 0 ≤ z(bn). Let tn < an < tn+1.
From (5.11) with τ = tn and t = an, we get

z(an) = w(an, tn)z(tn).

Since z(an) ≤ 0 and z(tn) > 0, we conclude that w(an, tn) ≤ 0, and this
fact contradicts to (6.2). The case z(tn) < 0 for n ≥ M is analog, taking
z(bn) ≥ 0 with tn < bn < tn+1. I.e.,

z(bn) = w(bn, tn)z(tn).

Again, since z(bn) ≥ 0 and z(tn) < 0, we conclude that w(bn, tn) ≤ 0, and
this fact also contradicts to (6.2).

□

Next, inspired by [22], we will state our main result, a version of the Wiener-
Aftabizadeh criterion for oscillatory solutions of (6.1):

Theorem 7. (Main Result: Aftabizadeh-Wiener IDEPCAG oscillatory
criterion) Let the scalar IDEPCAG (6.1) with 1 + ck ̸= 0 for all k ≥ M , M ∈ N
and M sufficiently large. If either of the conditions:

if 1 + ck(t) > 0 and



lim
k→∞

sup
k∈N

∫ ζk(t)

tk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds > 1,

or

lim
k→∞

inf
k∈N

∫ tk(t)+1

ζk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds < −1,
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or

if 1 + ck(t) < 0 and



lim
k→∞

inf
k∈N

∫ ζk(t)

tk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds < 1,

or

lim
k→∞

sup
k∈N

∫ tk(t)+1

ζk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds > −1.

hold for t ≥ k, with k = k(t) and γ(t) = ζk(t) if t ∈ Ik(t) = [tk(t), tk(t)+1). Then,
every solution z(t) of (6.1) oscillates.

Proof. If (6.1) has nonoscillatory solutions, then z(t) > 0 or z(t) < 0 for k = k(t)
sufficiently large, for all k(t) ≥ M sufficiently large and γ(t) = ζk(t) if t ∈ Ik(t) =
[tk(t), tk(t)+1). For the proof, we will consider the advanced and delayed intervals

I+k = [tk, ζk) and I−k = [ζk, tk+1), respectively. Let’s suppose that z(t) > 0 for

t ∈ I−k . Then, it is easy to see that

(6.3)

(
z(t) exp

(∫ ζk

t

a(u)du

))′

= b(t)z(γ(t)) exp

(∫ ζk

t

a(u)du

)
.

Integrating the last expression from ζk to tk+1 we have

z(t−k+1) exp

(∫ ζk

tk+1

a(u)du

)
= z(ζk)

(
1 +

∫ tk+1

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds

)
.

Next, applying the impulsive condition (1 + ck(t)+1)z(t
−
k+1) = z(tk+1), we get

z(tk+1) exp

(∫ ζk

tk+1

a(u)du

)
= (1 + ck+1)z(ζk)

(
1 +

∫ tk+1

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds

)
By hypothesis, z(tk+1), z(ζk) > 0. Hence, if (1 + ck+1) > 0, then we have∫ tk+1

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds > −1.

I.e.,

lim
k→∞

inf
k∈N

∫ tk+1

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≥ −1,

Analogously, if 1 + ck+1 < 0, we can conclude

lim
k→∞

sup
k∈N

∫ tk+1

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≤ −1,

which are a contradiction. Hence, the case t ∈ I−k is proved.

Next, we proceed with the case t ∈ I+k = [tk, ζk]. In the same way as before,
integrating (6.3) from tk to ζk we have

z(tk) exp

(∫ ζk

tk

a(u)du

)
= z(ζk)

(
1−

∫ ζk

tk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds

)
.
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Next, applying the impulsive condition (1 + ck)z(t
−
k ) = z(tk), we get

(1 + ck)z(t
−
k ) exp

(∫ ζk

tk

a(u)du

)
= z(ζk)

(
1−

∫ tk

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds

)

By hypothesis, z(t−k ), z(ζk) > 0. Hence, if (1 + ck) > 0, then we have∫ ζk

tk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds < 1.

I.e.,

lim
k→∞

sup
k∈N

∫ tk

ζk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≤ 1,

Analogously, if 1 + ck < 0, we can conclude

lim
k→∞

inf
k∈N

∫ ζk

tk

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≥ 1,

which are a contradiction. Hence, the case t ∈ I+k is proved.
The proof is analog for z(t) < 0 and t sufficiently large. Hence, (6.1) has oscillatory
solutions only. □

Remark 5.
• If ck = 0, ∀k ∈ Z, we recover the results of K-S. Chiu and M. Pinto given
in [6].

In a very similar way to Theorem 7, we can deduce the following result:

Corollary 1. (Aftabizadeh-Wiener IDEPCAG nonoscillatory criterion)
Let the scalar IDEPCAG (6.1) with 1 + ck ̸= 0 for all k ≥ k(t). If the conditions:

if 1 + ck(t) > 0 and



lim
k→∞

sup
k∈N

∫ ζk(t)

tk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≤ 1,

and

lim
k→∞

inf
k∈N

∫ tk(t)+1

ζk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≥ −1,

or

if 1 + ck(t) < 0 and



lim
k→∞

inf
k∈N

∫ ζk(t)

tk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≥ 1,

and

lim
k→∞

sup
k∈N

∫ tk(t)+1

ζk(t)

exp

(∫ ζk(s)

s

a(u)du

)
b(s)ds ≤ −1.

hold for t ≥ k, with k = k(t) sufficiently large and γ(t) = ζk(t) if t ∈ Ik(t) =
[tk(t), tk(t)+1), then every solution z(t) of (6.1) is nonscillatory.
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7. Some Examples of Oscillatory Linear IDEPCAG systems

Example 2. Let the following IDEPCA:

x′(t) = (α− 1)x([t]), t ̸= n(7.1)

x(n) = βx(n−), t = n, n ∈ N,(7.2)

where tk = ζk = k, k ∈ N, and α, β ̸= 1 (the interesting cases). In virtue of
Theorem 7, the solutions of (7.1) are oscillatory if α > 0 and β < 0 or α < 0 and
β > 0. I.e. αβ < 0.

Example 3. In [11], I. Gyori and G. Ladas studied the following DEPCAs

x′(t) + px(t) + q0x([t]) = 0, p, q0 ∈ R,(7.3)

y′(t) + py(t) + q−1y([t− 1]) = 0, p, q ∈ R,(7.4)

and they gave the following theorems, using some tools as the characteristic equation
for DDE:

Corollary 2. ([11](Cor. 8.1.1 and 8.1.2))

(1) Every solution of (7.3) oscillates if and only if q0 ≥ p

ep − 1
.

(2) Every solution of (7.4) oscillates if and only if q−1 >
pe−p

4(ep − 1)
.

For (7.3), applying Theorem 7 with γ(t) = [t], a(t) = −p, b(t) = −q0 and ck = 0,
∀k ∈ Z, we obtain the following estimation:

q0
p

(
ep((k+1)−k) − 1

)
> 1 ⇒ q0 >

p

ep − 1
.

Finally, for (7.4), also using Theorem 7 and∫ k+1

k−1

e−p(γ(k(s))−s))ds =

∫ k

k−1

e−p((k−2)−s))ds+

∫ k+1

k

e−p((k−1)−s))ds,

we have q−1 >
pe−p

2(ep − 1)
. The bonds found satisfy the ones given in [11].

Remark 6.
• The estimations obtained by I.Gyori and G. Ladas for (7.3) and (7.4) are
sharper than ours. Still, we recover the same results without analyzing the
roots of a specific characteristic equation.

• In the light of the previous results, it seems that any γ(t) such that γ(t) =
ζk /∈ Ik = [tk, tk+1) for t ∈ Ik could satisfy Theorem 7. (γ(t) = [t − 1]
implies ζk = k − 1 if t ∈ [k, k + 1), k ∈ Z). This fact deserves future
research.

Example 4. Let the following scalar linear IDEPCAG

(7.5)
z′(t) = a(t) (z(t)− z(γ(t))) , t ̸= k
z(k) = ckz(k

−), t = k, k ∈ Z,

where a(t) is a continuous locally integrable function, ck ̸= 0, ∀k ∈ Z, γ(t) is any
generalized piecewise constant argument, i.e., γ(t) = ζk, if t ∈ Ik = [tk, tk+1), k ∈ Z
and tk ≤ ζk ≤ tk+1.
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As (
exp

(
−
∫ s

ζk

a(u)du

))′

= exp

(
−
∫ s

ζk

a(u)du

)
(−a(s)),

by Theorem (7), we have the only possible cases occur when ck(t) < 0 and they are

when lim
k→∞

inf
k∈N

(
1− exp

(
−
∫ tk

ζk

a(u)du

))
< 1, or lim

k→∞
sup
k∈N

(
1− exp

(
−
∫ ζk

tk+1

a(u)du

))
< 1.

Hence, if one of the last conditions holds, then the solutions of (3.4) oscillate.

As we will see, (7.5) is easily solvable. Let ϕ(t) be the fundamental solution of

(7.6) x′(t) = a(t)x(t).

It is well known that ϕ−1(t) is the fundamental solution of the adjoint system as-
sociated with (7.6). So, it satisfies(

ϕ−1
)′
(t) = −ϕ−1(t)(a(t)).

Therefore, we have

j(t, tk) = 1−
∫ t

tk

ϕ(tk, s)a(s)ds

= 1 + ϕ(tk)

(∫ t

tk

−ϕ−1(s)a(s)ds

)
= 1 + ϕ(tk)

(
ϕ−1(t)− ϕ−1(tk)

)
= ϕ−1(t, tk).

As e(t, tk) = ϕ(t, tk)j(t, tk), we have e(t, tk) = 1 (see Theorem 5).
Hence, the solution of (7.5) is

z(t) =

 k(t)∏
j=k(τ)+1

cj

 z(τ), t ≥ τ.

(See example 1). The last conclusion applies no matter what locally integrable
function a(t) is used.

Figure 4. Solution of (7.5) with ck = − 60
67 and z(0) = −11.
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Remark 7. The IDEPCA presented in (3.4) is a particular case of the last IDE-
PCAG, with γ(t) = [t+ 1].

Example 5. Let the following scalar linear IDEPCAG

(7.7)
x′(t) = −ax(t) + sen(2πt)x([t]), t ̸= k,
x(k) = Cx(k−), t = k, k ∈ N,
x(0) = 1.

We see that

∫ k+1

k

exp (−a(k − s)) sin(2πs) ds =
2π

a2 + 4π2
(1− ea).

By Theorem 7 and Theorem 1 we have if C > 0 and

{
a > 2.07553 ⇒ All the solutions are oscillatory.

a ≤ 2.07553 ⇒ All the solutions are nonoscillatory.

if C < 0, all the solutions are oscillatory.

Figure 5. Solution of (7.7) with x(0) = 1, C = −100 and a =
1.998 .
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