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We compare several quantum phase estimation (QPE) protocols intended for early fault-tolerant
quantum computers (EFTQCs) in the context of models of their implementations on a surface code
architecture. We estimate the logical and physical resources required to use these protocols to
calculate the ground state energy of molecular hydrogen in a minimal basis with error below 1073
atomic units in the presence of depolarizing logical errors. Accounting for the overhead of rotation
synthesis and magic state distillation, we find that the total T-gate counts do not vary significantly
among the EFT QPE protocols at fixed state overlap. In addition to reducing the number of ancilla
qubits and circuit depth, the noise robustness of the EFT protocols can be leveraged to reduce
resource requirements below those of textbook QPE, realizing approximately a 300-fold reduction
in computational volume in some cases. Even so, our estimates are well beyond the scale of existing

early fault-tolerance demonstrations.

I. INTRODUCTION

As quantum computing technologies continue to ma-
ture, demonstrations of elementary logical operations
have become possible [1-5]. In anticipation of devices
with a few logical qubits, a body of work has de-
veloped around the design and analysis of algorithms
for so-called early fault-tolerant quantum computers
(EFTQCs) [6-13]. One of the proposed applications of
EFTQCs is quantum phase estimation (QPE), but text-
book QPE [14, 15] has very demanding resource require-
ments and it is relatively sensitive to logical errors. Thus,
much of the work on algorithms for EFTQCs has focused
on methods requiring only a single ancilla qubit, reduc-
ing circuit depths, and improving robustness to errors [8—
11]. However, relatively little focus has been given to the
impact of the overheads associated with implementing
quantum error correction (QEC) and fault-tolerant op-
erations [16], thus it is presently unclear which approach
is actually best suited to EFTQCs.

QEC uses many error-prone physical qubits to encode
a smaller number of logical qubits that have a lower ef-
fective error rate [17, 18]. QEC is a component of imple-
menting fault-tolerant quantum computation, in which
logical operations are applied to encoded logical qubits
in such a way that errors can be corrected at least as
quickly as they occur [19]. However, the resource over-
heads are significant and ultimately the dominant consid-
eration in determining the suitability of any algorithm for
an EFTQC. As hardware that might be capable of imple-
menting FTQC continues to develop, a careful analysis of
the resources required to run specific algorithms is neces-
sary in order to understand not only which applications
can be run, but how to make better use of EFTQCs.

Other authors have recently demonstrated the gap
between the resource requirements for scalable surface

code implementations of QPE and current generations of
quantum hardware [20], which are arguably EFT or at
least approaching that. In this manuscript, we analyze
QPE protocols designed for EFTQCs in the context of
QEC overheads, explicitly accounting for differing de-
grees of robustness to simple logical errors. Our aim
is to understand the relative efficiency of these differ-
ent approaches in the context of the first scalable QPE
demonstrations and to highlight the practical costs of
fault-tolerant implementation for EFT algorithm devel-
opers. The earliest EFT QPE demonstrations will be
(and are [3]) based on more customized QEC codes with
less significant resource requirements and are likely to
combine QEC and error mitigation [21]. However, we
will focus entirely on scalable surface code demonstra-
tions that currently seem to be among the best practical
candidates for realizing low logical error rates at large
distance with a high threshold and straightforward con-
nectivity requirements [22].

QPE protocols solve the problem of estimating an
eigenphase (¢p) of a unitary operator (U) in which
U |[tho) = €0 |1hg), given access to a state 1) with over-
lap v = [{¥o|)|? [15, 23]. Applications of QPE in-
clude ground-state energy estimation, in which [1g) is the
ground state of some many-body Hamiltonian (H) for a
physical system of interest (e.g., interacting spins [24],
molecules [25], or solids [26]). If U is the time evolution
operator e H* and |¢) is the ground state of H, then
QPE provides an estimate for the ground state energy
of H. Other applications of QPE include more general
observable estimation and use as a subroutine in more
elaborate quantum algorithms [27-29], here we focus pri-
marily on energy estimation as an early application [30].
While QPE can achieve asymptotically optimal Heisen-
berg scaling [31-34], which is a quadratic improvement
over the standard quantum limit (SQL) [35], the req-
uisite circuits depths are expected to be large enough



that textbook QPE protocols will not be feasible even on
EFTQCs. To address this, recent work has been devoted
to making QPE protocols better suited for EFTQCs [7—
12].

In this manuscript, we analyze the performance of
some of these protocols applied to the problem of esti-
mating the ground-state energy of molecular hydrogen
in a minimal basis. We estimate the resources required
to implement this calculation on an FQTC running the
surface code, accounting for the impacts of rotation syn-
thesis [36], magic state distillation [37, 38], a nonzero
logical error rate, and imperfect state prep in which
v < 1. We generally find that QPE protocols based on
the Hadamard test have comparable overheads, though
there is some differentiation among the resource require-
ments for v < 1 and low precision.

The contents of this manuscript are as follows. In Sec-
tion II, we describe the relevant QPE protocols. In Sec-
tion III, we review how these protocols can be imple-
mented in a surface code architecture. In Section IV,
we compare the logical resource requirements for the
EFT protocols in a specific instance— QPE on a Trotter-
ized time-evolution unitary describing molecular hydro-
gen (Hz) in a minimal basis. In Section V, we provide
physical resource estimates associated with implementing
the various QPE protocols for this exemplar.

II. QPE PROTOCOLS

A textbook QPE circuit [15] is illustrated in Fig. 1.
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FIG. 1: A textbook QPE circuit [15]. Each ancilla
qubit encodes a single bit of an eigenphase of U. H

indicates a Hadamard gate and QFT indicates the
quantum Fourier transform.

This circuit efficiently computes ¢y given access to a
state [¢) with overlap v. However, it is widely regarded
as ill-suited for the first FTQCs because it requires many
ancilla qubits and deep circuits [39, 40]. Worse yet, due
to the use of the quantum Fourier transform (QFT) text-
book QPE is very sensitive to errors and requires a high
degree of QEC to ensure sufficiently low logical error
rates. Various alternatives to textbook QPE have been
proposed that use one or zero ancilla [41, 42], reduce the
maximum circuit depth [8—11], or provide robustness to
noise or other errors [43-45]. These other protocols do

not rely on the QFT and benefit from sampling multiple
outcomes rather than estimating the eigenphase in a sin-
gle shot. In the remainder of this Section, we describe the
four alternatives to textbook QPE that we will consider
in this manuscript: iterative phase estimation (IPE) [46],
robust phase estimation (RPE) [8], quantum complex ex-
ponential least squares (QCELS) [10], and multi-modal
multi-level QCELS (MMQCELS) [11].

A. Iterative Phase Estimation

The inverse QFT in Fig. 1 can be effected semiclassi-
cally [47] using a single ancilla and classically controlled
rotations. This is leveraged in IPE to reduce the number
of ancilla qubits to 1. In IPE the circuit shown in Fig. 2
is run for J iterations to extract J — 1 bits of the phase.
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FIG. 2: An IPE circuit. The inverse QFT is performed
semiclassically as a sequence of classically controlled Z
rotations, Rz(w). This only requires a single ancilla
qubit.

The classically controlled rotation is conditioned on the
measurement outcomes of the previous iterates. While
the ancilla is measured and reset after each iterate, the
system register can remain coherent across iterates. If
~v = 1 then in the absence of errors the probability of suc-
cessfully extracting J — 1 bits using J iterates is always
greater than 8/72, independent of J [46]. In practice,
errors and state preparation for which v < 1 are likely
to be a concern, especially in the EFT regime. As such,
we consider the effects of imperfect state preparation and
depolarizing errors. While the errors in actual quantum
processors are likely to be more complicated [48], a depo-
larizing error model provides some insight into the effects
of errors while remaining analytically tractable.

The probability of successfully measuring the correct
value of J — 1 bits is bounded from below as

ps(y) >

o2

J—1
1;[1 (1 + e~ % cos (2;:_1)) , (1)

where a; quantifies the aggregate effect of depolarization
in the jth iterate (See Appendix A). To overcome the
effects of depolarization and achieve ps; ~ 1 the logical
qubits in our computation will have to be encoded at a
sufficient distance d to realize a low target logical error
rate, the details of which will be discussed in Section V.



B. Robust Phase Estimation

Perhaps the simplest algorithm for phase estimation is
the Hadamard test shown in Fig. 3. Contrasting this with
the semiclassical QFT in IPE, we only have to perform
a single controlled unitary. The I/ST gate represents
separate instances of the circuit where either I or ST is
applied. Applying the I (ST) gate yields a sample of z
(y). When [¢)) is an eigenstate of U with eigenvalue e~
the expected values (z) = cos ¢g and (y) = sin ¢, such
that atan2(Z, ) is used to estimate the phase, where Z
(y) indicates the sample mean.
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FIG. 3: The Hadamard test circuit.

While straightforward, the Hadamard test has the
drawbacks of requiring |¢) to be an exact eigenstate and
having SQL scaling N, = O(e~2) [49]. RPE allows for
v < 1 and achieves Heisenberg scaling by adding an addi-
tional parameter, the number of iterates J. This requires
modifying the Hadamard test circuit as follows
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FIG. 4: Hadamard test circuit for U(£)2 .

The circuit is iterated over integer values of j from 1
to J. Applying the time-evolution operator 27/~! times
leverages the Heisenberg scaling with ¢ such that the error
scales like 27(/=1) For each j, atan2 is used to estimate
0;. The search interval for the next estimate is then
halved such that 0;,1 € [0; — 57,0, + 37] mod 2. Thus,
when compared to the Hadamard test, the error on the
Jth estimate is reduced by 57, provided the error on
each 6; does not exceed J;. Using Hoeffding’s inequality
we can ensure this condition is met with high probability
as long as the v > 0.536 [8].

We note that the estimator for RPE becomes biased
for v < 1, however, depolarization does not contribute to
the bias. Considering depolarizing noise and imperfect
state preparation the error on the final estimate is

1 e2as

=T\

+1(7), (2)

where 7(y) is the bias, which is upper bounded in Ap-
pendix A. We further note that because each circuit only
implements a single controlled U 2]71, there is a constant

factor reduction in depth when compared to textbook
QPE.

C. Quantum Complex Exponential Least Squares

QCELS utilizes circuits of the same form as Fig. 4, i.e.,
the Hadamard test. It relies on a complex random vari-
able z(t) = Z(t) + iy(t). When |¢) is an exact eigenstate
the expected value of z(t) is e~**, where ) is related to
the energy eigenvalue. At fixed j, the circuit is run for
N values of t. The resulting data will take the form of
a complex exponential with frequency \. A least-squares
fit is then applied assuming this model and the best-fit
parameter j\j is output as the estimate for A\. This rou-
tine is then repeated for all values for j, with the previous
estimate \; used to seed the least-squares fit for (j41)th
round.

When v < 1, the resulting data will necessarily contain
frequency contributions from other eigenenergies. In this
case the least-squares fit will attempt to extract the dom-
inant frequency component. Provided that the v > 0.71
the protocol will succeed with high probability. We note
that the data point at t = 0 can be inferred as e = 1.
In order to prevent the query complexity from exceed-
ing that of RPE only 1 additional data point should
be taken (i.e., N = 2). Implemented in this manner,
QCELS and RPE differ only in post-processing. Thus
QCELS achieves the same error as RPE at equivalent
circuit depths, though post-processing details can be non-
trivial [50]. Numerically, we found that the bias due to
imperfect state prep is the same for QCELS as it is for
RPE.

A few variations on QCELS have also recently been
published. The first of which introduces a multi-modal
version of the algorithm, dubbed multi-modal QCELS
(MMQCELS). In MMQCELS the Hamiltonian simula-
tion times are randomly drawn from a normal distri-
bution and the fitting subroutine can output estimates
for multiple eigenvalues at once. When applied to sin-
gle eigenvalue estimation, MMQCELS retains the same
error as QCELS, while permitting v > 0.5 [11]. We in-
clude T-gate counts for both QCELS and MMQCELS in
Sec. IV. Further work proposed including knowledge of
the errors/noise into the fitting subroutine to increase ro-
bustness [45]. While we do not investigate this proposal
here, we note that it would be interesting to study in the
same context as this work.

III. SURFACE CODE IMPLEMENTATIONS

In this Section we review the model according to which
we quantify the space and time overheads associated with
implementing these protocols in a surface code architec-
ture. We rely entirely on the lattice surgery implementa-
tion described by Litinski to model these costs [16, 38].

The space overhead associated with a surface code im-
plementation of any quantum algorithm is driven by the
number of physical qubits required to encode the requi-
site number of logical qubits at a sufficiently low logi-
cal error rate. While it is a potentially severe approx-



imation, we ascribe a single monolithic error rate of p
to all physical qubits. Logical qubits are comprised of
many physical qubits encoded in a QEC code and are
ideally less prone to errors. Here we will focus on the
surface code, for which 2d? physical qubits are required
to encode a distance-d logical qubit, where d is twice the
number of physical errors that can be corrected per log-
ical qubit [51]. We also assign a monolithic error rate to
each logical qubit of py,, which is a function of p and d
(vide infra Eq. 5).

The temporal overhead is quantified by the number
of QEC code cycles required to implement a particular
quantum computation. Simply put, a code cycle is a
single discrete step in a computation on an FTQC. The
actual physical time associated with implementing a code
cycle will depend on the specific hardware platform and
architecture. We will primarily focus on quantifying the
resource requirements in terms of the number of “hard”
non-Clifford operations required to implement QPE.

Operations on logical qubits can be categorized as
“easy” or “hard” depending on whether they’re transver-
sal (easy) or not (hard). The Eastin-Knill theorem states
that transversal gate sets cannot be universal [52]. Thus
any universal gate set is necessarily partitioned into easy
and hard operations. For the surface code, easy oper-
ations include gates within the Clifford group, whereas
non-Clifford gates are hard to implement. Any unitary
can be approximated to arbitrary accuracy as sequences
of Cliffords and non-Clifford T' gates [53] and thus we an-
alyze the resource requirements in terms of the number
of T gates. In fact, the Clifford gates don’t need to be di-
rectly implemented at all. Using commutation relations,
all Clifford gates can be propagated through to the end
of the circuit, where their action is to change the basis in
which measurements are performed [16]. By propagating
these operations through the circuit, the final measure-
ments can be performed in the transformed bases instead
of directly implementing the Clifford gates. The non-
Clifford gates are transformed by this process and are
now described as Pauli product rotations by angle /8.
The number of non-Clifford operations is conserved in
this process and requires the same physical resources to
implement.

The non-Clifford “T-like” gates can not be imple-
mented transversally within the surface code. In-
stead these operations are implemented by perform-
ing a joint measurement with a T state |T) =
1/v2(|0) + e~"/4|1)) and applying a correction based
on the measurement outcome [38]. Explicit construction
of this operation is given in Fig. 5. These T states can-
not be be prepared fault-tolerantly and must instead be
prepared via T state distillation. The quality and rate
of T state production depends on the protocol chosen
for state distillation. For example, the 15:1 distillation
protocol uses 11 logical qubits and distills T states with
error rate 35p> once every 11d code cycles.

In addition to the logical qubits that are used for T-
state distillation, we require logical qubits that are used
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FIG. 5: A circuit in which a T-like operation is applied
via gate teleportation. Note that My refers to an X
measurement and Mpy refers to a generalized Pauli

P ® Z measurement, where P is the Pauli string
leftover after commuting away Clifford operations as
described in the text and Ref. [16].

for routing as well as logical qubits that represent the
computational degrees of freedom in any given algorithm
(e.g., the “computational” qubits indicated in the cir-
cuit diagrams in Sec. II). We focus on Litinski’s com-
pact set up, which uses the minimum number of logical
qubits [16]. The compact block requires [1.5n+3] logical
qubits to encode n computational qubits and can imple-
ment one T gate every 9d code cycles. More qubits can
be used to perform the T gates faster.

The total number of logical qubits is then determined
by the number needed to encode the computational
qubits and the number needed to distill T' states. As
indicated previously, the number of physical qubits per
logical qubit for a surface code of distance d is 2d?. The
number of code cycles to perform a single T' gate is then
the maximum of the number of code cycles required for
the distillation protocol producing T states and the num-
ber of code required for the computational qubits to con-
sume them, which we indicate as T}.qc.

We now define two key metrics when considering logi-
cal circuits to be run on a surface code. The maximum
number of T' gates in any one circuit T;,,, dictates the
maximum coherence time needed and informs the choice
of d. An estimate of the total run-time is obtained from
the total number of T gates T},:. In total, the number of
code cycles to run the full computation will be T}.qpeTiord.

IV. TROTTERIZED H; SIMULATIONS

We apply each protocol to the estimation of the ground
state energy of molecular hydrogen (Hz) in a minimal
basis set with a Bravyi-Kitaev encoding [54]. The cor-
responding Hamiltonian is then

H = g1Z, + g2Z5 + g3 X1 X2 + gaY1Y5. (3)

The time evolution operator U(t) = e~ is approxi-
mated using a first-order Trotter product formula

Ul(t) = e~ 9121t p—ig2Zat ,—ig3 X1 Xat ,—igsV1 Y2l (4)

Each term in the unitary is thus a generalized Pauli ro-
tation that can be implemented with Clifford gates and
a single Z rotation. In order to make the unitary con-
trolled, we need only add controls to the Z rotations. We



perform the slight optimization of utilizing directional
control [55] to implement the controlled rotations as an
uncontrolled rotation and two CNOTS. Our controlled
unitary thus costs 4 Z rotations per query. We show
explicit circuits in Appendix B

At the beginning of every QPE circuit we must first
prepare the system register in the ground state of H.
While there exist many algorithms for ground state
preparation [56, 57], investigation of these protocols falls
outside the scope of this work. Instead, as the system
only requires 2 qubits, we find the eigenstates exactly
and construct a projector from the state |00) to the ex-
act ground state. To study the dependence of the QPE
protocols on v we simply apply a rotation to one of the
system qubits before applying the projector, allowing us
to assign a particular value to 7.

We test each protocol at a target error € spanning 3
orders of magnitude. For each €, we construct all of the
circuits required by each protocol to achieve error € with
success probability Ps > 0.99 using only Clifford gates
and Z rotations. We then use the GRIDSYNTH software
package to decompose the Z rotations into sequences of
1-qubit Clifford and T' gates [36]. Since we expect rota-
tion synthesis error to grow linearly (at worst) with the
number of Z-rotations, we synthesize each rotation to
an accuracy below the target error divided by the total
number of Z rotations. Other sources of error, e.g., due
to Trotterization, will add in quadrature and thus we set
an overall error budget that keeps the aggregate error be-
low some target. For all of our tests we precompute the
Trotter error to verify that it is within our overall error
budget (see Appendix B for more details). For all pro-
tocols we consider v = 1 and v = 0.75, which are both
above the threshold overlaps for RPE and QCELS [8, 10].

We count the total number of T' gates T},; required for
each protocol, including all circuits and shots, to achieve
the target error. We also report the maximum number of
T gates Tp,q, in any one circuit of each protocol. Addi-
tionally, we use giskit’s Qasm simulator [58] to simulate
all circuits to verify the estimates from each protocol do
not exceed the target error. Results from the simulated
protocols are given in Appendix C.

We note that for small enough €, T},; does not vary
significantly between protocols. As RPE, QCELS, and
MMQCELS each decompose the controlled unitaries into
many Hadamard test circuits they provide a constant
factor reduction in 7,4, over IPE. We note that the T
counts for IPE are based off of a worst-case analysis.
The numerics in Appendix C indicate that IPE tends
to outperform this worst case bound and we generally
expect that it can be made to be more competitive with
the Hadamard test protocols.

V. PHYSICAL RESOURCE ESTIMATES

We now consider the overheads required to achieve
€ < 1073 with P, > 0.99 using textbook QPE, IPE and
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FIG. 6: The maximum number of T" gates required in

the deepest iteration for each protocol (Ty,q.) to reach

target error €. Solid (dashed) lines are for overlap v =1
(v =0.75). Whether e is realized is verified through

numerical simulations of the circuit, which might

outperform the indicated value of €. For the Hadamard

test based protocols, reductions in T},,, are possible at
v =1 (relative to v = 0.75) thanks to the ability to

reduce the mean-squared error by choosing N,
according to Hoeflding’s inequality.

RPE on a fault-tolerant quantum computer in the pres-
ence of depolarizing errors using lattice surgery opera-
tions on the rotated surface code. We expect the resource
requirements for all protocols based on the Hadamard
test (RPE, QCELS, and MMQCELS) to be similar, and
thus we only compare them for IPE and RPE.

Given a physical error rate per gate of p, the logical
error rate per code cycle of a surface code with distance
d can be approximated as [59]

pL(p,d) ~ 0.1n,,(100p) =, (5)

where ny, is the number of logical qubits.

IPE and RPE each use n = 3 computational qubits.
The compact setup requires [1.5n+ 3] logical qubits and
can consume 1 7T state every 9d code cycles. Using the
compact setup thus requires 8 logical qubits. We can use
the 15:1 distillation protocol protocol to distill a T" state
with infidelity b = 35p® every 11d code cycles using 11
logical qubits. Thus using the compact setup along with
one 15:1 T state factory would take 19 logical qubits in
total and 11dT3, code cycles.

We assume a physical depolarization rate of p = 1073,
this implies that the T states distilled from the 15:1 pro-
tocol will have infidelity 3.5 x 1078, Consuming a de-
polarized T state results in noise in the system that is
more structured than depolarization. For example ap-
plying a T' gate to a single qubit by consuming a slightly
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FIG. 7: The total number of T' gates required across all
iterations for each protocol (T}.¢) to reach target error
e. Solid (dashed) lines are for overlap v =1 (v = 0.75).
That we are achieving an error of at most € is verified
through numerical simulations of the circuit (see
Appendix C).

depolarized T state introduces dephasing [60], decaying
the coherences of the qubit while not affecting the popu-
lations. With more general multi-qubit non-Clifford op-
erations, the complexity of the error model will grow.
We argue that for single-ancilla protocols this noise can
be approximated as depolarization. Even the shallowest
of circuits considered contain > 100 T operations with
the deepest circuits requiring upwards of 10°. We expect
that in the multitude of these operations, the structure
of these errors will be partially washed out and appear
random. This is compounded by single-ancilla protocols
only requiring measurement of a single qubit per circuit.
Under this assumption, consuming 7' states that have
depolarized by amount b will cause the same amount of
depolarization on the qubits to which the gate is applied.

The aggregate error rates a; (see Section II) express the
amount of depolarization at the algorithmic level in terms
of the physical depolarization rate, QEC code distance,
and T state infidelity as

d+1

a; ~ T](b + TRatenLdO.l(lo()p) 2 ), (6)

where T is the number of T' gates in the jth iterate of
the protocol. We note that for RPE T; = Thes. As
shown in Eq. 6, increasing the code distance decreases
the algorithmic noise rate assuming the physical noise is

We can now estimate the spacetime overheads required
for running each protocol. Resource estimates are shown
in Table I.

Our findings indicate that there exist savings in both
physical qubits and code cycles when using IPE or RPE

below threshold, however as the T' gates are not imple-
mented fault tolerantly, increasing the code distance does
not suppress noise originating from the 7" states. The
only way to reduce that noise is to use more expensive
distillation protocols. We note that there is a trade off
between increasing code distance and using more expen-
sive T state distillation. For the problem of Hy considered
here, the distillation protocol contributes significantly to
the space requirements of the quantum computer. In this
case, the savings of using less expensive distillation pro-
tocols outweighs the costs of slightly increasing the code
distance.

We can now find the minimum code distance required
to achieve € < 1073 using Eq. 1. For RPE, we use Hoeffd-
ing’s inequality to select Ny such that we have a success
probability greater than 0.99. Using the 15:1 distillation
protocol, these conditions can be satisfied for RPE at
both of the values of « that we consider. For v = 1, the
SQL scaling with N can be leveraged to reduce J all the
way down to 1 (in which case the protocol is equivalent
to the Hadamard test). The minimum code distance for
~v =1 is found to be d = 17 without reducing J and can
be as low as d = 11 by reducing J. At v = 0.75 the bias
is so large that no such reduction in J is possible.

Due to the equivalence in T-counts, we expect the log-
ical layout for RPE in Fig. 8 to work for QCELS and
MMQCELS. Additionally, numerical simulations QCELS
and MMQCELS to perform similarly to RPE at the same
level of depolarizing noise [61]. This is unsurprising as
the difference between these protocols lies in the classi-
cal post-processing not in the quantum circuits imple-
mented.

For IPE we seek a code distance for which the single-
shot probability of success is greater than 0.5 such that
the success probability can amplified arbitrarily by in-
creasing the number of shots and taking a majority vote
among outcomes. Aty = 1 and p = 1073 this can be sat-
isfied using the 15:1 distillation protocol using the logical
layout shown in 7?7 with d = 21. However, for v = 0.75
and p = 1073 the infidelity of the distilled T states will
be too large, requiring the more expensive 116:12 proto-
col. This protocol uses 57 logical qubits, increasing the
number of logical qubits up to 65. The minimum code
distances for this setup was found to be to be d = 21.

Textbook QPE is extremely sensitive to noise, with
even a single error able to cause the protocol to fail. As
such the distillation protocol and code distance must be
set such that with 99% probability no error occurs. Ad-
ditionally, to achieve € < 1073, QPE requires extra com-
putational qubits. This translates to needing 90 logical
qubits and a code distance of 27. Logical qubit layouts
are shown for each protocol in Fig. 8.
over QPE. Beyond requiring fewer ancilla qubits, we were
able to leverage robustness to noise to lower the error cor-
rection requirements, further reducing the physical over-
heads. Both IPE and RPE possess some tolerance to de-
polarizing errors. However, fewer errors build up in RPE



FIG. 8: Logical layout for RPE (upper left), IPE with v = 0.75 (lower left) and textbook QPE (right). At v =1,
IPE uses the same logical setup as RPE. Orange squares indicate computational qubits, red squares represent
routing qubits ensuring proper space for all operations to be performed on the computational qubits, gray squares
indicate the space required for T-state factories.

[Physical Qubits[Protocol[State Overlap (v)[Code Cycles]

131,220 QPE 0.75 1.4x10™2
57,330 IPE 0.75 6.6x10™!
10,982 RPE 0.75 5.0x10™
131,220 QPE 1 8.4x101°
16,758 IPE 1 1.4x10™
10,982 RPE 1 2.8x10°
4,598 RPET 1 2.1x10M

TABLE I: Physical resource estimates for computing the
ground state energy of Ho to precision 1073, All entries
represent a setup using minimal physical qubits. All
computations can be sped up by using more qubits to
reduce the number code cycles. TThere are two entries
for RPE at v = 1 highlighting the trade off between
circuit depth and sampling complexity at high overlap.

due to the constant-factor reduction in circuit depth from
splitting up the controlled unitaries across many circuits.
We note that while we do not provide separate estimates
for QCELS and MMQCELS, we expect them to be simi-
lar to RPE due to the similarity in circuits implemented.
As previously noted in Section IV, the IPE numbers are
based upon a worst-case analysis. The estimates dis-
played in Table I could likely be improved in practice.

In order to exploit noise robustness, an assumption of
the noise model (in this case pure depolarization) was
necessary. Realistic errors are likely to be more compli-
cated than depolarization [48, 62, 63]. A topic of future
analysis might be an assessment of the impact of realistic
logical errors on algorithm performance.

VI. CONCLUSIONS

We have analyzed the costs of surface code implemen-
tations of several alternatives to textbook QPE that have
been suggested to be better suited to EFTQCs. When
compiled into logical circuits we find that the total T-gate
count does not vary significantly between protocols at
constant state overlap. RPE, QCELS, and MMQCELS
provide similar constant-factor reductions to the maxi-
mum number of T' gates in any given iteration (Tyuaz)-
For v =~ 1, Tynae can be reduced by running fewer dis-
tinct iterations at the cost of increasing T4t by running
more shots per iteration. These trade-offs vanish rapidly
as 7 decreases away from 1 due to the effects of bias.
The cost of IPE is evidently between the (low) costs of
the approaches based on the Hadamard test and (high)
cost of textbook QPE. However, a direct comparison of
Tio: can be a bit misleading, thanks to the different cri-
teria by which the probability of success is bounded in
IPE and Hadamard-based QPE protocols. IPE tends to
overperform in accuracy relative to conservative bounds
and it is likely that physical resource requirements could
be reduced to be superior to Hadamard-based methods,
particularly with the use of Bayesian inference [64].

Ongoing work is aimed at investigations of other
Hamiltonian simulation methods (e.g., QPE on qubitized
walks [65]) and implementations on different error cor-
recting code (e.g., 3D color codes [4, 66]).
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Appendix A: Error Model

We use an error model from Ref. [67] to analyze the
performance of each protocol in the presence of simple
depolarizing logical errors. For the EFT protocols con-
sidered in this work, we are only concerned with the ag-
gregate impact of logical errors on the measurement prob-
abilities of the single ancilla qubit. In the error-free case,
the probability of measuring z € {0,1} on that qubit is

P(z) == (14 zcos#). (A1)

[\3\)—!

For the jth iterate of the protocols under consideration, a
depolarizing channel with error rate a; replaces the input
state with the maximally mixed state with probability a;,

D(p) = (1—a,)p+a;1. (A2)
The probability of remaining error free is then 1 — a;
resulting in an equivalent decay in the signal. For small

aj, 1-—
become

a; ~ e % and the measurement probabilities

P(z) = = (1 + ze~% cosf) , (A3)

1
2
1. IPE Success Probability

IPE extracts 1 bit of the phase per iterate starting
with the Jth bit. For v = 1, if the phase consists of
exactly J bits then the Jth bit is extracted with success
probability p; = 1 in the absence of noise. Otherwise
ps will depend on the remainder ¢ after J bits of phase.
In the presence of depolarizing noise, the probability of
successfully extracting the Jth bit is then

1

ps(0) = 5 (1+ e cos2md) .

(A4)

The next iterate attempts to measure the (J — 1)th
bit. If all previous bits were correct, then the classically
controlled rotations remove all measured bits from the
remainder of the current iterate. The total probability of
success for extracting all J bits correctly is

o0 =114 (e (52))

Generically, 6 = 1/2 results in the lowest probability of
success, SO

(A5)

%

Ds (A6)

14 . ™
T een(2)

j=1

Even in the noiseless case, the 1st term of this product
will be 1/2 resulting in a total probability less than 1/2.
In order to amplify the success probability by taking mul-
tiple shots, the single shot probability must be greater
than 1/2. This success probability can be boosted by
discarding the Jth bit, effectively rounding up or down
based on the value of the Jth bit. Doing this decreases
the precision of the outcome but increases the success
probability by a factor of 2. It is straightforward to in-
clude imperfect state overlap v < 1 as the dependence is
strictly linear.

(A7)

% lj (1 + e~ % cos (2%)) .

In the noiseless case this product converges to 8y/72 as
J = oo.

If ps(y) > 0.5, the success probability can be amplified
arbitrarily high by taking multiple shots and accepting
the most common result. Taking N, shots, the total suc-
cess probability using this strategy can be bounded as

(7)) et a=m™ . a9
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2. RPE subject to depolarizing noise

RPE utilizes a series of Hadamard test circuits as
shown in Fig. 4. We first provide intuition for RPE
in the absence of noise and assuming v = 1, we will
then relax those assumptions and show how to perform
RPE with imperfect state overlap in the presence of de-
polarizing noise. We define z; = Z; + i¥; where z; and
y; are outputs when the I/ St gate is applied, respec-
tively. For input state [t)o), the expected value of z; is

Elz] = | U¥ " |¢) = 927", The estimator for the
jth generation is 6; = arg(z;). The estimate for ¢ is then
defined as

0.

0= 2JJ—1 : (A9)

This estimate is only correct up to factors of 27/27~1
and thus requires the error on all previous generations to
be below 7/27~1. As shown in [9], we can use Hoeffding’s
inequality to ensure that this condition is met with prob-
ability P if we take the appropriate number of samples

|
()| < atan2 [Sin (sin—1 (W) _ Z) L1 ;W

The bias on the full protocol thus decreases with j, such
that

_ Ny
n= 5 (A14)
The protocol can still succeed provided that n; < 7/2
such that the bias does not cause the the error on any
generation to exceed 7/2/71. This condition is met for
v > 0.536.

Depolarization does not add to the bias, however, it
does increase the variance on each 9} by an amount 2% .
While this could be mitigated by an equivalent increase
in Ny, doing this results in T}, scaling exponentially with
¢! and is therefore undesirable. Instead, the QEC code
distance is used to control the value of e2% such that
only a modest increase in N is necessary. Accounting for
the bias and increase in variance, Hoeffding’s inequality
can again be used to show to find the appropriate Ny to
succeed with probability Pk,

N, = {?j‘ejz_ﬂ (log (1_4138) +log (J — 1))]

(A15)
As ¢ = At, where ) is the eigenvalue we wish to calcu-
late, our estimate for A is simply

| Q-

A=—. (A16)

oo (552) ) 5 () 5

N

N, = {136 <log <1 _4Ps> +log (J — 1))‘ (A10)

In this case, with probability Ps the error on (ﬁ is

1
€ = ——.
[ 27-1,/N,

We will now include the effects of imperfect state over-
lap and depolarizing noise. Depolarizing noise inflates
the variance however it does not bias the estimator of ¢.
Imperfect state overlap causes the estimator to become
biased. Together, their effect is to alter the error on czg to

(A11)

1 e2as
%=1\, )

(A12)

be upper bounded by brute force as

(A13

(

Therefore with probability P, the error on \ for J gen-
erations of RPE is

(A17)

Appendix B: Circuit Constructions

Here we show explicit circuit constructions for the con-
trolled unitary evolution. The Trotterized unitary is ex-
pressed as sequence of Pauli rotations

U — e*igl thefig2Z2tef7;ggX1thefig4Y1Y2t' (Bl)

Each rotation in the product can be implemented with
a single Z rotation and Clifford gates. The first two terms
are already single qubit Z-rotations are implemented us-
ing the directional control shown in Fig. 9. The X;X>
rotation is performed by transforming the Z; operator
into X7 X5 via two H gates and a CNOT. After the rota-
tion is performed this transformation is undone. Similar
to the X; X5 rotation, the Y;Y5 rotation is performed by
transforming Z; into Y;Y5. All these pieces are put to-
gether in a first-order Trotter product. We note that we
calculated the difference between the eigenphase of the
Trotterized unitary and exact unitary by hand to check
that the Trotter error is not a limiting factor. For the
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curious reader the Trotter error with ¢ = 0.5 at.u. on the
eigenphase itself was 0.0002 rad, resulting in an error of

+)
|¥)

10

0.0004 Ha. All simulations were performed using a target
error > 10~ and therefore were not impacted by Trotter
error.
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FIG. 9: Implementation of a directionally controlled rotation operation where P is a Pauli string.
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FIG. 12: First-order Trotterized Hamiltonian simulation operator

Appendix C: Numerical Tests

Here we show results from numerical simulations per-
formed using qiskit. For RPE, Ny is selected according
to A15. For QCELS and MMQCELS, A15 is used as a
starting point, however at that N, these protocols did
not reach the target error. The Ny was incremented until
these protocols reached the desired precision. For v = 1,
the estimators for RPE, QCELS, and MMQCELS are
unbiased, allowing trade-offs between J and N,. For our
simulations, J was selected after Ny had been chosen ac-
cording to Hoeffding’s inequality. At v = 1 J was then
reduced by [v/Ng].

The protocols were compiled into Clifford+T circuits
before simulating. We assume a hardware error rate p =
1073 and use 6 to select the minimum code distance d
such that the protocol would achieve the target error.
We introduced a depolarizing noise model using giskit’s

AerSimulator. The rate of the depolarizing noise was set
according to 6. As we are performing resource estimates
using Litinski-style architecture where all Clifford gates
are commuted away we only apply our noise model only
to the T gates.

The bias of an estimator can be defined as the error as
Ny — oo. In order to measure the bias on the estimators
and compare to the upper bound of A13, we ran simula-
tions of RPE and QCELS at fixed T},4, while increasing
N,. The bias is then found as the error on the estimate
once the error remained constant rather than decreasing
with increasing N;. The bias for RPE and QCELS were
found to be very similar for v = 0.75. We note that as
QCELS and MMQCELS use the same estimator, we ex-
pect their bias to be the same. However, because of their
reliance upon a classical nonlinear least-squares subrou-
tine there might be subtle differences in practice due to
differences in the landscapes.
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