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Abstract. A central object in the analysis of the water wave problem is the Dirichlet-
Neumann operator. This paper is devoted to the study of its spectrum in the context of
the water wave system linearized near equilibrium in a domain with a variable bottom,
assumed to be a C2 periodic function. We use the analyticity of the Dirichlet-Neumann
operator with respect to the bottom variation and combine it with general properties of
elliptic systems and spectral theory for self-adjoint operators to develop a Bloch-Floquet
theory and describe the structure of its spectrum. We find that under some conditions
on the bottom variations, the spectrum is composed of bands separated by gaps, with
explicit formulas for their sizes and locations.

We dedicate this article to the memory of Thomas Kappeler. This work started as a collaborative

project with Thomas who sadly left us abruptly. We will always be grateful for his inspiration,

generosity and kindness.

1. Introduction

This study concerns the motion of a free surface wave over a variable bottom. There is
a large literature devoted to this subject due to its relevance to oceanography in coastal
engineering. Formation of long-shore sandbars along gentle beaches has been observed in
open ocean coasts or bays and it is important to understand how they affect the propa-
gation of waves [20]. For mathematical purposes, the variable bottom is often assumed
to be periodic or described by a stationary random process. The effect of a fast oscil-
lating bottom has been studied in many asymptotic regimes [28, 5, 9, 6] where effective
equations are derived using techniques of homogenization and of multiple scales. Here,
we restrict ourselves to the linearized water wave problem near the equilibrium with a
periodic bottom. In this setting, there is a classical phenomenon known as the Bragg
resonance reflection phenomenon, in analogy with the Bragg’s law for X-rays in crystal-
lography. In the water wave setting, it refers to the situation where the bottom has the
form y = h(x), where h(x) = h1 (constant) if x ⩽ 0 and x ⩾ ℓ and is a periodic function
for 0 < x < ℓ. Resonance happens when the wavelength of the incident wave is equal
to twice that of the bottom variation. This configuration leads to strong reflected waves.
This phenomenon was observed experimentally by Heathershaw [11] and derived formally
by Mei [19] and Miles [21]. Based on this analysis, Mei [19] proposed a theory that strong
reflection can be induced by sand bars if the Bragg resonance conditions are met, thus
protecting the beach from the full impact of the waves. Higher-order Bragg reflections
have been observed experimentally and numerically by Guazzelli, Rey and Belzons [10].

1.1. Setting of the problem. The problem under consideration is wave propagation
over a periodic bottom of infinite extension. Porter and Porter [23] draw a comparison
between scattering by a finite length periodic bottom and infinite length periodic bottom
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and show they are closely related, see also Linton [17], Yu-Howard [31], Liu et al [18], the
latter reference dealing with the shallow water limit. The two problems have a different
character, the finite extension one giving rise to a boundary-value problem while the
infinite extension one takes the form of an eigenvalue problem for the Dirichlet-Neumann
operator. The goal of this paper is a detailed study of the Dirichlet-Neumann operator
and in particular the description of its spectrum for general periodic topography through
an analysis of associated elliptic systems and Bloch-Floquet theory.

The starting point of our analysis is the water wave problem written in its Hamiltonian
formulation [32, 7]. The two dimensional fluid domain is

Ωε(b, η) = {(x, z) : x ∈ R,−h+ εb(x) < z < η(x, t)}

where the variable bottom is given by z = −h + εb(x), and the free surface elevation by
z = η(x, t). The water wave problem in canonical variables (η, ξ), where ξ(x) is the trace
of the velocity potential on the free surface {z = η(x, t)} has the form

∂tη −G[η, εb]ξ = 0,

∂tξ + gη + 1
2 |∂xξ|

2 − (G[η, εb]ξ + ∂xη · ∂xξ)2

2(1 + |∂xη|2)
= 0,

(1.1)

where g is the acceleration due to gravity. The operator G[η, εb] is the Dirichlet-Neumann
operator, defined by

G[η, εb]ξ =
√
1 + |∂xη|2∂nΦ|z=η

,

where Φ is the solution of the elliptic boundary value problem{
∂2xΦ+ ∂2zΦ = 0 in Ωε(b, η),
Φ|z=η

= ξ, ∂nΦ|z=−h+εb
= 0,

The system (1.1), linearized about the stationary solution (η(x), ξ(x)) = (0, 0) is{
∂tη −G[εb]ξ = 0,

∂tξ + gη = 0.

where now, and for the remainder of this article, we denote G[0, εb] by G[εb]. The surface
elevation η satisfies

∂2t η + gG[εb]η = 0,

and initial conditions

η(x, 0) = η0(x), ∂tη(x, 0) = η1(x), x ∈ R.

When we look for solutions of the form η(x, t) = eiωtv(x), we are led to the spectral
problem G[εb]v = λv with λ = ω2/g. The operator G[εb] is a nonlocal operator depending
on the function b(x), that we assume to be a 2π-periodic C2 function. In analogy with
second-order differential operator with periodic coefficients, the goal is to develop a Bloch-
Floquet decomposition to describe its spectrum.

We will recall in Section 2.2 the principle of the Bloch-Floquet theory, where one de-
composes a function as an integral of θ-periodic functions, namely one writes f(x) =´ 1/2
−1/2 Uf(x, θ) dθ where Uf is θ-periodic

Uf(x+ 2π, θ) = e2πiθUf(x, θ),

for the Bloch-Floquet parameter θ ∈ (−1
2 ,

1
2 ]. The principle of the Bloch-Floquet de-

composition is to describe the spectrum and the generalized eigenfunctions of G[εb] by a
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family, parametrized by θ, of spectral problems for Gθ[εb] acting on 2π periodic functions:{
Gθ[εb]ϕ

ε(x, θ) := e−iθxG[εb]eiθxϕε(x, θ) = λε(θ)ϕε(x, θ),

ϕε(x+ 2π, θ) = ϕε(x, θ).
(1.2)

Equivalently, Gθ[εb] is defined in terms of the elliptic system (2.4) by (2.5).
The goal of this paper is to describe rigorously the spectrum of the Dirichlet-Neumann

operator in the form of bands separated by gaps, thus expressing the wave elevation as
a sum of Bloch waves. This decomposition provides the range of frequencies for which
propagation of waves is forbidden. Spectral bands correspond to zones of stability while
gaps are zones of instability. A classical model operator that exhibits this behavior is the
Hill operator H = − d

dx2 +V (x), where V (x) is a smooth 2π-periodic potential on R. The
associated spectral problem is

− dφ

dx2
+ V (x)φ = λφ,

which has been intensively studied. We refer to the books of Eastham [8], Reed and Simon
[25] and the detailed review of Kuchment [13] and references therein.

When the bottom is flat, b = 0, the eigenvalues κp(θ) of Gθ[0] are given explicitly in
terms of the dispersion relation for water waves over a constant depth h = 1 and ε = 0:

κp(θ) =
ω2(p+ θ)

g
= (p+ θ) tanh(p+ θ),

for p ∈ Z, and Bloch-Floquet parameter θ ∈ (−1
2 ,

1
2 ]. Eigenvalues are simple for −1/2 <

θ < 0 and 0 < θ < 1/2. For θ = 0, 1/2, they have multiplicity two. When reordered appro-
priately by their size, the eigenvalues, denoted λ0p(θ), are continuous in θ (see Figure 1.a).
The spectrum of the Dirichlet-Neumann operator G[0] is the half-line [0,+∞). The goal
of this work is to understand how the presence of a small periodic bottom modifies the
structure of the Dirichlet-Neumann operator.

1.2. Main results. We will prove that, under certain conditions on the Fourier coefficients
of b, the presence of the bottom generally results in the splitting of double eigenvalues near
points of multiplicity, creating a spectral gap. Yu and Howard [31] computed numerically
Bloch eigenfunctions and eigenvalues of (1.2) for various examples of bottom profiles using
a conformal map that transforms the original fluid domain to a uniform strip, thus iden-
tifying the corresponding spectral gaps. Chiadò Piat, Nazarov and Ruotsalainen [3] gave
a necessary and sufficient condition on the Fourier coefficients of the bottom variations
to ensure the opening of a finite number of spectral gaps of O(ε). In [4], a systematic
method, based on the Taylor expansion of the Dirichlet-Neumann operator in powers of
b, was proposed to compute explicitly spectral gaps, allowing spectral gaps of high order.
A simple example of bottom topography was given leading to gaps of order O(ε4). In this
paper, we give a full description of the spectrum of G[εb]. We first prove that it is purely
absolutely continuous and is composed of union of bands. We then give necessary and suf-
ficient conditions on the Fourier coefficients of b(x) for the opening of gaps of order ε and
ε2, based on a rigorous perturbation theory near double eigenvalues of the unperturbed
problem.

The main ingredients of our analysis are elliptic estimates [15], perturbation theory of
self adjoint operators [27, 25, 16] and the notion of quasi-modes which provides, under some
conditions, a method to construct eigenvalues from approximate ones [2, Proposition 5.1].
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It also strongly relies on the analyticity of the Gθ[εb] and its resolvent with respect to ε
and θ.

Theorem 1.1 (Structure of the spectrum). Let b ∈ C2(T2π). There exists ε0(b) > 0 such
that the following holds true for any ε ∈ [0, ε0).

(i) The spectrum σ(G[εb]) is purely absolutely continuous and is composed of a union of
bands. Namely,

σ(G[εb]) =

∞⋃
p=0

λεp

(
(−1

2 ,
1
2 ]
)
,

where the {λεp(θ)}∞p=0 are the eigenvalues of Gθ[εb], labeled in increasing order, re-
peated with their order of multiplicity, and the bands are images of the Lipschitz
functions θ 7→ λεp(θ) on the interval (−1

2 ,
1
2 ]. Moreover, λε0(0) = 0.

(ii) For any p ∈ N, there exists ε1(b, p) ∈ (0, ε0] and Cb,p such that we have

d
(
λεp

(
(−1

2 ,
1
2 ]
)
, λ0p

(
(−1

2 ,
1
2 ]
))

⩽ Cb,pε, ∀ε ∈ [0, ε1).

The next results give conditions on the Fourier coefficients of b, defined as

b̂p =
1

2π

ˆ 2π

0
b(x)e−ipx dx,

that ensure the opening of a gap that separates the double eigenvalues λ02p−1(0) = λ02p(0)

or λ02p(
1
2) = λ02p+1(

1
2) corresponding to b = 0. Let us denote

Fp :=

(p
2

)2
cosh2

(p
2

) (1.3)

Theorem 1.2 (Gap opening of order ε). Let b ∈ C2(T2π) and p ∈ N. There exist positive
numbers ε2(b, p) and Cb,p such that the following holds true.

(i) If p > 0 and b̂2p ̸= 0, then, for all ε ∈ (0, ε2), the spectrum σ(G[εb]) has a gap:

λ02p(0)− g−2p,ε := max
− 1

2
<θ⩽ 1

2

λε2p−1(θ) < min
− 1

2
<θ⩽ 1

2

λε2p(θ) =: λ02p(0) + g+2p,ε

with ∣∣∣g±2p,ε − F2p |̂b2p|ε
∣∣∣ ⩽ Cb,pε

2.

(ii) If b̂2p+1 ̸= 0, then, for all ε ∈ (0, ε2), the spectrum σ(G[εb]) has a gap:

λ02p(
1
2)− g−2p+1,ε := max

− 1
2
<θ⩽ 1

2

λε2p(θ) < min
− 1

2
<θ⩽ 1

2

λε2p+1(θ) =: λ02p(
1
2) + g+2p+1,ε

with ∣∣∣g±2p+1,ε − F2p+1 |̂b2p+1|ε
∣∣∣ ⩽ Cb,pε

2.

If b̂2p = 0 and if another condition on the Fourier coefficients of b is satisfied, then a
gap of size ε2 occurs. Let us denote

Jp(b) =
p2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
|̂bk−p|2

Sp(b) =
p2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
b̂k+pb̂k−p.
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Theorem 1.3 (Gap opening of ε2). Let b ∈ C2(T2π) and p ∈ N∗. There exist positive

numbers ε3(b, p) and Cb,p such that the following holds true. If b̂2p = 0 and Sp(b) ̸= 0,
then, for all ε ∈ (0, ε3), the spectrum σ(G[εb]) has a gap:

λ02p(0) + Jpε
2 − g−2p,ε := max

− 1
2
<θ⩽ 1

2

λε2p−1(θ)

< min
− 1

2
<θ⩽ 1

2

λε2p(θ) =: λ02p(0) + Jpε
2 + g+2p,ε

with ∣∣∣g±2p,ε − |Sp|ε2
∣∣∣ ⩽ Cb,pε

3.

If b̂2p+1 = 0, similar conditions on the Fourier coefficients of b lead to the opening of a
gap of order ε2 near θ = ±1

2 .

(a) (b)

Figure 1. Sketch of the first six eigenvalues in order of magnitude: (a) flat
bottom ε = 0; (b) in the presence of a small generic bottom perturbation
ε > 0. The dashed blue (resp. dot black) curve represents λε2p(θ) (resp.

λε2p+1(θ)). The spectra of the operators G[εb] are represented by the solid
red intervals.

The paper is organized as follows. Section 2 is devoted to the basic properties of
the Dirichlet-Neumann operator. We first introduce the Bloch-Floquet transform which
allows us to represent any L2-function as the integral over (−1

2 ,
1
2 ] of θ-periodic functions.

Following [25, 13], we express G[εb] as a direct integral decomposition of Gθ[εb]. We then
write the variational formulation of the elliptic problem associated to Gθ[εb] and to its
resolvent (1 + Gθ[εb])

−1. Section 3 is devoted to general properties of the spectrum of
G[εb] and Gθ[εb]. An important property of the Dirichlet-Neumann operator is that it is
analytic with respect to the bottom [15]. We extend it to the analyticity of its resolvent
with respect to ε and θ. This result is central for the description of the spectrum of the
operator Gθ[εb]. In Section 3.3, using general properties of perturbation of self-adjoint
operators [16, 27], we show that for θ not too close to 0,±1

2 , the spectrum of Gθ[εb] is
composed of simple eigenvalues that are close to those of Gθ[0] and give estimates on their
location. It will be useful later to ensure gaps constructed in Section 4 remain open. We
also give a first description of the spectrum of Gθ[εb] near double eigenvalue of Gθ[0].
We then prove Theorem 1.1 that describe the spectrun of G[εb] as unions of bands. In
Section 4, we show necessary and sufficient conditions for the opening of a gap at θ = 0, 1/2
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of order O(ε). The matching the inner and outer asymptotics on an overlap region leads

to the opening of a gap of order ε (Theorem 1.2). In particular, assuming that b̂k ̸= 0 for
all |k| < N leads to the opening of N gaps. In Section 5, we extend the above analysis to
construct gaps of order ε2.

Our method provides necessary and sufficient conditions on the bottom topography
that lead to opening of gaps of order ε and ε2. We believe that a higher order calculation
would lead to opening at higher order in ε. Because the smallness ε depends on p, we are
only able to exhibit bottom configurations that lead to the opening of a finite number of
gaps. The opening of an infinite number of gaps is an open problem.

We conclude the introduction with some notations:

Ωε := {(x, z) ∈ R× R ; −1 + εb(x) < z < 0},
ωε := {(x, z) ∈ T2π × R ; −1 + εb(x) < z < 0},
S := T2π × [−1, 0], γ := T2π × {0}.

We denote T2π := R/2πZ the flat torus of length 2π and f ∈ Hs(T2π) means that f ∈
Hs

loc(R) and is 2π-periodic (namely, f(x+ 2π) = f(x) for a.e. x ∈ R), whereas a function
F belonging in Hs(ωε) or in Hs(S) means that Φ is periodic in the horizontal direction:
F (x+ 2π, z) = F (x, z).

2. The Bloch-Floquet transform of the Dirichlet-Neumann operator

2.1. Basic properties of the Dirichlet-Neumann operator. The goal is to study
the Dirichlet-Neumann operator G[εb] := G[0, εb] which naturally appears when solving
the linearized water wave equations in the domain Ωε, where b ∈ C2(R), bounded, and ε
satisfies ε∥b∥L∞ < 1. Without loss of generality, we assume h = 1 and

´ 2π
0 b(x)dx = 0.

Note that this domain is bounded in the vertical direction which allows to have a Poincaré
inequality (see [15, Equation (2.8)] or Lemma 2.1) and to solve the following elliptic
problem by the Lax-Milgram theorem.

For any ξ ∈ Ḣ1(R), let Φ be the unique variational solution of{
∆Φ = 0 in Ωε,

Φ|z=0
= ξ, ∂nΦ|z=−1+εb

= 0,
(2.1)

see [15, Proposition 2.9]. From Φ, we define the Dirichlet-Neumann operator G[εb] as
G[εb]ξ = ∂nΦ|z=0

.

By elliptic regularity, G[εb] is a continuous operator from Ḣ1(R) to L2(R). It is positive
semi-definite, symmetric for the L2 scalar product (see [15, Proposition 3.9]), and it is
also self-adjoint on L2(R) with domain H1(R). This property was shown in [29] for flat
bottom using symbolic analysis and in [15, Appendix A.2] for b ∈ Ht0+1(R) for t0 > 1/2.
Looking at the details the proof in [15, Proposition A.14], we notice that the decay of b
at infinity is not used and that the proposition holds true for periodic b smooth enough,
in C2 for instance.

Another well-known property for the Dirichlet-Neumann operator on a Riemannian
manifold ([30, Section 7.11]) and proved in [29, Corollary 3.6] for the fluid domain Ωε is
that it is a first-order elliptic operator. This property is not used here but just recalled
for sake of completeness.

We conclude this subsection with the standard Poincaré inequality when the domain is
bounded in one direction. Note that important points in the following inequality are that
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the constant CP does not depend on ε, and the coefficient in front of ∥∂zϕ∥L2 is strictly
smaller than 1.

Lemma 2.1. There exist ε0, CP > 0 such that, for any ε ∈ [−ε0, ε0] and all ϕ ∈ H1(ωε)

∥ϕ∥L2(ωε) ⩽ CP ∥ϕ(·, 0)∥L2(0,2π) +
3

4
∥∂zϕ∥L2(ωε). (2.2)

Proof. For ϕ ∈ C1(ωε) we write

ϕ(x, z) = ϕ(x, 0)−
ˆ 0

z
∂zϕ(x,w) dw

thus

|ϕ(x, z)| ⩽ |ϕ(x, 0)|+ |z|
1
2

(ˆ 0

−1+εb(x)
|∂zϕ(x,w)|2 dw

) 1
2
=: |ϕ(x, 0)|+A(x, z).

where

∥A∥2L2(ωε)
⩽

1

2
(1 + |ε|∥b∥L∞)2∥∂zϕ∥2L2(ωε)

which would end the proof if ϕ vanishes on the boundary. For all δ > 0, there is Cδ > 0
such that

|ϕ(x, z)|2 ⩽ |ϕ(x, 0)|2 + 2|ϕ(x, 0)|A(x, z) +A(x, z)2 ⩽ Cδ|ϕ(x, 0)|2 + (1 + δ)A(x, z)2

hence,

∥ϕ∥L2(ωε) ⩽
√
Cδ(1 + |ε|∥b∥L∞)∥ϕ(·, 0)∥L2(0,2π) +

√
1 + δ

2
(1 + |ε|∥b∥L∞)∥∂zϕ∥L2(ωε).

Choosing ε0 and δ small enough, leads to (2.2), because 1/
√
2 < 3/4. □

2.2. Bloch-Floquet transform. The Bloch-Floquet transform, also referred as Gelfand
transform, is defined on S(R) as

f(x) 7→ Uf(x, θ) :=
∞∑

n=−∞
f(x+ 2πn)e−2πiθn.

It satisfies
Uf(x+ 2π, θ) = e2πiθUf(x, θ)

and is uniquely extendable to a unity operator from L2(R) in L2((−1
2 ,

1
2 ];L

2(0, 2π)) by
Fubini and Plancherel theorems (see for instance [25, Page 290]). For f ∈ S(R),

f(x) =

ˆ 1/2

−1/2
Uf(x, θ) dθ in R.

Denoting g = Uf with f ∈ S(R), there is an explicit formula for U∗g only in terms of the
values of g in (−1/2, 1/2]× [0, 2π]:

(U∗g)(x+ 2πn) =

ˆ 1/2

−1/2
e2iπnθg(x, θ) dθ for all (x, n) ∈ [0, 2π)× Z.

This definition of the Bloch-Floquet transform is convenient because it implies that U∗g is
an isometry from L2((−1

2 ,
1
2 ];L

2(0, 2π)) in L2(R). The definition of U∗ for x outside [0, 2π)
comes from the fact that we do not precise the periodicity condition of g with respect to
x when we only considered g as an element of L2((−1

2 ,
1
2 ];L

2(0, 2π)). An important con-

sequence of the isometry property is that we can decompose any f ∈ L2(R) as an integral
of θ-periodic functions (namely, g(x + 2π, θ) = e2πiθg(x, θ)). For more details, we refer
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to [25, Section XIII.16] and [13, Section 4.2]. Another possible choice of decomposition is
based on Fourier transforms as in [1], which is well-adapted to d ⩾ 2.

With our choice of direct integral decomposition of functional spaces

L2(R) =

⊕̂

(− 1
2
, 1
2
]

L2
θ dθ, (2.3)

the goal is to decompose the Dirichlet-Neumann operator G[εb] into operators Gθ[εb]
acting, for all θ, on periodic functions.

Let b ∈ C2(T2π), and for any ϕ ∈ H1(T2π), let Φ be the unique1 variational solution of{
(−∆− 2iθ∂x + θ2)Φ = 0 in ωε,

Φ|z=0
= ϕ, (∂n + iθnx)Φ|z=−1+εb

= 0,
(2.4)

where nx denotes the horizontal component of the outward normal vector n.

Theorem 2.2. There is ε0 > 0 such that, for all θ ∈ [−1
2 − ε0,

1
2 + ε0] and ε ∈ [−ε0, ε0],

the linear operator Gθ[εb] defined as

Gθ[εb]ϕ = ∂nΦ|z=0
∈ L2(T2π) (2.5)

is well defined on H1(T2π), closed, symmetric, positive semi-definite and bounded uni-
formly with respect to θ ∈ [−1

2 − ε0,
1
2 + ε0] and ε ∈ [−ε0, ε0].

Proof. It is proved in [4, Proposition 2.2] that Gθ[εb] is well-defined. We briefly recall the
argument. For ϕ ∈ H1(T2π) given, we lift the boundary condition on z = 0 by2 F (ϕ) ∈
H3/2(T2π × (−2, 0)) where F (ϕ)|z=0

= ϕ, F (ϕ)|z=−2
= 0 and introduce Φ = Φ̃ + F (ϕ),

where Φ̃ is the unique solution in H1
surf,0(ωε) of the variational formulation

aθ,ε(Φ̃, φ) = −aθ,ε(F (ϕ), φ) ∀φ ∈ H1
surf,0(ωε)

where

aθ,ε(Ψ, φ) :=

ˆ
ωε

[
∇Ψ · ∇φ+ iθ(Ψ∂xφ− φ∂xΨ) + θ2Ψφ

]
and H1

surf,0(ωε) is the set of functions belonging in H1(ωε) vanishing at the surface, i.e. on

{z = 0}. The existence and uniqueness of Φ̃ is a consequence of the Lax-Milgram theorem
and the Poincaré inequality (Lemma 2.1), since the coercivity property

aθ,ε(Ψ,Ψ) =

ˆ
ωε

|∇Ψ|2 − 2θIm(Ψ∂xΨ) + θ2|Ψ|2 ⩾ (∥∇Ψ∥L2(ωε) − |θ|∥Ψ∥L2(ωε))
2

⩾
(
1− 3|θ|

4

)2
∥∇Ψ∥2L2(ωε)

⩾ C∥∇Ψ∥2L2(ωε)
⩾ C̃∥Ψ∥2H1(ωε)

holds with C and C̃ independent of θ ∈ [−1
2−ε0,

1
2+ε0] and ε ∈ [ε0, ε0], where ε0 is chosen

smaller than 1/2.

As ∆Φ̃ ∈ H−1/2(T2π × (−1/2, 0)), by elliptic regularity, we have Φ̃,Φ ∈ H3/2(T2π ×
(−1/4, 0)), thus the normal trace ∂zΦ|z=0

belongs to L2(T2π). We then have obtained

1The existence and the uniqueness of Φ is proved in the proof of Theorem 2.2.
2F is linear and continuous from H1(T2π) to H3/2(T2π × (−2, 0)) and a possible construction is

F (ϕ)(x, z) =
∑

k∈Z

(∑1
j=0 z

j ϕ̂(j)
kh(z

√
1 + k2)

)
eikx, where h ∈ C∞

c ([0, 1), [0, 1]), h|[0,1/2] = 1, see [14,

Theorem 3.1] and [22, Section 2.5].
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that Gθ[εb] is a continuous operator from H1(T2π) to L2(T2π) uniformly with respect to
θ ∈ [−1

2 − ε0,
1
2 + ε0] and ε ∈ [ε0, ε0].

Moreover, for any ϕ, ψ ∈ H1(T2π), let Φ,Ψ be the solutions associated to (2.4) respec-
tively. Then,

(Gθ[εb]ϕ, ψ) =

ˆ 2π

0

(
Gθ[εb]ϕ

)
ψ =

ˆ
ωε

[
∇Φ · ∇Ψ+ iθ(Φ∂xΨ−Ψ∂xΦ) + θ2ΦΨ

]
= (ϕ,Gθ[εb]ψ),

which implies that Gθ[εb] is a positive semi-definite operator, symmetric for the L2-scalar
product. The positivity follows from the coercivity:

(Gθ[εb]ϕ, ϕ) ⩾ (∥∇Φ∥L2(ωε) − θ∥Φ∥L2(ωε))
2.

Gθ is also closed: let (ϕn, Gθ[εb]ϕn)n be a sequence of the graph of Gθ[εb] converging in
L2(0, 2π)× L2(0, 2π) to (ϕ, g), for any test function Ψ ∈ C∞(ωε), we have, for all n,

(Gθ[εb]ϕn,Ψ(·, 0)) =
ˆ
ωε

[
∇Φn · ∇Ψ+ iθ(Φn∂xΨ−Ψ∂xΦn) + θ2ΦnΨ

]
.

From the Poincaré inequality, we deduce that (Φn)n is a bounded sequence in H1(ωε):

∥Gθ[εb]ϕn∥
1/2
L2 ∥ϕn∥

1/2
L2 ⩾ (Gθ[εb]ϕn, ϕn)

1/2 ⩾ ∥∇Φn∥L2(ωε) − θ∥Φn∥L2(ωε)

⩾ C1∥Φn∥H1(ωε) − C2∥ϕn∥L2(T2π)

with constants C1 and C2 independent of θ ∈ [−1
2 − ε0,

1
2 + ε0] and ε ∈ [−ε0, ε0], where ε0

is chosen smaller than 1/2. Passing to the limit in the previous equality, (Φn)n tends in
the sense of distributions to Φ, solution of (2.4), with Φ|z=0

= ϕ and ∂nΦ|z=0
= g. From

∂nΦ|z=0
= g ∈ L2, elliptic regularity implies that Φ ∈ H3/2(ωε), hence that ϕ ∈ H1(T2π) =

D(Gθ[εb]), which concludes the closure of Gθ[εb]. □

An important tool for the study of spectral properties is the resolvent operator (1 +
Gθ[εb])

−1. The next proposition relates the resolvent operator to the trace of the unique
solution in H1(ωε) of an auxiliary elliptic system. The variational formulation of this
system was introduced in [3, Section 4.a].

Proposition 2.3. Let b ∈ C2(T2π). There is ε0 > 0 such that, for all θ ∈ [−1
2−ε0,

1
2+ε0],

ε ∈ [−ε0, ε0] and ξ ∈ L2(T2π), the system:{
(−∆− 2iθ∂x + θ2)Φ = 0 in ωε,

(∂n + 1)Φ|z=0
= ξ, (∂n + iθnx)Φ|z=−1+εb

= 0,
(2.6)

has a unique variational solution Φ ∈ H1(ωε) and

(1 +Gθ[εb])
−1ξ = Φ|z=0

.

Moreover, (1+Gθ[εb])
−1 is bounded from L2(T2π) to H

1(T2π) independently of θ ∈ [−1
2 −

ε0,
1
2 + ε0] and ε ∈ [−ε0, ε0].

Proof. The function Φ is a variational solution of (2.6) if and only if, for any Ψ ∈ H1(ωε),

aRθ,ε(Φ,Ψ) = L(Ψ) :=

ˆ
T2π

ξΨ(·, 0)

where

aRθ,ε(Φ,Ψ) :=

ˆ
ωε

[
∇Φ · ∇Ψ+ iθ(Φ∂xΨ−Ψ∂xΦ) + θ2ΦΨ

]
+

ˆ
γ
ΦΨ. (2.7)
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The operator L is continuous since

|L(Ψ)| ⩽ ∥ξ∥L2(T2π)
∥Ψ∥L2(γ) ⩽ C ∥ξ∥L2(T2π)

∥Ψ∥H1(ωε)

and aRθ,ε is a continuous sesquilinear form. In addition, it is coercive:

aRθ,ε(Φ,Φ) ⩾ (∥∇Φ∥L2(ωε) − θ∥Φ∥L2(ωε))
2 + ∥Φ∥2L2(γ)

⩾ δ(∥∇Φ∥L2(ωε) − θ∥Φ∥L2(ωε))
2 + ∥Φ∥2L2(γ)

⩾
1

2

(√
δ
∣∣∣∥∇Φ∥L2(ωε) − θ∥Φ∥L2(ωε)

∣∣∣+ ∥Φ∥L2(γ)

)2
for all δ ∈ (0, 1], hence by Poincaré inequality (Lemma 2.1)

(aRθ,ε(Φ,Φ))
1/2 ⩾

√
δC1∥∇Φ∥L2(ωε) +

( 1√
2
−
√
δC2

)
∥Φ∥L2(γ) ⩾ C3∥Φ∥H1(ωε)

with C1, C2 and C3 independent of θ ∈ [−1
2 − ε0,

1
2 + ε0] and ε ∈ [−ε0, ε0], where δ is

chosen small enough. By Lax-Milgram theorem, there is a unique solution Φ ∈ H1(ωε) of

aRθ,ε(Φ, ·) = L. By elliptic regularity3, Φ ∈ H3/2(T2π × (−1
2 , 0)) and ϕ := Φ|z=0

∈ H1(T2π).

Φ is also the unique solution of (2.4), and we have

Gθ[εb]ϕ = ∂nΦ|z=0
= ξ − ϕ,

that is, we have found ϕ ∈ H1(T2π) such that (1 + Gθ[εb])ϕ = ξ. We have thus proved
the surjectivity of (1 + Gθ[εb]) from H1(T2π) in L2(T2π). The injectivity is obvious: for
ϕ in the kernel of (1 + Gθ[εb]), the solution Φ to (2.4) is solution of (2.6) with ξ ≡ 0,
hence Φ ≡ 0 and ϕ ≡ 0 by uniqueness in (2.6). This ends the proof of the bijectivity of
(1 +Gθ[εb]) and

(1 +Gθ[εb])
−1ξ = ϕ = Φ|z=0

.

□

Remark 2.4. In the previous proof, the presence of ∥Φ∥L2(γ) is important to obtain the
coercivity, but choosing δ possibly smaller, we can easily prove that λ /∈ σ(Gθ[εb]) for any
λ ∈]−∞, 0), only adding −λ in front of

´
γ ΦΨ in the definition of aRθ,ε.

An important consequence of Proposition 2.3 is the self-adjointness of Gθ[εb] and prop-
erties of its spectrum.

Corollary 2.5. Let b ∈ C2(T2π). There is ε0 > 0 such that, for all θ ∈ [−1
2 − ε0,

1
2 + ε0]

and ε ∈ [−ε0, ε0], the operator Gθ[εb] is self-adjoint with domain H1(T2π) and its spectrum
σ(Gθ[εb]) ⊂ [0,+∞[.

Proof. This result comes directly from the classical theorem for closed symmetric operators
on Hilbert spaces. Indeed [24, Theorem X.1] states that the spectrum of Gθ[εb] is either
the closed upper half-plane, the closed lower half-plane, the entire plane or a subset of the
real axis. In the proof of Proposition 2.3, we obtained that (1+Gθ[εb])

−1 is bounded from
L2(T2π) to H1(T2π), which implies that −1 /∈ σ(Gθ[εb]). Thus the spectrum of Gθ[εb] is
a subset of the real axis. The third statement in [24, Theorem X.1] claims, that in this
case, the operator is also self-adjoint. Remark 2.4 implies that σ(Gθ[εb]) ⊂ [0,+∞[. □

3When ∆Φ = f ∈ L2(T2π × (− 3
4
, 0)) and ∂nΦ = g ∈ L2(T2π), we have Φ ∈ H3/2(T2π × (− 1

2
, 0)): to

prove this, we lift the boundary condition by F̃ (g)(x, z) =
∑

k∈Z zĝkh(z
√
1 + k2)eikx so that F̃ is linear

and continuous from L2(T2π) to H3/2(T2π × (− 3
4
, 0)) and conclude that Φ− F̃ (g) ∈ H3/2(T2π × (− 1

2
, 0)).



SPECTRAL GAPS FOR LINEARIZED WATER WAVES 11

Remark 2.6. Since its resolvent is compact, the self-adjointness of Gθ[εb] implies that it
has purely discrete spectrum. There exists an orthonormal basis (ψn(θ, ε, ·))n⩾0 of L

2(T2π)
composed of eigenvectors of Gθ[εb], where the eigenvalues (λn(θ, ε))n⩾0 of Gθ[εb] are real
numbers that we can order such that (λn)n is increasing and tends to +∞ as n tends
to infinity. Their multiplicity is finite and σ(Gθ[εb]) = {λn(θ, ε), n ∈ N}. Note that
Gθ[εb]ψn(θ, ε, ·) = λn(θ, ε)ψn(θ, ε, ·) implies that Φn, solution of (2.4) with ϕ = ψn, is also
solution of (2.6) with ξ = (1+λn)ψn and that (1+Gθ[εb])

−1)(1+λn)ψn = ψn, which means
that ψn is an eigenfunction of the resolvent with eigenvalue τn(θ, ε) = 1/(1 + λn(θ, ε)).

A second consequence of the self-adjointness is that the definition of Gθ[εb] given in
Theorem 2.2 provides the appropriate integral decomposition of G[εb] as expressed in the
next theorem.

Theorem 2.7. Under the decomposition (2.3), we have

UG[εb]U∗ =

⊕̂

(− 1
2
, 1
2
]

eiθxGθ[εb]e
−iθx dθ. (2.8)

Proof. We follow the proof of [25, Equation (148) page 289]. Denote A the operator in
the right hand side of (2.8). Since Gθ[εb] is self-adjoint for all θ ∈ (−1

2 ,
1
2 ], it follows

from [25, Theorem XIII.85 (a)] that A is self-adjoint. Since G[εb] is also self-adjoint (see
Subsection 2.1) and since a symmetric operator can at most have one self-adjoint extension
it is sufficient to show that if ξ ∈ S(R), then Uξ ∈ D(A) and UG[εb]ξ = AUξ.

For ξ ∈ S(R), from the definition of U as a convergent sum, Uξ ∈ C∞. For every fixed

θ ∈ (−1
2 ,

1
2 ], we have e−iθ(x+2π)Uξ(x + 2π, θ) = e−iθxUξ(x, θ), hence x 7→ e−iθxUξ(x, θ)

belongs to H1(T2π) = D(Gθ[εb]), which implies that Uξ ∈ D(A).
Next, we use the definition of Gθ[εb] to consider Φθ solution of (2.4) for ϕ(x) =

e−iθxUξ(x, θ), then AUξ(θ, x) = eiθx∂nΦθ|z=0(x). On the other hand, let Φ be the so-
lution of (2.1), G[εb]ξ = ∂nΦ|z=0

, and

UG[εb]ξ(x, θ) =
∞∑

n=−∞
(G[εb]ξ)(x+ 2πn)e−2πiθn = eiθx∂nΦ̃θ|z=0(x)

where

Φ̃θ(x, z) = e−iθx
∞∑

n=−∞
Φ(x+ 2πn, z)e−2πiθn.

Noticing that Φ̃θ is solution of (2.4) for ϕ(x) = e−iθxUξ(x, θ) allows to conclude that

Φ̃θ = Φθ, which ends the proof. □

We conclude this section by noticing that the spectrum of Gθ[εb] is even with respect
to θ. Indeed, for any ϕ ∈ H1(T2π), taking the conjugate of the elliptic problem (2.4)
associated to Gθ[εb]ϕ, we observe that Φ is the solution related to G−θ[εb]ϕ, hence

G−θ[εb]ϕ = Gθ[εb]ϕ.

An eigenpair (λn, ϕn) of Gθ[εb] gives rise to an eigenpair (λn, ϕn) of G−θ[εb], which implies
the evenness of λn. It is thus sufficient to restrict the study of the eigenvalues to θ ∈ [0, 1/2].
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3. Analyticity and general properties of the spectrum of G[εb]

3.1. Flat bottom. When the bottom is flat, ε = 0, the eigenvalues of Gθ[0] are

κp(θ) = (p+ θ) tanh(p+ θ)

for p ∈ Z and Bloch parameter θ ∈ (−1
2 ,

1
2 ]. The associated eigenfunctions are eipx, where

the solution of the elliptic problem (2.4) (for ε = 0 and ϕ = eipx) is

Φp(θ, x, z) = eipx
cosh((p+ θ)(z + 1))

cosh(p+ θ)
. (3.1)

Eigenvalues are simple for −1/2 < θ < 0 and 0 < θ < 1/2. For θ = 0, 1/2, the eigenvalues
κp(θ) have multiplicity two.

When reordered appropriately by their size, the eigenvalues and eigenfunctions of Gθ[0]
are given as (See Figure 1.a):

For −1
2 ⩽ θ < 0, λ02p(θ) = κ−p(θ); ψ2p(θ, x) =

1√
2π
e−ipx,

for 0 ⩽ θ ⩽ 1
2 , λ02p(θ) = κp(θ); ψ2p(θ, x) =

1√
2π
eipx,

and

for −1
2 ⩽ θ < 0, λ02p−1(θ) = κp(θ); ψ2p−1(θ, x) =

1√
2π
eipx,

for 0 ⩽ θ ⩽ 1
2 , λ02p−1(θ) = κ−p(θ); ψ2p−1(θ, x) =

1√
2π
e−ipx.

The eigenvalues are continuous functions of the Bloch parameter θ ∈ (−1/2, 1/2].
As explained in Remark 2.6, the eigenvalues of the resolvent (1 +Gθ[0])

−1 are

τ0p (θ) = (1 + λ0p(θ))
−1

with the same eigenfunctions. As it will be needed in Sections 4 and 5 we conclude this
section by discussing the application Rp,θ defined on L2(T2π) as

Rp,θf :=
(
(1 +Gθ[0])

−1 − τ0p (θ)
)
f.

For θ = 0 and any p ∈ N∗, τ02p(0) is of multiplicity two, with the eigenfunctions ψ0
2p(0, x) =

(2π)−1/2eipx and ψ0
2p−1(0, x) = (2π)−1/2e−ipx. Therefore, for any f ∈ L2(T2π), we have

R2p,0f =
+∞∑
k=0

(τ0k (0)− τ02p(0))(f, ψ
0
k(0, x))ψ

0
k(0, x),

that is, for g ∈ H1(T2π), the equation

R2p,0f = g

has a solution if and only if

g ∈ E⊥
λ0
2p(0)

:= Span(ψ0
2p(0, ·), ψ0

2p−1(0, ·))⊥ ⊂ L2(T2π)

i.e., if and only if ˆ
T2π

g(x)e−ipx dx =

ˆ
T2π

g(x)eipx dx = 0. (3.2)

In other words, R2p,0 induces an automorphism on E⊥
λ0
2p(0)

with an inverse defined by

R−1
2p,0g :=

+∞∑
k=0,k ̸=2p,2p−1

(g, ψ0
k(0, x))

τ0k (0)− τ02p(0)
ψ0
k(0, x). (3.3)
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R−1
2p,0 is then a bounded operator from E⊥

λ0
2p(0)

to E⊥
λ0
2p(0)

∩H1(T2π). We note also that if

Φ is solution of the Laplace problem associated to G0[0]f (i.e. such that Φ|z=0
= f) then

∥Φ∥H3/2(S) ⩽ C∥f∥H1(T2π) ⩽ Cp∥g∥L2(T2π).

Similarly, for p ∈ N, R2p, 1
2
f = g has a solution if and only if

ˆ
T2π

g(x)e−ipx dx =

ˆ
T2π

g(x)ei(p+1)x dx = 0,

which allows also us to construct R−1

2p,
1
2

on Eλ2p(
1
2
,0).

3.2. Analyticity of the resolvent of Gθ[εb] in ε and θ. It is known that the Dirichlet-
Neumann operator b 7→ G[b] is analytic with respect to the shape of the bottom (see [15,
Appendix A]). These results do not directly apply since we want to keep track of the
dependence in the Bloch parameter. The structure of the forthcoming proof is similar
to what is done in [15, Appendix A] but the problem is much simpler since we study
analyticity with respect to a real parameter ε instead of studying the dependence with
respect to the whole bottom function.

The first step to study the behavior of Gθ[εb] with respect to ε is to straighten the fluid
domain in order to see explicitly the ε-dependence. We choose one of the simplest way to
straighten ωε to S = T2π × (−1, 0): Let Σ : S −→ ωε be the diffeomorphism defined by
Σ(x, z) = (x, z − εzb(x)).

Proposition 3.1. Let b ∈ C2(T2π) and ε0 > 0 given in Proposition 2.3. For all θ ∈ [−1
2−

ε0,
1
2 + ε0], ε ∈ [−ε0, ε0] and ξ ∈ L2(T2π), then the function Φ̃(x, z) = Φ(Σ(x, z)) ∈ H1(S)

is a solution of
− div(P (Σ)∇Φ̃)− 2iθ

(
e1 + ε

(
−b(x)
zb′(x)

))
· ∇Φ̃ + θ2(1− εb(x))Φ̃ = 0 in S,

(P (Σ)∇Φ̃) · ez − iθεb′(x)Φ̃ = 0 on {z = −1},

(P (Σ)∇Φ̃) · ez + Φ̃ = ξ on {z = 0},

(3.4)

if and only if Φ is a solution of (2.6), where

P (Σ) = I2 +Q(Σ) and Q(Σ) = ε

(
−b(x) zb′(x)

zb′(x) b(x)+ε(zb′(x))2

1−εb(x)

)
.

Moreover, we have

(1 +Gθ[εb])
−1ξ = Φ̃|z=0

.

The proof is a little long and we leave it to the reader. It consists in replacing Φ̃ by
Φ(Σ) in (3.4) and inserting the expression of DΣ and P (Σ). For more details about the
straightening, we refer to [15, Section 2.2.3, page 46].

Remark 3.2. The unique solution Φ̃ of (3.4) is given by

aR,S
θ,ε (Φ̃, Ψ̃) = L(Ψ̃) :=

ˆ
γ
ξΨ̃(·, 0) for all Ψ̃ ∈ H1(S)
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where aR,S
θ,ε (Φ(Σ),Ψ(Σ)) = aRθ,ε(Φ,Ψ), with aRθ,ε defined in the proof of Proposition 2.3.

After the change of variable, we obtain the natural sesquilinear form associated to (3.4):

aR,S
θ,ε (Φ̃, Ψ̃) =

ˆ
S

[
P (Σ)∇Φ̃ · ∇Ψ̃ + iθ

(
e1 + ε

(
−b(x)
zb′(x)

))
· (Φ̃∇Ψ̃− Ψ̃∇Φ̃)

]
+

ˆ
S
θ2(1− εb)Φ̃Ψ̃ +

ˆ
γ
Φ̃Ψ̃

(3.5)

From the proof of Proposition 2.3, we can state the uniform coercivity of aR,S : there exists
ε0 and C such that for all θ ∈ [−1

2 − ε0,
1
2 + ε0] and ε ∈ [−ε0, ε0],

aR,S
θ,ε (U,U) ⩾ C ∥U∥2H1(S) .

The main advantage of (3.4) is to work on a fixed domain S = T2π × (−1, 0) and to
identify the influences of θ and ε. For instance, we adapt in the following remark the end
of Remark 2.6 with an elliptic problem satisfied in S.

Remark 3.3. If (λn, ψn) is an eigenpair of Gθ[εb], then (τn, ψn) is an eigenpair of the
resolvent operator, and the Φn, solution of (2.4) with ϕ = ψn, is the solution of (2.6)

with ξ = (1 + λn)ψn. This gives rise to Φ̃n = Φn(Σ) ∈ H3/2(S), solution of (3.4) with

ξ = (1 + λn)ψn and such that Φ̃n|z=0 = ψn. To summarize, an eigenfunction of Gθ[εb] is

the trace on γ of a function Φ ∈ H3/2(S) satisfying
− div(P (Σ)∇Φ)− 2iθ

(
e1 + ε

(
−b(x)
zb′(x)

))
· ∇Φ+ θ2(1− εb)Φ = 0 in S,

(P (Σ)∇Φ) · ez − iθεb′Φ = 0 on {z = −1},
(P (Σ)∇Φ) · ez = λ(θ, ε)Φ on {z = 0},

(3.6)

where λ(θ, ε) is its associated eigenvalue. From Remark 3.2, the above system for (Φ, λ)
is equivalent to

aR,S
θ,ε (Φ, V ) = (1 + λ(θ, ε))

ˆ
γ
ΦV for all V ∈ H1(S). (3.7)

A detailed study of this system will lead in Sections 4 and 5 to the construction of ap-
proximate eigenvalues of the resolvent operator for θ close to 0 and 1

2 .

The explicit dependence on (θ, ε) of the resolvent operator also allows us to prove the
analyticity of the resolvent, with respect to ε, uniformly in θ ∈ [−1

2 − ε0,
1
2 + ε0].

Proposition 3.4. There exist C0, r > 0 depending only on ∥b∥W 1,∞ such that

ε ∈ (−r, r) 7→ (1 +Gθ[εb])
−1 ∈ L(L2(T2π);H

1(T2π))

is analytic. More precisely there exists bounded operators Rk(θ) ∈ L(L2(T2π);H
1(T2π))

such that

∥Rk(θ)ξ∥H1(T2π) ⩽ C0∥ξ∥L2(T2π)r
−k, ∀ξ ∈ L2(T2π), θ ∈ [−1

2 − ε0,
1
2 + ε0] and k ∈ N

and

(1 +Gθ[εb])
−1 =

+∞∑
k=0

εkRk(θ)

where the series converges in L(L2(T2π);H
1(T2π)).
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Proof. Let us fix ξ ∈ L2(T2π) and Φ the associated solution of (3.4). We write the
expansion of P (Σ) in terms of ε:

P (Σ) = I2 +
+∞∑
k=1

εkQk

with

Q1 =

(
−b(x) zb′(x)
zb′(x) b(x)

)
and Qk =

(
0 0
0 bk(x) + (zb′(x))2bk−2(x)

)
for k ⩾ 2. (3.8)

Including this expression in (3.4), we get that Φ solves:

−∆Φ− 2iθ∂xΦ+ θ2Φ

− ε2iθ

(
−b(x)
zb′(x)

)
· ∇Φ− εθ2b(x)Φ−

+∞∑
k=1

εk div(Qk∇Φ) = 0 in S

∂zΦ− εiθb′(x)Φ +
+∞∑
k=1

εk(Qk∇Φ) · ez = 0 on {z = −1}

∂zΦ+ Φ+

+∞∑
k=1

εk(Qk∇Φ) · ez = ξ on {z = 0}.

Plugging inside an expansion of Φ =
∑+∞

k=0 ε
kΦk, we identify the terms of order 1 to write

−∆Φ0 − 2iθ∂xΦ0 + θ2Φ0 = 0 in S

∂zΦ0 = 0 on {z = −1}
∂zΦ0 +Φ0 = ξ on {z = 0}.

For terms of order εk with k ⩾ 1 we obtain

−∆Φk − 2iθ∂xΦk + θ2Φk

= 2iθ

(
−b(x)
zb′(x)

)
· ∇Φk−1 + θ2b(x)Φk−1 +

k∑
j=1

div(Qj∇Φk−j) on S

∂zΦk = iθb′(x)Φk−1 −
k∑

j=1

(Qj∇Φk−j) · ez on {z = −1}

∂zΦk +Φk = −
k∑

j=1

(Qj∇Φk−j) · ez on {z = 0}.

(3.9)

These systems correspond to the elliptic problem associated to (1 + Gθ[0])
−1, and as in

Proposition 2.3, we identify the variational formulation

aRθ,0(Φ,Ψ) = Lk(Ψ)

where aRθ,ε is defined in (2.7), L0(Ψ) =
´
S ξΨ(·, 0), and for k ⩾ 1,

Lk(Ψ) = iθ

ˆ
S

(
−b(x)
zb′(x)

)
· (∇Φk−1Ψ− Φk−1∇Ψ) + θ2

ˆ
S
bΦk−1Ψ−

k∑
j=1

ˆ
S
Qj∇Φk−j · ∇Ψ.
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From Proposition 2.3, these systems have a unique solution inH1(S). By elliptic regularity,

∥Φ0∥H3/2(S) ⩽ C1∥ξ∥L2(T2π)

and, denoting Fk the term in the right-hand side of the first equation of (3.9),

∥Φk∥H3/2(S) ⩽ C∥Fk∥H−1/2(S) ⩽ C1

k∑
j=1

∥b∥j
W 1,∞∥Φk−j∥H3/2(S)

where C1 is independent of θ ∈ [−1
2 − ε0,

1
2 + ε0].

Setting r = min(1/(2∥b∥W 1,∞); 1/(2C1∥b∥W 1,∞)), one proves by induction that

∥Φk∥H3/2(S) ⩽ C1r
−k∥ξ∥L2(T2π) ∀k ⩾ 0.

Setting Rk(θ) : ξ 7→ Φk(·, 0) ends the proof. □

Remark 3.5. As expected, we note in the previous proof that R0 = (1 +Gθ[0])
−1.

Following the strategy of the previous proof and writing θ2 = θ20+2θ0(θ−θ0)+(θ−θ0)2,
we may also prove the analyticity with respect to θ uniformly in ε.

Proposition 3.6. There exists C0, r > 0 depending only on ∥b∥W 1,∞ such that

θ ∈ (−1
2 − r, 12 + r) 7→ (1 +Gθ[εb])

−1 ∈ L(L2(T2π);H
1(T2π))

is analytic. More precisely, there exist bounded operators R̃k[θ0, ε] ∈ L(L2(T2π);H
1(T2π))

such that

∥R̃k[θ0, ε]ξ∥H1(T2π) ⩽ C0∥ξ∥L2(T2π)r
−k, ∀ξ ∈ L2(T2π), ∀k ∈ N,

for all θ0 ∈ [−1
2 ,

1
2 ], ε ∈ [−ε0, ε0], and

(1 +Gθ[εb])
−1 =

+∞∑
k=0

R̃k[θ0, ε](θ − θ0)
k

where the series converges in L(L2(T2π);H
1(T2π)).

3.3. Perturbation theory of self-adjoint operators. The main tool of this section is
perturbation theory of the spectrum of self-adjoint operators. We start with a general
result: let A be a self-adjoint operator on its domain D(A) ⊂ H, where H is a separable
Hilbert space, and a1, a2 real numbers in the resolvent set ρ(A), with a1 < a2. Let
(Bε)ε∈(0,ε0] be a family of symmetric operators on D(A) such that Bε(A+ i)−1 is bounded
uniformly with respect to ε. Set

εA = inf
ε∈(0,ε0]

(
1

2∥Bε(A− a1)−1∥
;

1

2∥Bε(A− a2)−1∥
; ε0

)
,

which is well-defined from the hypotheses above. Indeed, by [16, Corollary 4.6], we have

d(a1, σ(A)) = min
s∈σ(A)

|s− a1| = ∥(A− a1)
−1∥−1,

which implies that

∥Bε(A− a1)
−1∥ ⩽ ∥Bε(A+ i)−1∥

∥∥∥ A+ i

A− a1

∥∥∥ ⩽ ∥Bε(A+ i)−1∥
(
1 +

|a1|+ 1

d(a1, σ(A))

)
. (3.10)

Theorem 3.7. If ε ∈ (−ε0, ε0) 7→ Bε is analytic in L(D(A), H) (in the sense of Proposi-
tion 3.4), then for all |ε| < εA, the perturbed operator A+εBε has the following properties:

(a) a1 and a2 are in the resolvent set of A+ εBε for all |ε| < εA.
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(b) If A has a finite number of eigenvalues in the interval [a1, a2] and the sum of their
multiplicity is k, then this is also true for A+ εBε for all |ε| < εA.

This theorem corresponds to [16, Theorem 5.6] when Bε does not depend on ε. It is also
related to [12, Chapter 7, Theorem 1.8]. Here, we follow the proof of [16, Theorem 5.6]
and carefully examine that Theorem 3.7 can be proved in the same way.

(1) The assertion (a) comes from a general theorem which is independent of ε, namely
applying [16, Theorem 5.2] because ∥εBε(A− a)−1∥ < 1.

(2) We consider C a Jordan curve in C, surrounding [a1, a2] and crossing the real axis
only in a1 and a2 (for instance, a rectangle ∂([a1, a2] × [−M,M ])) and we prove
the following estimate by using the definition of εA∥∥∥εBε(A− z)−1

∥∥∥ ⩽
(
1 +

a2 − a1
2M

) |ε|
εA

∀z ∈ C.

For every |ε| < εA, choosing M large enough allows to write ε 7→ (A+ εBε − z)−1

as a convergent series with respect to ε:

(A+ εBε − z)−1 = (A− z)−1
∑
n⩾0

(−1)nεn(Bε(A− z)−1)n

but as ε 7→ Bε is analytic, we deduce that ε 7→ (A+ εBε − z)−1 is analytic, which
is exactly what is needed to finish the proof in Lewin’s Lectures Notes.

(3) We follow the proof in [16, Theorem 5.6] by establishing the analyticity of the
spectral projector P (ε) and by using that the rank of an orthogonal projector is
an entire and continuous function, then remaining constant.

We will apply the above theorem with

A = Gθ[0], εBε = Gθ[εb]−Gθ[0], D(A) = H1(T2π), H = L2(T2π).

From the analycity of the resolvent (see Proposition 3.4), we write

1 +Gθ[εb] =
(
R0(1 +

∑
k⩾1

εkR−1
0 Rk)

)−1
= (1 +

∑
k⩾1

εkR−1
0 Rk)

−1R−1
0

where we notice that R−1
0 Rk is a bounded operator from L2(T2π) to L

2(T2π), with a norm

less than C0r
−k. Recalling that R−1

0 = 1 + Gθ[0], this allows us to identify Bε as an
analytic function in L(H1(T2π);L

2(T2π)) and state that the boundedness in L(L2(T2π))
of R−1

0 (A+ i)−1 gives that Bε(A+ i)−1 is uniformly bounded.
The first proposition shows that, for θ not too close to 0 or 1

2 , p ∈ N and ε sufficiently
small (depending on b and p), Gθ[εb] has a simple eigenvalue λεp(θ) in an interval outside
the gap we will construct. Recall that Fp is defined in (1.3).

Proposition 3.8 (Perturbation of a simple eigenvalue). Fix p ∈ N. There exist εp,1 > 0,

dp,1 > 0 and dp,2 ⩾ F2p |̂b2p|+F2p+1 |̂b2p+1|+F2p+2 |̂b2p+2| depending on p and b, such that,
for all ε ∈ [0, εp,1), and dp,1ε ⩽ θ ⩽ 1

2 − dp,1ε, we have

σ(Gθ[εb]) ∩
[
λ02p(0), λ

0
2p+2(0)

]
= {λε2p(θ), λε2p+1(θ)} (3.11)

where λε2p(θ) and λ
ε
2p+1(θ) are simple. Moreover,

0 ⩽ λε2p(θ) ⩽ λ02p(
1
2)− dp,2ε, if p = 0,

λ02p(0) + dp,2ε ⩽ λε2p(θ) ⩽ λ02p(
1
2)− dp,2ε, if p > 0,

λ02p(
1
2) + dp,2ε ⩽ λε2p+1(θ) ⩽ λ02p+2(0)− dp,2ε,
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and

max
k=2p,2p+1

max
dp,1ε⩽θ⩽ 1

2
−dp,1ε

∣∣∣λεk(θ)− λ0k(θ)
∣∣∣ ⩽ dp,2ε.

The condition dp,2 ⩾ F2p |̂b2p|+F2p+1 |̂b2p+1|+F2p+2 |̂b2p+2| does not appear naturally in
the proof, but it will be necessary for the opening of the gap proved in Section 4.

Proof. Fix p ∈ N. As it was noted before Proposition 3.8 that Bε(A + i)−1 is uniformly
bounded, we have also that ∥εBε(A+ 1)−1∥ < 1 for all ε ∈ [0, ε0(b)). We set

Rp := λ02p+2(0) + 1, ηε := 1− ∥εBε(A+ 1)−1∥ (3.12)

which verifies 1 ⩽ Rp < ηε/∥εBε(A+ 1)−1∥ for ε small enough (depending only on b and

p). We choose dp,2 larger than F2p |̂b2p|+ F2p+1 |̂b2p+1|+ F2p+2 |̂b2p+2| such that

R2
p∥εBε(A+ 1)−1∥

ηε −Rp∥εBε(A+ 1)−1∥
⩽ dp,2ε, ∀ε ∈ [0, εp,1], θ ∈ [0,

1

2
]

where εp,1 > 0 is chosen small enough, depending only on b and p. As
dλ0

k
dθ (0) ̸= 0 if k > 0

and
dλ0

k
dθ (12) ̸= 0 if k ⩾ 0, we can fix dp,1 > 0 such that4

λ00(θ) < λ00(
1
2)− 2dp,2ε, for θ ∈ [0, 12 − dp,1ε]

λ02k(0) + 2dp,2ε < λ02k(θ) < λ02k(
1
2)− 2dp,2ε, for 0 < k ⩽ p

and θ ∈ [dp,1ε,
1
2 − dp,1ε],

λ02k(
1
2) + 2dp,2ε < λ02k+1(θ) < λ02k+2(0)− 2dp,2ε, for 0 ⩽ k ⩽ p

and θ ∈ [dp,1ε,
1
2 − dp,1ε],

(3.13)

We assume now that p > 0 and we will comment later the case p = 0.
Let a1 = λ02p(0) and a2 = λ02p(

1
2) which clearly belong to the resolvent set of A when

θ ∈ (0, 1/2). For θ ∈ [dp,1ε,
1
2 − dp,1ε], the previous inequalities imply that

d(a1, σ(Gθ[0])) ⩾ 2dp,2ε, d(a2, σ(Gθ[0])) ⩾ 2dp,2ε,

hence by (3.10)

∥Bε(Gθ[0]− a1)
−1∥ ⩽

Cb,p

2dp,2ε
, ∥Bε(Gθ[0]− a2)

−1∥ ⩽
Cb,p

2dp,2ε
.

As for Theorem 3.7, we set

εA = inf
( 1

2∥Bε(A− a1)−1∥
;

1

2∥Bε(A− a2)−1∥
; ε0

)
⩾ min

(dp,2ε
Cb,p

; ε0

)
.

Without any loss of generality, we can assume that dp,2 was chosen large enough such that
dp,2 ⩾ Cb,p. Therefore, for any ε ∈ [0, εp,1) and dp,1ε ⩽ θ ⩽ 1

2−dp,1ε, we have 0 ⩽ ε < εA, so

Theorem 3.7 implies that there exists a unique eigenvalue inside [λ02p(0), λ
0
2p(

1
2)]. Moreover,

it is simple and strictly included in this interval. Applying the same argument with
a1 = λ02p(

1
2) and a2 = λ02p+2(0), there exists a unique eigenvalue inside [λ02p(0), λ

0
2p(

1
2)].

Moreover, it is simple and strictly included in this interval.
For p = 0, we simply consider a1 = −1 and a2 = λ02p(

1
2), which means that for θ ∈

[0, 12 −dp,1ε], there is a unique eigenvalue inside [−1, λ00(
1
2)]. Moreover, it is simple, strictly

4For instance, for k > 0,
dλ0

2k
dθ

(0),
dλ0

2k
dθ

( 1
2
) ̸= 0 implies that λ0

2k(0) + ckθ ⩽ λ0
2k(θ) ⩽ λ0

2k(
1
2
)− ck(

1
2
− θ)

for all θ ∈ [0, 1/2].
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included in this interval and is non negative by the positivity of Gθ[εb]. Therefore, choosing
p 7→ εp,1 decreasing, we can count the eigenvalues and conclude the proof of (3.11).

Next, we apply [16, Theorem 5.2] with a = −1, Rp and ηε defined in (3.12), to state
that

sup
k⩽2p+2

inf
j∈N

|λεj(θ)− λ0k(θ)| ⩽
R2

p∥εBε(A+ 1)−1∥
ηε −Rp∥εBε(A+ 1)−1∥

⩽ dp,2ε,

sup
j⩽2p+2

inf
k∈N

|λεj(θ)− λ0k(θ)| ⩽
R2

p∥εBε(A+ 1)−1∥
ηε −Rp∥εBε(A+ 1)−1∥

⩽ dp,2ε.

Using (3.13), we conclude that the infimum is reached for j = k, which ends the proof of
the proposition. □

Remark 3.9. If p = 0, we note in the previous proof that we have the information for λε0(θ)
up to θ = 0, namely for all ε ∈ [0, εp,1) and θ ∈ [0, 12 − dp,1ε], one has

σ(Gθ[εb]) ∩
[
0, λ00(

1
2)
]
= {λε0(θ)},

where λε0(θ) is simple, belongs to [0, λ00(
1
2)− dp,2ε] and is such that

max
0⩽θ⩽ 1

2
−dp,1ε

∣∣∣λε0(θ)− λ00(θ)
∣∣∣ ⩽ dp,2ε.

The next proposition provides a first description of the spectrum of Gθ[εb] for ε small,
and θ close to 0 or 1

2 , where Gθ[0] has a eigenvalue of multiplicity two. The next section
will give conditions on the bottom b that lead to the separation of the double eigenvalue
into two simple eigenvalues, creating a gap.

Proposition 3.10 (Perturbation of a double eigenvalue). Fix p ∈ N∗. There exist εp,2 ∈
(0, εp,1] and dp,3 > 0 depending on p and b such that, for all ε ∈ [0, εp,2], and 0 ⩽ θ ⩽ dp,1ε,
we have that

σ(Gθ[εb]) ∩
[
λ02p−1(

1
2), λ

0
2p(

1
2)
]

contains exactly two eigenvalues counted with multiplicity λε2p−1(θ) ⩽ λε2p(θ). Moreover,

max
k=2p−1,2p

max
0⩽θ⩽dp,1ε

∣∣∣λεk(θ)− λ0k(θ)
∣∣∣ ⩽ dp,3ε.

Proof. The proof follows the strategy of the proof of Proposition 3.8 but is much simpler
as λ02p(θ) is far from λ02p(

1
2) for θ ∈ [0, dp,1ε]. Fix p ∈ N∗, then

λ02p−1(
1
2) +

1
8 < λ02p−1(θ) ⩽ λ02p(θ) < λ02p(

1
2)−

1
8 , for θ ∈ [0, dp,1ε]

for all ε small enough, depending on p and dp,1.
Let a1 = λ02p−1(

1
2) and a2 = λ02p(

1
2) which clearly belong to the resolvent set of A when

θ ∈ [0, dp,1ε]. As d(a1, σ(Gθ[0])),d(a2, σ(Gθ[0])) ⩾ 1/4, (3.10) gives

∥Bε(Gθ[0]− a1)
−1∥ ⩽ Cb,p, ∥Bε(Gθ[0]− a2)

−1∥ ⩽ Cb,p.

As for Theorem 3.7, we set

εA = inf
( 1

2∥Bε(A− a1)−1∥
;

1

2∥Bε(A− a2)−1∥
; ε0

)
⩾ min

( 1

2Cb,p
; ε0

)
.

Therefore, for any ε ∈ [0, εp,2), where εp,2 is small enough, and 0 ⩽ θ ⩽ dp,1ε, we have 0 ⩽
ε < εA, so Theorem 3.7 implies that there exist two eigenvalues counted with multiplicity
inside [λ02p−1(

1
2), λ

0
2p(

1
2)]. Moreover, they are strictly included in this interval.



20 C. LACAVE, M. MÉNARD, AND C. SULEM

Choosing p 7→ εp,2 decreasing, we can count the eigenvalues and conclude that they
correspond to λε2p−1(θ) and λ

ε
2p(θ).

We next use again that for ε ∈ [0, εp,1], we have ∥εBε(A + 1)−1∥ < 1 and 1 ⩽ Rp <
ηε/∥εBε(A+ 1)−1∥ where

Rp = λ02p+2(0) + 1, ηε := 1− ∥εBε(A+ 1)−1∥

So [16, Theorem 5.2] with a = −1 gives that

sup
k⩽2p+2

inf
j∈N

|λεj(θ)− λ0k(θ)| ⩽
R2

p∥εBε(A+ 1)−1∥
ηε −Rp∥εBε(A+ 1)−1∥

⩽ dp,2ε

sup
j⩽2p+2

inf
k∈N

|λεj(θ)− λ0k(θ)| ⩽
R2

p∥εBε(A+ 1)−1∥
ηε −Rp∥εBε(A+ 1)−1∥

⩽ dp,2ε.

The first inequalities established in this proof end the proof of the proposition because
|λ02p(θ)− λ02p−1(θ)| ⩽ Cpdp,1ε for all θ ∈ [0, dp,1ε]. □

The previous proof can be directly adapted in the neighborhood of 1/2.

Proposition 3.11 (Perturbation of a double eigenvalue). Fix p ∈ N. There exist εp,3 ∈
(0, εp,1] and dp,4 > 0 depending on p and b such that, for all ε ∈ [0, εp,3], and

1
2 − dp,1ε ⩽

θ ⩽ 1
2 , we have that

σ(Gθ[εb]) ∩
[
λ02p(0), λ

0
2p+2(0)

]
contains exactly two eigenvalues counted with multiplicity λε2p(θ) ⩽ λε2p+1(θ). Moreover,

max
k=2p,2p+1

max
1
2
−dp,1ε⩽θ⩽ 1

2

∣∣∣λεk(θ)− λ0k(θ)
∣∣∣ ⩽ dp,4ε.

3.4. Proof of Theorem 1.1. To see more clearly the role of parameters θ and ε, we use
in this section the notation λp(θ, ε) for λ

ε
p(θ), and τp(θ, ε) for τ

ε
p (θ).

Theorem 1.1 will follow from general perturbation theory for analytic operators. We re-
call that the compactness and self-adjointness of the resolvent (1+Gθ[εb])

−1 provide eigen-
values (λn(θ, ε))n for Gθ[εb] (see Remark 2.6) and the associated eigenfunctions (ψn(θ, ε))n
form a complete orthonormal basis of L2(T2π).

For any fixed ε, the analyticity of the resolvent with respect to θ (Proposition 3.6)
allows us to apply in [27, Chapter II, Theorem 1] or [12, Chapter VII, Theorem 3.9] to

state that there is a reordering (λ̃n, ψ̃n) of (λn, ψn) such that the functions θ 7→ λ̃n(θ, ε)

and θ 7→ ψ̃n(θ, ε) are analytic in a neighborhood of [−1
2 ,

1
2 ] (a necessary reordering near

crossing eigenvalues, see Figure 1).
We now study the nature of the spectrum of G[εb]. For flat bottom, applying The-

orem XIII.86 in [25], we know that the spectrum is purely absolutely continuous and
that σ(G[0]) = [0,∞) (see below the proof of σ(G[0]) = ∪kλ

0
k([−

1
2 ,

1
2 ])), hence σ((1 +

G[0])−1) = [0, 1]. Using the analyticity of the resolvent with respect to ε (see [15,
Appendix A]), we apply Theorem 3.7 for a1 = −1

2 , a2 = 3
2 , A = (1 + G[0])−1 and

εBε = (1 + G[εb])−1 − (1 + G[0])−1: since Bε(A + i)−1 is bounded uniformly with re-
spect to ε in L(H1(R), H1(R)) and A has no eigenvalue in [a1, a2], point (b) states that
(1 +G[εb])−1 has no eigenvalue in [a1, a2] for |ε| ⩽ εA, where εA depends only on b. This
implies that G[εb] has no eigenvalue. The point (e) of Theorem XIII.85 in [25] infers that
for any λ ∈ R, λ is not an eigenvalue of G[εb] if and only if

µ({θ | λ is an eigenvalue of Gθ[εb]}) = 0.
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In particular, this gives that θ 7→ λ̃n(θ, ε) cannot be constant for all |ε| < εA. We therefore
have all assumptions of Theorem XIII.86 in [25], and we conclude that G[εb] has purely
absolutely continuous spectrum.

As illustrated in Figure 1, having analytic eigenvalues with respect to θ in the neighbor-
hood of a crossing point means that (λ̃n)n is not necessary an increasing sequence for all θ.
Alternatively, we can redefine the functions θ 7→ (λn, ψn)(θ, ε) so that the eigenvalues are
in increasing order, but, in this case, we can only say that the eigenvalues are Lipschitz
with respect to θ ∈ (−1

2 ,
1
2 ]. This is the choice made in [16, Theorem 7.3].

We now prove the relation given in Theorem 1.1 between the spectrum of G[εb] and
λn, using general argument of the Bloch-Floquet theory. A way to verify this statement
is to extend the proof of such an equality for the Schrödinger operator [16, Theorem 7.3].
We start with the inclusion from right to left. Define fθ := ψn(θ, ε) ∈ H1(T2π) the
eigenfunction associated to the eigenvalue λn(θ, ε) of Gθ[εb] and set

gη(x) := η1/2eiθxfθ(x)χ(ηx) ∈ H1(R),

where χ ∈ C∞
c (R,R+) and

´
χ2 = 1. It is proved therein that ∥gη∥L2 → (2π)−1/2 as

η → 0. The only point to adapt is the fact that (G[εb]− λn)gη tends to zero in the limit

η → 0. For this, let us consider Ψη(x, z) = η1/2eiθxΦθ(x, z)χ(ηx) where Φθ is the solution
of the elliptic problem (2.4) associated to Gθ[εb]ψn and verify that it satisfies in the sense
of distributions{

−∆Ψη = −η5/2eiθxΦθχ
′′(ηx)− 2η3/2eiθx(iθΦθ + ∂xΦθ)χ

′(ηx) in Ωε,

Ψη|z=0 = gη, ∂nΨη|z=−1+εb = η3/2nxe
iθxΦθχ

′(ηx), ∂nΨη|z=0 = λngη

whereas the solution Φ of the elliptic problem (2.4) associated to G[εb]gη satisfies{
−∆Φ = 0 in Ωε,

Φ|z=0
= gη, ∂nΦ|z=−1+εb

= 0.

This implies that

∥(G[εb]− λn)gη∥L2(R) = ∥(∂nΦ− ∂nΨη)|z=0∥L2(R) ⩽ C∥Φ−Ψη∥H3/2(Ωε)

⩽C∥ − η5/2eiθxΦθχ
′′(ηx)− 2η3/2eiθx(iθΦθ + ∂xΦθ)χ

′(ηx)∥H1/2(Ωε)

+ C∥η3/2nxeiθxΦθχ
′(ηx)∥L2(∂Ωε).

The right hand side term tends to zero as in [16, Theorem 7.3], which implies, from the
Weyl’s criterion (see [26, Theorem VII.12]), that λn ∈ σ(G[εb]).

For the converse, we notice that Theorem 2.7 together with the isometry of U gives

∥G[εb]f∥2L2(R) =

ˆ 1

0

ˆ 2π

0

∣∣∣Gθ[εb]Uf(·, θ)
∣∣∣2(x) dx dθ

so the rest of the proof of [16, Theorem 7.3] can be readily applied.
Notice that G0[εb]1 = 0 so λε0(0) = 0.
Part (ii) of Theorem 1.1 is a direct consequence of Proposition 3.8, Remark 3.9 and

Propositions 3.10 and 3.11, by setting ε1(b, p) = min(ε1,p, ε2,p, ε3,p).

4. Gap opening of order ε

Theorem 1.1 shows that the spectrum of G[εb] is composed of union of bands that may

or may not overlap. In this section, we show that for a given p, if b̂2p ̸= 0, a gap of size ε
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occurs between λε2p−1 and λε2p, namely

max
− 1

2
<θ⩽ 1

2

λε2p−1(θ) = max
0⩽θ⩽ 1

2

λε2p−1(θ) < min
− 1

2
<θ⩽ 1

2

λε2p(θ) = min
0⩽θ⩽ 1

2

λε2p(θ),

where we have used the evenness of the spectrum.
In the case of one-dimensional Schrödinger operators with periodic potentials, bands

cannot overlap due to the key property that the eigenvalues, labeled in increasing order
are strictly monotone functions of θ, and studying the opening of a gap then reduces to
studying the splitting of the eigenvalues at θ = 0, 1/2. However, for Gθ[εb], the mono-
tonicity of the λp(θ, ε) with respect of θ is unknown. The opening of gaps happens in the
neighborhood of θ = 0, 1/2, and a detailed matching of the inner and outer regions must
be done, to ensure that the gap indeed exists.

The main idea of this section and Section 5 is the construction of approximated eigen-
values, and we will use the approximation lemma below which is an extension of a result
of Bambusi, Kappeler and Paul, [2, Proposition 5.1] for operators on finite dimensional
spaces, to compact operators on Hilbert spaces.

Lemma 4.1. Let K be a compact positive semi-definite self-adjoint operator on a separable
Hilbert space H.

If (λapp, uapp) ∈ R+ ×H satisfies ∥uapp∥ = 1 and ∥Kuapp − λappuapp∥ ⩽ E, then there
exists an eigenvalue λ of K such that |λ− λapp| ⩽ E.
Proof. Let {λn}n∈N be the set of eigenvalues of K (counted with multiplicity), associated
to an orthonormal basis of unitary eigenvectors {un}n∈N.

Kuapp − λappuapp =
∑
n

λn(u
app, un)un −

∑
n

λapp(uapp, un)un.

Therefore,

∥Kuapp − λappuapp∥2 =
∑
n

(λn − λapp)2(uapp, un)
2 ⩾ inf

n∈N
|λn − λapp|2.

Thus, infn∈N |λn − λapp| ⩽ E . Let (λnk
) ⊂ R+ be a subsequence such that

|λnk
− λapp| −→

k→+∞
inf
n∈N

|λn − λapp|.

Since there is no accumulation of eigenvalues outside zero and as λapp+E > 0, there exists
k such that λnk

∈ [λapp − E , λapp + E ]. □

4.1. Perturbation of double eigenvalues. Fix p ∈ N∗. We will prove that, under
the assumptions of Theorem 1.2 part (i) and for θ small enough, the spectrum of Gθ[εb]
near λ02p(0) is composed of two eigenvalues λp± separated by a gap of size ε. We will use

asymptotic expansions to create two approximate eigenvalues λappp± separated by a gap of

size ε and show that λp+ (resp λp−) is in an ε2 neighborhood of λappp+ (resp λappp− ). This
argument relies on Lemma 4.1.

To construct an approximate solution of the system (3.6) for ε small and θ ∈ [0, d1,pε],
we use an idea of Chiadò-Piat et al [3, Section 3] and consider simultaneously the two
small parameters ε and θ.

Fix θ = δε with δ ∈ [0, d1,p] (d1,p > 0 is given in Proposition 3.8 and may be large), and
write the following Ansatz for the approximate eigenpair (λappp± , Uapp

p± ) in the neighborhood
of θ = 0: {

λp±(θ = δε, ε) ≈ λ02p(0) + ελ′p±(δ) =: λappp± (δ, ε)

Φ(θ = δε, ε, x, z) ≈ U0
p±(x, z) + εU ′

p±(δ, x, z) =: Uapp
p± (δ, ε, x, z).

(4.1)
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Note however that in contrast with the analysis of [3], our parameter δ does not depend
on ε. Like many constants involved, it depends on p, the label of the double eigenvalue
under consideration, which has been fixed. This expansion will be rigorously justified in
Proposition 4.4. Inserting (4.1) into (3.6), and formally identifying terms of order 1 = ε0,
we find that U0

p± solves the spectral problem for flat bottom with periodic boundary
conditions: {

−∆U0
p± = 0 in S

∂zU
0
p± = 0 on {z = −1}, ∂zU

0
p± = λ02p(0)U

0
p± on {z = 0}.

(4.2)

From Section 3.1, U0
p± = α±

+Φp + α±
−Φ−p, with α±

+, α
±
− ∈ R, and Φp(x, z) := Φp(0, x, z)

given in (3.1) with θ = 0.
Identifying the terms of order ε, we request that U ′

p±(δ, x, z) solves:
−∆U ′

p±(δ) = div(Q1∇U0
p±) + 2iδ∂xU

0
p± in S,

∂zU
′
p±(δ) = −(Q1∇U0

p±) · ez on {z = −1},
∂zU

′
p±(δ) = λ02p(0)U

′
p±(δ)− (Q1∇U0

p±) · ez + λ′p±(δ)U
0
p± on {z = 0},

(4.3)

where Q1 is given in (3.8). Before proving the validity of the approximation, we identify
the values of λ′p±(δ) for which (4.3) has a solution.

Proposition 4.2. The system (4.3) has a variationnal solution if and only if

Mp

(
α±
+

α±
−

)
= λ′p±(δ)

(
α±
+

α±
−

)
(4.4)

with

Mp =

(
Kpδ b̂2pF2p

b̂2pF2p −Kpδ

)
, F2p =

(
p

cosh(p)

)2

, Kp =
p

cosh(p)2

(
1 +

sinh(2p)

2p

)
.

In this case, we have

λ′p±(δ) = ±
(
K2

pδ
2 + F 2

2p |̂b2p|2
) 1

2
. (4.5)

Proof. A solution U ′
p±(δ) of (4.3) satisfies, for all V ∈ H1(S)

ˆ
S
∇U ′

p±(δ) · ∇V − λ02p(0)

ˆ
γ
U ′
p±(δ)V

= −
ˆ
S
Q1∇U0

p± · ∇V + 2iδ

ˆ
S
∂xU

0
p±V + λ′p±(δ)

ˆ
γ
U0
p±V := L(V ). (4.6)

By Riesz representation theorem, there exists a unique function W ∈ H1(S) such that

L(V ) = (W,V )H1(S) =

ˆ
S
∇W · ∇V +

ˆ
γ
WV .

Therefore ˆ
S
∇(U ′

p±(δ)−W ) · ∇V +

ˆ
γ
(U ′

p±(δ)−W )V =
1

τ02p(0)

ˆ
γ
U ′
p±(δ)V

with τ02p(0) = (1 + λ02p(0))
−1, or equivalently,

aR,S
0,0 (U ′

p±(δ)−W,V ) =
1

τ02p(0)

ˆ
γ
U ′
p±(δ)V ,
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where aR,S
0,0 is the hermitian form defined by (3.5). By Remark 3.2 and Proposition 3.1,

the previous inequality implies that U ′
p±(δ) − W is the solution of the elliptic problem

(3.4) (when θ = ε = 0) for ξ = 1
τ02p(0)

ξ′p±(δ) :=
1

τ02p(0)
U ′
p±(δ)|z=0

, hence

1

τ02p(0)
(1 +G0[0])

−1ξ′p±(δ) = (U ′
p±(δ)−W )|z=0

and (
(1 +G0[0])

−1 − τ02p(0)
)
ξ′p±(δ) = −τ02p(0)W|z=0

. (4.7)

From (3.2), Equation (4.7) has a solution if and only ifˆ
T2π

W (x, 0)e±ipx dx = 0.

Using that Φ±p satisfies (4.2), we get that

L(Φ±p) =

ˆ
S
∇W · ∇Φ±p +

ˆ
γ
WΦ±p = (1 + λ02p(0))

ˆ
γ
WΦ±p

and therefore (4.7) has a solution if and only if L(Φ±p) = 0, that is

λ′p±(δ)

ˆ
γ
U0
p±Φp =

ˆ
S
Q1∇U0

p± · ∇Φp + 2iδ

ˆ
S
U0
p±∂xΦp,

λ′p±(δ)

ˆ
γ
U0
p±Φ−p =

ˆ
S
Q1∇U0

p± · ∇Φ−p + 2iδ

ˆ
S
U0
p±∂xΦ−p.

(4.8)

We have ˆ
γ
U0
p±Φp =

ˆ
γ
(α±

+Φp + α±
−Φ−p)Φp = 2πα±

+ ,

ˆ
γ
U0
p±Φ−p = 2πα±

− . (4.9)

To compute the first term in the right-hand sides of (4.8), we use the following lemma
whose proof is given in Appendix A.

Lemma 4.3. ˆ
S
Q1∇Φp · ∇Φp =

ˆ
S
Q1∇Φ−p · ∇Φ−p = 0 (4.10)

ˆ
S
Q1∇Φp · ∇Φ−p = 2π

(
p

cosh(p)

)2

b̂2p, (4.11)

ˆ
S
Q1∇Φ−p · ∇Φp = 2π

(
p

cosh(p)

)2

b̂2p. (4.12)

We are left to compute

2iδ

ˆ
S
U0
p±∂xΦp = 2i(−ip)δ

ˆ
S
(α±

+Φp + α±
−Φ−p)Φp

= 4πpδα±
+

ˆ 0

−1

cosh(p(z + 1))2

cosh(p)2
dz

= 2πδα±
+

p

cosh(p)2

ˆ 0

−1
(1 + cosh(2p(z + 1)) dz

= 2πδα±
+

p

cosh(p)2

(
1 +

sinh(2p)

2p

)
(4.13)
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and

2iδ

ˆ
S
U0
p±∂xΦ−p = −2πδα±

−
p

cosh(p)2

(
1 +

sinh(2p)

2p

)
. (4.14)

Using (4.9), (4.11), (4.13) and (4.14), we can rewrite (4.8) as (4.4). We find the value of
λ′p±(δ) given by Proposition 4.2 by computing the eigenvalues of Mp. □

Denote ξappp± := Uapp
p± |z=0, τappp± := (1+λappp± )−1. The next result shows that (τappp± , ξappp± )

are approximate eigenpairs of the resolvent operator.

Proposition 4.4. Under the assumptions of Proposition 4.2, and assuming ε is small
enough (depending only on b and p), we have for all δ ∈ [0, dp,1]∥∥(1 +Gδε[εb])

−1ξappp± − τappp± ξappp±
∥∥
L2(T2π)

⩽ Cb,pε
2
∥∥ξappp±

∥∥
L2(T2π)

.

Proof. Inserting Uapp
p± = U0

p± + εU ′
p± in (3.5), we find that, for V ∈ H1(S),

aR,S
δε,ε(U

app
p± , V ) =

ˆ
S
P (Σ)∇Uapp

p± · ∇V + δ2ε2
ˆ
S
(1− εb(x))Uapp

p± V

+

ˆ
γ
Uapp
p± V + iδε

ˆ
S

(
e1 + ε

(
−b(x)
zb′(x)

))
· (Uapp

p± ∇V − V∇Uapp
q± )

=(λappp± + 1)

ˆ
γ
Uapp
p± V + L̃(V )

where

L̃(V ) =− ε2λ′p(δ)

ˆ
γ
U ′
p±(δ)V + ε2

ˆ
S
Q̃∇Uapp

p± · ∇V + ε2
ˆ
S
Q1∇U ′

p±(δ)∇V

+ δ2ε2
ˆ
S
(1− εb(x))Uapp

p± V + iδε2
ˆ
S

(
−b(x)
zb′(x)

)
· (Uapp

p± ∇V − V∇Uapp
p± )

+ iε2δ

ˆ
S
(U ′

p±(δ)∂xV − V ∂xU
′
p±(δ)).

and ε2Q̃ = P (Σ)−I2−εQ1. By Lax-Milgram, there exists W̃ such that aR,S
δε,ε(W̃ , ·) = L̃(·).

Using that τappp± = (1 + λappp± )−1, we get

aR,S
δε,ε(U

app
p± − W̃ , V ) =

1

τappp±

ˆ
γ
Uapp
p± V . (4.15)

From Remark 3.2 and Proposition 3.1, the previous inequality implies that Uapp
p± − W̃ is

the solution of the elliptic problem (3.4) (when θ = δε) for ξ = 1
τappp±

ξappp± = 1
τappp±

Uapp
p± |z=0,

hence
1

τappp±
(1 +Gδε[εb])

−1ξappp± = (Uapp
p± − W̃ )|z=0

thus, ∥∥(1 +Gδε[εb])
−1ξappp± − τappp± ξappp±

∥∥
L2 ⩽ Cp∥W̃∥H1(S) ⩽ Cp∥L̃∥H1(S)′ , (4.16)

with
∥L̃∥H1(S)′ ⩽ Cbε

2
( ∥∥U0

p±
∥∥
H1(S)

+
∥∥U ′

p±(δ)
∥∥
H1(S)

)
. (4.17)

Using (4.7), we may choose U ′
p±(δ)|z=0

= ξ′p±(δ) = −τ02p(0)R
−1
2p,0(W|z=0

) where R−1
2p,0 is the

operator defined in (3.3). Therefore∥∥U ′
p±(δ)

∥∥
H1(S)

⩽ Cp∥W∥H1(S) ⩽ Cb,p ∥L∥H1(S)′ ⩽ Cb,p

∥∥U0
p±
∥∥
H1(S)

,
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where L is defined in (4.6), and it follows that

∥L̃∥H1(S)′ ⩽ Cb,pε
2
∥∥U0

p±
∥∥
H1(S)

and if ε is small enough (depending on p and b)∥∥Uapp
p±
∥∥
H1(S)

⩾
∥∥U0

p±
∥∥
H1(S)

(1− Cb,pε) ⩾
1

2

∥∥U0
p±
∥∥
H1(S)

. (4.18)

From (4.15) and the coercivity of aR,S
θ,ε independently of θ and ε, we get that if ε is small

enough, ∥∥ξappp±
∥∥
L2(T2π)

⩾ cb,p(
∥∥Uapp

p±
∥∥
H1(S)

− ∥W̃∥H1(S)) ⩾ cb,p
∥∥U0

p±
∥∥
H1(S)

.

Estimate of Proposition 4.4 results from combining the above equation with (4.17) and
(4.16). □

Proof of Theorem 1.2. Let δ ∈ [0, d1,p], θ = δε ∈ [0, d1,pε], and u
app
p± = ξappp± /∥ξappp± ∥L2(T2π).

We now apply Lemma 4.1 for operator Kθ(ε) = (1+Gθ[εb])
−1 with pairs (τappp+ (δ, ε), uappp+ )

and (τappp− (δ, ε), uappp− ).
If ε < εp (for some εp depending only on b and p), there exist two eigenvalues τ εp±(θ)

of (1 + Gθ[εb])
−1 such that |τ εp±(θ) − τappp± (θε−1, ε)| ⩽ Cpε

2. Consequently, there exist

two eigenvalues λεp±(θ) of Gθ[εb] such that |λεp±(θ) − λappp± (θε−1, ε)| ⩽ Cpε
2. Using the

expression (4.5) for λ′p±(δ), we get

|λεp±(θ)− λ02p(0)| ⩽ Cpε
2 + Cpε ⩽ 2Cpε <

1

8
,

for ε ⩽ εp. By Proposition 3.10, the spectrum of Gθ[εb] has exactly two eigenvalues in a
neighborhood of λ02p(0), therefore λ

ε
2p−1(θ) = λεp−(θ) and λ

ε
2p(θ) = λεp+(θ). Note that

λε2p(θ) ⩾λ
app
p+ (δ, ε)− |λεp+(θ)− λappp+ (θε−1, ε)|

⩾λ02p(0) + ελ′p+(δ)− Cpε
2 ⩾ λ02p(0) + F2p |̂b2p|ε− Cpε

2.

and similarly,

λε2p−1(θ) ⩽ λ02p(0)− F2p |̂b2p|ε+ Cpε
2.

Thus, for 0 ⩽ θ ⩽ dp,1ε, we have obtained a lower bound for the separation between the

two eigenvalues of σ(Gθ[εb]) in the vicinity of θ = 0, if b̂2p ̸= 0:

λε2p(θ)− λε2p−1(θ) ⩾ 2F2p |̂b2p|ε− Cpε
2.

Let us note that it is the first time in this section that we need b̂2p ̸= 0.
A last step is needed to show that the gap remains open for θ far from 0. For this,

we return to estimates for the perturbation of simple eigenvalues. In Proposition 3.8,
we proved that, for sufficiently small ε, and dp,1ε ⩽ θ ⩽ 1

2 − dp,1ε, λ
ε
2p(θ) is larger than

λ02p(0) + F2p |̂b2p|ε and λε2p−1(θ) is smaller than λ02p(0)− F2p |̂b2p|ε.
Finally, to find the precise size of the gap, we take θ and δ very small, say δ ⩽ ε hence

θ = δε ⩽ ε2. From (4.5),

λ′p±(δ) = ±F2p |̂b2p|+O(ε), λappp± = λ02p(0)± εF2p |̂b2p|+O(ε2)

and
|λεp±(θ)− (λ02p(0)± F2p |̂b2p|ε)| ⩽ Cpε

2.

This gives the precise size of the gap opening, centered at λ02p(0) of length 2εF2p |̂b2p| plus
small corrections.
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For the proof of Theorem 1.2 (ii), setting Φθ := eiθxΦ, we observe that the spectral
problem (3.6) can be writtenˆ

S
P (Σ)∇Φθ · ∇V = λ(θ, ε)

ˆ
γ
ΦθV for all V ∈ H1

θ (S).

where Φθ ∈ H1
θ (S), the space of θ-periodic functions in x (that is Φθ|x=2π = e2iπθΦθ|x=0).

Set β = 1
2 − θ and Φ̃θ := eiβxΦθ then Φ̃θ ∈ H1

1
2

(S) (i.e Φ̃θ antiperiodic). As we did in

Proposition 3.1 and Remark 3.2, we can show that the spectral problem above is equivalent
to ˆ

S

[
P (Σ)∇Φ̃θ · ∇V − iβ

(
e1 + ε

(
−b(x)
zb′(x)

))
· (Φ̃θ∇V − V∇Φ̃θ)

]
+

ˆ
S
β2(1− εb)Φ̃θV = λ

(
1
2 − β, ε

) ˆ
γ
Φ̃θV for all V ∈ H1

1
2

(S).

Then, as for the periodic case, we use the Ansatz β = δε and{
λp±(β = δε, ε) ≈ λ02p

(
1
2

)
+ ελ′p±(δ) =: λappp± (δ, ε)

Φ̃θ(β = δε, ε, x, z) ≈ Ũ0
p±(x, z) + εŨ ′

p±(δ, x, z) =: Ũapp
p± (δ, ε, x, z).

where Ũ0
p± = α±

+Ψp + α±
−Ψp, with α

±
+, α

±
− ∈ R and

Ψp(x, z) =
cosh

((
p+ 1

2

)
(z + 1)

)
cosh

(
p+ 1

2

) ei
(
p+ 1

2

)
x

and its conjugate are the eigenvectors associated to λ02p
(
1
2

)
= λ02p+1

(
1
2

)
. The rest of the

proof proceeds as in the periodic case with very similar computations. □

5. Gap opening of order ε2

When b̂2p = 0, a higher order asymptotic expansion for the study of eigenvalues close
to θ = 0 is required to open a gap. We will construct an expansion valid for θ ∈ [0,Mε2]
for any M > 0. In order to show that the gap does not close for θ ∈ [Mε2, dp,1ε], (a region

not covered in Proposition 3.8), we use the end of Section 4 in the special case b̂2p = 0
which will be sufficient to control the separation of eigenvalues in this region. As it was
made in Proposition 3.8 with the condition on dp,2, we will need at the end of this section
that the eigenvalues are enough separated. For this purpose, we set

Mp := 1 + |Jp(b)|+ |Sp(b)|

where Jp(b) and Sp(b) are defined in Theorem 1.3.

Proposition 5.1 (Perturbation of a simple eigenvalue). Fix p ∈ N∗ and assume b̂2p = 0.
There exist εp,5 > 0 and dp,5 > 0 depending on p and b, such that, for all ε ∈ (0, εp,5), and
dp,5ε

2 ⩽ θ ⩽ dp,1ε, we have

σ(Gθ[εb]) ∩
[
λ02p−1(

1
2), λ

0
2p(

1
2)
]
= {λε2p−1(θ), λ

ε
2p(θ)}

where λε2p−1(θ) and λ
ε
2p(θ) are simple. Moreover,

λε2p−1(θ) ⩽ λ02p(0)−Mpε
2, λε2p(θ) ⩾ λ02p(0) +Mpε

2.
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Proof. As noted at the end of Section 4, we can use the analysis developed therein to state

λε2p(θ) ⩾λ
app
p+ (θ, ε)− |λεp+(θ)− λappp+ (θε−1, ε)|

⩾λ02p(0) + ελ′p+(δ)− Cpε
2 = λ02p(0) +Kpθ − Cpε

2.

for θ ∈ [0, dp,1ε], where we have now used b̂2p = 0 in the expression (4.5) of λ′p±(δ), and
similarly,

λε2p−1(θ) ⩽ λ02p(0)−Kpθ + Cpε
2.

For θ ⩾ dp,5ε
2, we conclude the proof of this proposition by choosing dp,5 := (Mp +

Cp)/Kp. □

Thanks to the previous proposition, we only need to construct approximate solutions
of (3.7) for θ ∈ [0, dp,5ε

2] (instead of [0, dp,1ε] as in Section 4) and we therefore write the
following Ansatz:{

λp±(θ = δε2, ε) ≈ λ02p(0) + ε2λ′′p±(δ) =: λappp± (δ, ε)

Φ(θ = δε2, ε, x, z) ≈ U0
p±(x, z) + εU ′

p±(x, z) + ε2U ′′
p±(δ, x, z) =: Uapp

p± (δ, ε, x, z).

As in Section 4, if we insert this Ansatz in (3.6) and formally identify the terms of order
1, we find that U0

p± solves the spectral problem for flat bottom with periodic boundary

conditions (4.2) and therefore U0
p± = α±

+Φp + α±
−Φ−p, with α±

+, α
±
− ∈ R and Φp(x, z) :=

Φp(0, x, z) given in (3.1) with θ = 0.
Identifying the terms of order ε, we request that U ′

p± solves
−∆U ′

p± = div(Q1∇U0
p±) in S

∂zU
′
p± = −Q1∇U0

p± · ez on {z = −1}
∂zU

′
p± = λ02p(0)U

′
p± −Q1∇U0

p± · ez on {z = 0}.
(5.1)

Using (3.2) as we did to obtain (4.8), we get that this system has a solution if and only if

0 =

ˆ
S
Q1U

0
p± · ∇Φp =

ˆ
S
Q1U

0
p± · ∇Φ−p.

Since b̂2p = 0, Lemma 4.3 implies that the above condition is always satisfied. The next
lemma provides an explicit formula for the solution U ′

p±. The details of the computations
are given in Appendix B.

Lemma 5.2. A particular solution of (5.1) is given by

U ′
p±(x, z) = E±(x, z) +

∑
k/∈{0,p,−p}

(βk cosh(k(z + 1)) + γk sinh(k(z + 1)))eikx

where

γk =
p

cosh(p)
(−α±

+b̂k−p + α±
−b̂k+p), βk =

k2 − κk(0)κp(0)

k(κp(0)− κk(0))
γk,

and E± = α±
+Ep + α±

−E−p, with

E±p := − p

cosh(p)
z sinh(p(z + 1))b(x)e±ipx. (5.2)
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Now, we identify the terms of order ε2 and request that U ′′
p± solves

−∆U ′′
p± = div(Q1∇U ′

p±) + div(Q2∇U0
p±) + 2iδ∂xU

0
p± in S,

∂zU
′′
p± = −(Q1∇U ′

p±) · ez − (Q2∇U0
p±) · ez on {z = −1},

∂zU
′′
p± = λ02p(0)U

′′
p± − (Q1∇U ′

p±) · ez − (Q2∇U0
p±) · ez + λ′′p±(δ)U

0
p± on {z = 0}.

The orthogonality conditions to solve this system are similar to (4.8) and take the form:

λ′′p±(δ)

ˆ
γ
U0
p±Φp =

ˆ
S
Q1∇U ′

p± · ∇Φp +

ˆ
S
Q2∇U0

p± · ∇Φp

+ 2iδ

ˆ
S
U0
p±∂xΦp,

λ′′p±(δ)

ˆ
γ
U0
p±Φ−p =

ˆ
S
Q1∇U ′

p± · ∇Φ−p +

ˆ
S
Q2∇U0

p± · ∇Φ−p

+ 2iδ

ˆ
S
U0
p±∂xΦ−p.

(5.3)

We now compute the values of λ′′p±(δ) for which these conditions are satisfied.

Proposition 5.3. The orthogonality conditions (5.3) are satisfied if and only if

Np

(
α±
+

α±
−

)
= λ′′p±(δ)

(
α±
+

α±
−

)
(5.4)

where

Np =

(
(Kpδ + Jp(b)) −Sp(b)

−Sp(b) (−Kpδ + Jp(b))

)
Jp(b) =

p2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
|̂bk−p|2

Sp(b) =
p2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
b̂k+pb̂k−p.

In this case we have

λ′′p±(δ) = Jp(b)±
√
K2

pδ
2 + |Sp(b)|2. (5.5)

Proof. The first term on the right-hand side of (5.3) takes the formˆ
S
Q1∇U ′

p± · ∇Φβp =

ˆ
∂S
U ′
p±(Q1∇Φβp) · n⃗−

ˆ
S
U ′
p± div(Q1∇Φ−βp)

for β ∈ {+,−}. Using div(Q1∇Φ−βp) = −∆E−βp (see (B.1)), we write

−
ˆ
S
U ′
p± div(Q1∇Φ−βp) =

ˆ
S
U ′
p±∆E−βp

=

ˆ
S
∆U ′

p±E−βp +

ˆ
∂S

(U ′
p±∂nE−βp − E−βp∂nU

′
p±)

=

ˆ
S
∆E±E−βp +

ˆ
∂S
U ′
p±∂nE−βp

since Eβp = 0 on ∂S. A calculation (see proof in Appendix C) shows thatˆ
S
∆E±Eβp = −

ˆ
S
Q2∇U0

p± · ∇Φβp, (5.6)
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thus,ˆ
S
Q1∇U ′

p± · ∇Φβp =

ˆ
∂S
U ′
p±(Q1∇Φβp) · n⃗−

ˆ
S
Q2∇U0

p± · ∇Φβp +

ˆ
∂S
U ′
p±∂nE−βp.

We now return to orthogonality condition (5.3) which becomes,

λ′′p±(δ)

ˆ
γ
U0
p±Φβp =

ˆ
∂S
U ′
p±(Q1∇Φβp) · n⃗+

ˆ
∂S
U ′
p±∂nE−βp + 2iδ

ˆ
S
U0
±p∂xΦβp

= −
ˆ
{z=−1}

U ′
p±

(
(Q1∇Φβp) · ez + ∂zE−βp

)
+ 2iδ

ˆ
S
U0
±p∂xΦβp,

where we have used −(Q1∇Φβp) · ez = −κp(0)b(x)e−iβpx = ∂zE−βp on {z = 0} see (B.2)-
(B.3). With (B.2)-(B.3), we compute the boundary term for β = + and β = − respectively

−
ˆ
{z=−1}

U ′
p±(Q1∇Φ−p · ez + ∂zE−p)

=−
∑

k/∈{0,p,−p}

βk

ˆ 2π

0

(
ip

cosh(p)
b′(x) +

p2

cosh(p)
b(x)

)
ei(k−p)x dx

=− 2π
∑

k/∈{0,p,−p}

βk
kp

cosh(p)
b̂k−p

=2π
∑

k/∈{0,p,−p}

k2 − κk(0)κp(0)

k(κp(0)− κk(0))

p

cosh(p)
(α±

+b̂k−p − α±
−b̂k+p)

kp

cosh(p)
b̂k−p

=α±
+

2πp2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
|̂bk−p|2

− α±
−

2πp2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
b̂k+pb̂k−p

=2πJp(b)α
±
+ − 2πSp(b)α

±
−

and

−
ˆ
{z=−1}

U ′
p±(Q1∇Φp · ez + ∂zEp)

=
∑

k/∈{0,p,−p}

βk

ˆ (
ip

cosh(p)
b′(x)− p2

cosh(p)
b(x)

)
ei(k+p)x dx

=2π
∑

k/∈{0,p,−p}

βk
kp

cosh(p)
b̂k+p

=2π
∑

k/∈{0,p,−p}

k2 − κk(0)κp(0)

k(κp(0)− κk(0))

p

cosh(p)
(−α±

+b̂k−p + α±
−b̂k+p)

kp

cosh(p)
b̂k+p

=− α±
+

2πp2

cosh(p)2

∑
k/∈{0,p,−p}

k2 − κk(0)κp(0)

κp(0)− κk(0)
b̂k−pb̂k+p

+ α±
−

2πp2

cosh(p)2

∑
k̃ /∈{0,p,−p}

k̃2 − κk̃(0)κp(0)

κp(0)− κk̃(0)
|̂b−k̃+p|

2
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=− 2πSp(b)α
±
+ + 2πJp(b)α

±
−,

where we set k̃ = −k in the last sum. Using (4.9), (4.13) and (4.14) (with the definition
of Kp given in Proposition 4.2) we get that (5.3) can be written as (5.4). □

Let ξappp± := Uapp
p± |z=0, τappp± := (1 + λappp± )−1, where Uapp

p± , λappp± are defined just before

(5.1). The next result shows that (τappp± , ξappp± ) are approximate eigenpairs of the resolvent
operator.

Proposition 5.4. Under the assumptions of Theorem 1.3 and assuming ε is small enough,
we have for all δ ∈ [0, dp,5]∥∥(1 +Gδε2 [εb])

−1ξappp± − τappp± ξappp±
∥∥
L2(T2π)

⩽ Cb,pε
3
∥∥ξappp±

∥∥
L2(T2π)

.

Proof. Inserting Uapp
p± = U0

p± + εU ′
p± + ε2U ′′

p± in (3.5), we find that, for V ∈ H1(S),

aR,S
δε2,ε

(Uapp
p± , V ) =

ˆ
S
P (Σ)∇Uapp

p± · ∇V + δ2ε4
ˆ
S
(1− εb(x))Uapp

p± V

+

ˆ
γ
Uapp
p± V + iδε2

ˆ (
e1 + ε

(
−b(x)
zb′(x)

))
· (Uapp

p± ∇V − V∇Uapp
p± )

=(λappp± + 1)

ˆ
γ
Uapp
p± V + L̃(V )

where (ε3Q̃ = P (Σ)− I2 − εQ1 − ε2Q2)

L̃(V ) := −ε3λ′′p±(δ)
ˆ
γ
(U ′

p± + εU ′′
p±)V + ε3

ˆ
S
Q̃∇Uapp

p± · ∇V

+ ε3
ˆ
S
Q2∇(U ′

p± + εU ′′
p±) · ∇V + ε3

ˆ
S
Q1∇U ′′

p± · ∇V + δ2ε4
ˆ
S
(1− εb)Uapp

p± V

+ iδε3
ˆ
S

(
−b(x)
zb′(x)

)
· (Uapp

p± ∇V − V∇Uapp
p± ) + iδε3

ˆ
S
(U ′

p± + εU ′′
p±)∂xV − V ∂x(U

′
p± + εU ′′

p±).

Proceeding as we did to prove (4.16), we get∥∥(1 +Gδε2 [εb])
−1ξappp± − τappp± ξappp±

∥∥
L2(T2π)

⩽ C
∥∥∥L̃∥∥∥

H1(S)′

⩽ Cb,pε
3(
∥∥U0

p±
∥∥
H1(S)

+
∥∥U ′

p±
∥∥
H1(S)

+
∥∥U ′′

p±(δ)
∥∥
H1(S)

).

Using the operator R−1
2p,0 (defined by (3.3)) we can show that∥∥U ′

p±
∥∥
H1(S)

⩽ Cb,p

∥∥U0
p±
∥∥
H1(S)∥∥U ′′

p±
∥∥
H1(S)

⩽ Cb,p

∥∥U0
p±
∥∥
H1(S)

,

and therefore∥∥(1 +Gδε2 [εb])
−1ξappp± − τappp± ξappp±

∥∥
L2(T2π)

⩽ Cb,pε
3
∥∥U0

p±
∥∥
H1(S)

.

Similar to (4.18), if ε is small enough,
∥∥Uapp

p±
∥∥ ⩾ 1

2

∥∥U0
p±
∥∥, and∥∥ξappp±

∥∥
L2(T2π)

⩾ cb,p
∥∥U0

p±
∥∥
H1(S)

Proposition 5.4 follows. □
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We are now ready to establish the existence of a gap as we did at the end of Section 4.
For δ ∈ [0, dp,5], hence θ ∈ [0, dp,5ε

2], Lemma 4.1 gives that

λε2p(θ) ⩾ λ02p(0) + ε2Jp(b) + |Sp(b)|ε2 − Cpε
3,

λε2p−1(θ) ⩽ λ02p(0) + ε2Jp(b)− |Sp(b)|ε2 + Cpε
3.

This gap remains open for θ ∈ [dp,5ε
2, dp,1ε] by Proposition 5.1 and for θ ∈ [dp,1ε,

1
2−dp,1ε]

by Proposition 3.8. The precise size of the gap is derived by considering small δ and θ,
say θ = δε2 ⩽ ε3, which conclude the proof of Theorem 1.3. Note that the center of the
gap is displaced from the unperturbed value λ02p(0).
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Appendix A. Proof of Lemma 4.3

Write Φp(x, z) = ρp(z)e
ipx with ρp(z) = cosh(p(z+1))

cosh(p) . We have ∇Φp =

(
ipρp(z)e

ipx

ρ′p(z)e
ipx

)
.

From Q1 given in (3.8), we have

Q1∇Φp =

(
−ipρp(z)b(x) + zρ′p(z)b

′(x)
ipzρp(z)b

′(x) + ρ′p(z)b(x)

)
eipx (A.1)

Q1∇Φp · ∇Φp = b(x)(ρ′p(z)
2 − p2ρp(z)

2).

Since
´ 2π
0 b(x)dx = 0, we have

´
Q1∇Φp · ∇Φp = 0. Now let us compute

Q1∇Φp · ∇Φ−p = Q1∇Φp · ∇Φp

= b(x)(ρ′p(z)
2 + p2ρp(z)

2)e2ipx + 2ipzρp(z)ρ
′
p(z)b

′(x)e2ipx,

and notice that 2ipb̂′−2p = 4p2b̂−2p and that

ˆ 0

−1
zρ′p(z)ρp(z) dz =

1

2

[
zρ2p(z)

]0
−1

− 1

2

ˆ 0

−1
ρ2p(z) dz.

Therefore,ˆ
S
Q1∇Φp · ∇Φ−p = 2πb̂2p

ˆ 0

−1
ρ′p(z)

2 − p2ρp(z)
2 dz + 2

p2

cosh2(p)
2πb̂2p.
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Finally,

ρ′p(z)
2 − p2ρp(z)

2 =
p2

cosh2(p)
(sinh2(p(z + 1))− cosh2(p(z + 1))) = − p2

cosh2(p)
.

We have thus obtained (4.11) and its conjugate (4.12).

Appendix B. Proof of Lemma 5.2

From (A.1) and its complex conjugate, we have

Q1∇U0
p± = α±

+Q1∇Φp + α±
−Q1∇Φ−p

= α±
+

(
−ipρp(z)b(x) + zρ′p(z)b

′(x)
ipzρp(z)b

′(x) + ρ′p(z)b(x)

)
eipx + α±

−

(
ipρp(z)b(x) + zρ′p(z)b

′(x)
−ipzρp(z)b′(x) + ρ′p(z)b(x)

)
e−ipx,

hence

div(Q1∇U0
p±) =α

±
+

(
2p2ρp(z)b(x) + 2ipzρ′p(z)b

′(x) + zρ′p(z)b
′′(x)

)
eipx

+ α±
−
(
2p2ρp(z)b(x)− 2ipzρ′p(z)b

′(x) + zρ′p(z)b
′′(x)

)
e−ipx.

A direct calculation on E±p = −zρ′p(z)b(x)e±ipx shows that

−∆Ep(x, z) = div(Q1∇Φp), −∆E−p(x, z) = div(Q1∇Φ−p), (B.1)

hence −∆E± = div(Q1∇U0
p±), with E± defined in (5.2). It is thus natural to introduce

the function V = U ′
p± − E±. We find −∆V = 0. In order to rewrite (5.1) as a system for

V , we compute the boundary conditions. On the one hand,

∂zE± = −(zρ′′p(z) + ρ′p(z))b(x)(α
±
+e

ipx + α±
−e

−ipx)

implies

∂zE±(x,−1) =
p2

cosh(p)
b(x)(α±

+e
ipx + α±

−e
−ipx)

∂zE±(x, 0) = −κp(0)b(x)(α±
+e

ipx + α±
−e

−ipx).

(B.2)

On the other hand,

−Q1∇U0
p± · ez =− α±

+(ipzρp(z)b
′(x) + ρ′p(z)b(x))e

ipx

− α±
−(−ipzρp(z)b′(x) + ρ′p(z)b(x))e

−ipx

gives

−Q1∇U0
p± · ez(x,−1) = α±

+

ip

cosh(p)
b′(x)eipx − α±

−
ip

cosh(p)
b′(x)e−ipx

−Q1∇U0
p± · ez(x, 0) = −κp(0)b(x)(α±

+e
ipx + α±

−e
−ipx).

(B.3)

We finally find that V satisfies the system :

−∆V =0 in S

∂zV =α±
+

(
ip

cosh(p)
b′(x)− p2

cosh(p)
b(x)

)
eipx

+ α±
−

(
− ip

cosh(p)
b′(x)− p2

cosh(p)
b(x)

)
e−ipx on {z = −1}

∂zV =κp(0)V on {z = 0}.
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Denoting Vk(z) = V̂ (k, z), the Fourier coefficients of V in the x-variable, we have
Vk(z) =βk cosh(k(z + 1)) + γk sinh(k(z + 1))

V ′
k(0) =κp(0)Vk(0), V ′

k(−1) =
kp

cosh(p)
(−α±

+b̂k−p + α±
−b̂k+p).

For k ̸= 0,±p,

γk =
p

cosh(p)
(−α±

+b̂k−p + α±
−b̂k+p), βk =

k2 − κk(0)κp(0)

k(κp(0)− κk(0))
γk.

When k = ±p, γ±p = 0, but there is no condition on β±p. It means that the function
(x, z) 7→ cosh(±p(z + 1))e±ipx belongs to the kernel of the system, and one solution is
given by choosing βp = β−p = 0. Finally, when k = 0, V ′

0(−1) = κp(0)V0 gives β0 = 0.

Appendix C. Proof of (5.6)

For β ∈ {+,−}, we have by (B.1)ˆ
S
∆E±Eβp = −

ˆ
S
div(Q1∇U0

p±)Eβp

=α±
+

ˆ
S

(
2p2ρp(z)b(x) + 2ipzρ′p(z)b

′(x) + zρ′p(z)b
′′(x)

)
zρ′p(z)b(x)e

i(p+βp)x dx dz

+ α±
−

ˆ
S

(
2p2ρp(z)b(x)− 2ipzρ′p(z)b

′(x) + zρ′p(z)b
′′(x)

)
zρ′p(z)b(x)e

i(βp−p)x dx dz

=:α±
+I

β
+ + α±

−I
β
−

Now we compute Q2∇U0
q± where Q2 =

(
0 0
0 b(x)2 + (zb′(x))2

)
. We find

ˆ
S
Q2∇U0

p± · ∇Φp = α±
+

ˆ
S
ρ′p(z)

2(b2(x) + (zb′(x))2)ei(p+βp)x dx dz

+ α±
−

ˆ
S
ρ′p(z)

2(b2(x) + (zb′(x))2)ei(βp−p)x dx dz =: α±
+II

β
+ + α±

−II
β
−.

Using
´ 2π
0 b(x)b′(x) dx = 0,

´ 2π
0 b(x)b′′(x) dx = −

´ 2π
0 (b′(x))2 dx and that

2ip

ˆ 2π

0
b(x)b′(x)e2ipx dx = −

ˆ 2π

0
(b(x)b′′(x) + (b′(x))2)e2ipx dx

ˆ 0

−1
2p2zρp(z)ρ

′
p(z) dz =

ˆ 0

−1
2zρ′′p(z)ρ

′
p(z) dz = −

ˆ 0

−1
(ρ′p(z))

2 dz

we show that Iβ+ + IIβ+ = Iβ− + IIβ− = 0, implying (5.6).
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ematics & Applications] 87, Springer, Cham, [2022] ©2022.
[17] C. M. Linton, Water waves over arrays of horizontal cylinders: band gaps and Bragg resonance. J.

Fluid Mech. 670 (2011), 504–526.
[18] H.-W. Liu, Y. Liu, and P. Lin, Bloch band gap of shallow-water waves over infinite arrays of parabolic

bars and rectified cosinoidal bars and bragg resonance over finite arrays of bars. Ocean Engineering
188 (2019), 106235.

[19] C. C. Mei, Resonant reflection of surface water waves by periodic sandbars. J. Fluid Mech. 152 (1985),
315–335.

[20] C. C. Mei, M. Stiassnie, and D. K.-P. Yue, Theory and applications of ocean surface waves. Part 1.
Advanced Series on Ocean Engineering 23, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ,
2005.

[21] J. Miles, On gravity-wave scattering by non-secular changes in depth. J. Fluid Mech. 376 (1998),
53–60.
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