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Abstract

Distributed optimization and learning has recently garnered great attention due to its wide applications in sensor networks, smart
grids, machine learning, and so forth. Despite rapid development, existing distributed optimization and learning algorithms require
each agent to exchange messages with its neighbors, which may expose sensitive information and raise significant privacy concerns.
In this survey paper, we overview privacy-preserving distributed optimization and learning methods. We first discuss cryptography,
differential privacy, and other techniques that can be used for privacy preservation and indicate their pros and cons for privacy
protection in distributed optimization and learning. We believe that among these approaches, differential privacy is most promising
due to its low computational and communication complexities, which are extremely appealing for modern learning based applications
with high dimensions of optimization variables. We then introduce several differential-privacy algorithms that can simultaneously
ensure privacy and optimization accuracy. Moreover, we provide example applications in several machine learning problems to
confirm the real-world effectiveness of these algorithms. Finally, we highlight some challenges in this research domain and discuss
future directions.

Keywords: Distributed optimization and learning, differential privacy, homomorphic cryptography, privacy preservation, secure multi-party
computation.

1 Introduction

In recent years, the rapid development of large-scale networks and big data has led to the widespread applications of distributed optimiza-
tion and learning. In this paradigm, each agent has a private objective function and engages in communicating with neighboring agents
to cooperatively learn an optimal solution to a global objective. Due to its inherent advantages in scalability and privacy, distributed opti-
mization/learning methods have found extensive applications in various fields, including sensor networks, smart grids, formation control,
machine learning and so on (Yang et al.| 2019;|Verbraeken et al.|[2020). Traditional distributed optimization/learning methods are centered
around batch or offline learning, that is, the algorithm is trained by using a dataset acquired before implementing the algorithm, which
limits their applicability in numerous practical scenarios where data are acquired in a serial manner. Recognizing this limitation, online
optimization and learning has emerged as an active research field in the past two decades. Online optimization/learning allows for the
sequential access and processing of data, making them particularly appealing for large-scale datasets and dynamic scenarios where data is
continually generated, such as social media streams and real-time sensor interpretation (L1 et al.| 2023)).

Although significant progress has been made in both distributed offline and online optimization/learning, all of existing results require
agents to share messages (learned parameters or gradients) in each iteration, which will pose privacy concerns, especially when the train-
ing dataset is proprietary to each agent and contains sensitive information, such as medical or financial records, web search history, and
more (Gilad-Bachrach et al.| [2016; |[Shokri and Shmatikov, 2015} [Phong et al.l [2018)). In fact, recent works |Huang et al.| (2015), [Zhang
et al.|(2018a), and Burbano-L et al.| (2019) have shown that without a strong privacy mechanism in place, external adversaries can easily
reconstruct individuals’ raw data from shared messages. Therefore, developing privacy-preserving algorithms for distributed optimization
and learning is crucial. Along this line, plenty of privacy-preserving approaches have been reported to address potential privacy breaches
in distributed optimization/learning. One approach involves secure multi-party computation, like secret sharing and homomorphic encryp-
tion (Zhao et al.,|2019;Zhang et al.||2018a;|Zhang and Wang,|2019). However, these approaches often come with significant communication
and computational overheads. Moreover, except our prior works |Zhang et al.| (2018a) and [Zhang and Wang| (2019), most existing secure
multi-party computation results rely on a “centralized” data aggregator, which does not exist in the fully distributed setting. Another ap-
proach capitalizes on the “structure” properties of distribution optimization to inject temporally or spatially correlated uncertainties for
privacy, as in|Yan et al.|(2013),Lou et al.|(2017b)), and our prior works (Zhang et al.,|2018b; Wang and Basar} 2022} |Gao et al.|[2023;|Wang
and Nedic| 2023). However, the injection of correlated uncertainties results in the privacy strength of these approaches being inherently
limited by the optimization problems’ intrinsic properties. Differential privacy (DP) has achieved remarkable success and has become a de
facto standard for privacy protection in recent years. Nevertheless, most DP results in distributed optimization/learning face a dilemma of
trading optimization accuracy for privacy, which significantly impedes its further development, especially in accuracy-sensitive applications.
Our recent results (Wang and Nedic| 2024; |Wang and Basar, [2022] Wang and Nedic| |2024; |(Chen and Wang] |2023alb) have successfully
circumvented this dilemma, ensuring rigorous DP and optimization accuracy simultaneously.

This paper aims to provide a survey of privacy-preserving methods for distributed optimization and learning. It is structured around four



2 Privacy-Preserving Distributed Optimization and Learning

perspectives: literature review, backgrounds, algorithms, and example applications. Although the survey papers by
and [Antwi-Boasiako et al (2021)) have explored the intersection of privacy and collaborative deep learning, our investigation provides a
more comprehensive review and new perspectives. More specifically, provided a generic review but lacks an in-depth
focus on privacy preservation in distributed optimization and learning, including fields like noncooperative games and distributed online
learning. [Antwi-Boasiako et al| (2021)) was primarily concentrated on the homomorphic encryption method, a focus markedly distinct from
our objectives. Our contribution is a detailed overview of existing privacy-preserving methods, with a special emphasis on differential-
privacy algorithms that are capable of ensuring both privacy and optimization accuracy. By providing this review, we aim not only to fill
the gap identified in previous surveys but also to inspire further research in this field.

2 Literature Review
In this section, we provide a review of the commonly used privacy-preserving approaches in distributed optimization and learning, in-

cluding homomorphic encryption, secure multi-party computation, differential privacy, and various other methods aimed at ensuring data
confidentiality. Relevant literature on these approaches is briefly summarized in Table[T]

Table 1 Commonly used privacy-preserving approaches in distributed optimization and learning.

Privacy-preserving methods Relevant literature Drawbacks
Homomorphic cryptography Distributed offline optimization: (Shoukry et al.| 2016} [Lul Heavy computational and com-
and Zhu| [2018} [Tang et al. [2079} [Alexandru et al, 2020 municational overheads;

Cheng et al., Zhang et al., 2021} |Yan et al.} |2021 Specific computation-types limi-
Wu et al. [2021}; [Chen et al., [2022} [Huo and Liul 2022b; tations in secret sharing.

Zhang et al),[2018a}[Zhang and Wang] [2019).

Noncooperation game: [2015).

Distributed online learning: .

Secure multi-party computation Distributed offline optimization: (Wagh et al.l Heavy computational and com-
and Liu| [2022a; [Xie et al| 2022} [Tian et al.} [2023). municational overheads
Noncooperation game: raham et al.}[2006};[Zhang and
L, 2013)
Distributed online learning: (Dong et al} 2020).

Differential privacy Distributed offline optimization: (Huang et al., 2015 The tradeoff between privacy
Nozari et al), 2016} [Han et al.} 2016} [Zhang and Zhu and optimization accuracy
2016; [Wang et al, 2016} [Hale and Egerstedt, 201
Zhang et al., 2018d; |Zhang and Wang, 2019; |[Huang e
al.}[2019;|Ding et al.|[2021}|Chen et al.| [2023b} [Xuan and
Wang|, 2023; |Wang and Nedi¢, 2024} Wang and Basarl
2023} [Huang et al.,[2024).

Noncooperation game: (Gade et all Ye et al}
2021; Wang and Basar| [2022; Wang et al.| [2022; Wang|
and Nedic,2024).

Distributed online learning: (Zhu et al., Li et al)
2018} Fou et al) [2079; Xiong et al}, 2020; Hu and Zhang
2021} |LU et al], [2020; [Han et al/, 2022} [Liu et al.| 2022}
[Chen et all] 20233} [LU et al [2023} [Yuan et al.} 2023}
Cheng_et al 2023} [Chen and Wang] [2023alb} [Zhao et

al} 2024

2.1 Homomorphic encryption

Homomorphic encryption was first proposed by and continuously developed over the past three decades
[et"all 2022} [Doan et al [2023). This method enables certain algebraic operations on ciphertexts to produce an encrypted result, which,

after decryption, matches the results of operations performed on plaintexts. According to the types of computations supported by homo-
morphic encryption, it can be classified into partially and fully homomorphic encryption. Partially homomorphic encryption allows the
specific computation (e.g., addition or multiplication) on encrypted data, whereas fully homomorphic encryption supports arbitrary com-
putations (e.g., both addition and multiplication operations). Recently, partially homomorphic encryption have been applied in distributed
optimization/learning (see Table [T). For example, (2013) developed a distributed Nash equilibrium seeking algorithm us-
ing reinforcement learning and homomorphic encryption, achieving convergence to a Nash equilibrium for discrete constrained potential

games. [Shoukry et al|(2016) and[Alexandru et al|(2020) introduced privacy-preserving protocols relying on partially homomorphic encryp-
tion for quadratic program problems. However, all these results require a trusted cloud for computation, making them inapplicable to the
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completely distributed setting. Similar limitations are observed in|Lu and Zhu|(2018), Tang et al.|(2019), and|Cheng et al.{(2021). Only our
prior homomorphic-encryption-based results (Zhang et al.| |2018a; Zhang and Wang} |2019)) can achieve both privacy and optimal accuracy
without relying on any aggregator or third party. In addition, since distributed homomorphic encryption requires agent interaction and local
computation performed on encrypted data, as the number of participating agents grows, both communication and computational complexi-
ties will significantly increase. In fact, homomorphic encryption often results in an exponential growth in ciphertext sizes,which is often far
exceeding the size of the original plaintext. Hence, distributed homomorphic encryption methods demand a large amount of computational
and communication resources, presenting significant challenges for development in large-scale machine learning applications.

2.2 Secure multi-party computation

Secure multi-party computation (MPC) was first introduced in [Yao| (1982). It aims to design a secure protocol that enables multiple
participants P;, i = 1,--- ,m to collaboratively compute an objective function f(xy,---,x,) = (y1, - ,Ym) using their private inputs x;,
while ensuring each participant P; receives only its own corresponding output y; with no additional information, thereby preserving privacy.
This concept has evolved to include various protocols, such as garbled circuit, secret sharing, oblivious transfer and so on (Zhao et al.|[2019).
Traditional MPC protocols are often designed for the two-party scenario (Du et al.| 2004; Kilbertus et al., 2018). For scenarios involving
more than two parties, algorithms based on three-party and multi-party communication have also been developed (Mohassel et al.| 2015
Mohassel and Rindal,2018)). Recently, secret sharing, noted for its simplicity and interactivity, has been applied in distributed optimization
and learning. For example, [Wagh et al.|(2020) utilized secret sharing to protect customer privacy in distributed smart grids. |Huo and Liu
(2022a)) introduced a privacy-preserving electric vehicle charging algorithm by using Shamir’s secret sharing to ensure user privacy. [Tian|
et al.| (2023) implemented secret sharing in fully distributed privacy-preserving optimization, showing its efficacy in protecting sensitive
information. Although enabling participant agents to collaborate without requiring a trusted party, distributed MPC still requires a certain
level of trust among participants (for example, secret sharing needs collaboration from a threshold number of participants to reconstruct
the secret). In addition, the reliance on computing the objective function f(xi,--- ,x,) in MPC indicates that increasing participant-agent
numbers will also increase both computational and communication complexities, leading to a challenge in scalability. While secret sharing
can reduce the privacy-preserving-computation cost, its suitability is limited to specific types of computations, potentially restricting its
applications in the diverse data processing requirements in distributed optimization and learning.

2.3 Differential privacy

Differential Privacy (DP) was first proposed by [Dwork]| (2006). It is realized by introducing independent noises to perturb the algorithm
such that the probability distribution of its output remains relatively insensitive to modifications in any single record of the input (Dwork
et al., 2014). DP distinguishes itself from homomorphic encryption and MPC approaches by its low computational and communication
demands and its robustness against arbitrary side information. This robustness ensures that DP’s efficacy is not significantly compromised
by additional information that an adversary may acquire from other sources, a fact supported by |[Kasiviswanathan and Smith|(2008)).

Nowadays, numerous efforts have been made to apply the DP framework into distributed optimization and learning, as elaborated in
Table[I] In these works, DP’s implementation typically employs two approaches: output perturbation and objective perturbation. Output
perturbation requires solving the optimization problem first and then adding Laplace or Gaussian noise to the output variables. This
approach preserves the original objective functions, making the algorithms effectively approximate the optimal solution to the original
problem. Objective perturbation, entails adding a noisy term to the objective functions first and then solving the perturbed optimization
problem. This approach, unfortunately, is only applicable when the objective function is precisely known to individual agents, which is not
the case in most learning applications. A comparison of existing DP approaches in distributed optimization and learning is summarized in
Tables 214l

Although DP provides a promising paradigm for privacy protection in distributed optimization/learning, directly incorporating persis-
tent DP-noise into existing distributed optimization/learning algorithms will compromise optimization accuracy, leading to a fundamental
tradeoff between privacy and accuracy. To the best of our knowledge, most existing DP results for distributed optimization and learning
have to face this tradeoft. Typically, most current DP results terminate the algorithm after a pre-determined number of iterations, with this
number calculated offline according to the desired privacy budget (privacy level). This approach invariably leads to an optimization error,
whose magnitude is inversely proportional to the privacy budget. On another front, some DP results only bound the privacy budget for a
single agent in a single iteration (Zhang and Zhu} 2016} |Hale and Egerstedt, |2017; |Huang et al.| 2019). However, given that an adversary
could leverage all intermediate outputs for inference, the privacy budget accumulates throughout the iterative process, thereby leading to a
decaying privacy protection over time. It is worth noting that our recent works (Wang and Nedic} 2024} Wang and Basar, 2022} |Wang and
Nedic} [2024; |Chen and Wang} 2023alb) have successfully circumvented the tradeoff between optimization accuracy and privacy. In these
works, we ensure both convergence and rigorous DP with a finite privacy budget, even when the number of iterations tends to infinity.

In addition, some DP results in distributed optimization and learning require a trusted curator for data aggregation and distribution.
For example, [Wang et al.| (2016) and |Hale and Egerstedt (2017) rely on a trusted cloud that collects raw data, subsequently adds noise,
and then distributes the noised-data to each participant agent. Similarly, Huang et al.| (2019) introduced a DP distributed optimization
algorithm using the augmented direction method of multipliers, which requires a trusted “centralized” server to average updated primal
variables of all agents in each iteration. Besides these approaches that explicitly require a trusted third party, most of existing DP results in
distributed optimization/learning still use the conventional “centralized” DP framework, which, in the absence of a data aggregator/curator,
requires participating agents to trust each other and cooperatively determine the amount of noise needed to achieve a certain level of privacy
protection (detailed explanation is given in Subsubsection [3.:2.3). To implement DP in the fully distributed setting, where an agent does
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Table 2 Comparison of differential-privacy approaches in distributed offline optimization

Perturbed  Privacy budget  Accuracy upper bound

i i ?
Literature Privacy term characterizion®  Nonconvex  Convex  Strongly convex Tradeoff:
Huang et al| (2015 e-DP Output 0 - - 0(%) Yes
Nozari et al.| (2016 e-DP Objective oo - o(%) - Yes
Han et al. (2016 eDP Output T - o %) - Yes

€4
Zhang and Zhu[(2016) e-DP Output ' - - 0(%) Yes
Wang et al.[(2016) e-DP Objective oo - o(% - Yes
Hale and Egerstedt| 42017l) e-DP Output t - (0] eiz - Yes
Zhang et al.(2018d) e-DP Output T - - 0(%) Yes
Zhang and Wang| (201 9b e-DP Objective T - 0(%) - Yes
(e,6)-DP Output t - O(E—?) - Yes
e-DP Output o0 - - 0(%) Yes
e-DP Output T - - o(}) Yes
Xuan and Wang|(2023) e-DP Output T - - o) Yes
Wang and Nedic| (2024 e-DP Output S - 0 - No
Wang and Basar| (2023 (,6)-DP  Objective t 0 - - No
Liu et al./ (2024 (e,0)-DP  Objective T - o(%) o(%) Yes
€
Huang et al.| (2024 e-DP Output 0 - - o) Yes

aWe use “Privacy budget characterization” to represent how the work characterizes a finite privacy budget. Specifically, “” represents that the
work only analyzed the privacy budget in a single iteration (This category includes works that demonstrate a finite privacy budget “T€” across a
finite number of iterations “T”, using the composition theorem). “T” implies that the work proved a finite cumulative privacy budget in a finite
number of iterations. “oo” represents that the work can achieve rigorous DP with a finite cumulative privacy budget, even when the number of
iterations tends to infinity.

Table 3 Comparison of differential-privacy approaches in noncooperative games.

Literature Privacy Perturbed Privacy bgdg e; Game Accuracy Tradeoff?
term characterizion upper bound

Ye et al|(2021) e-DP Output o0 Aggregative game o) Yes

Wang et al.| (2022 e-DP Output t Aggregative game O(Eiz) Yes

Wang and Basar| (2022 e-DP Output ) Normal-form game 0 No

Wang and Nedic| (2024 e-DP Output o0 Aggregative game 0 No

Table 4 Comparison of differential-privacy approaches in distributed online optimization and learning.

Literature Privacy Perturbed  Privacy budget  Accuracy upper bound Tradeoff?

term characterizion? Convex  Strongly convex

Zhu et al. (2018»; Xiong et al. 420200; DP Outout [ o) o) Yes
et al] (2020);/Chen et al (2023a) € utpu ) P

|Li et al| (2018); Hou et al.| (2019) (,6)-DP  Output T o(%) o) Yes
Hu and Zhang| (2021);/Han et al.| (2022); ) 1 B
L0 et al, (2023); Zhao et al (2024 eDP Output ! oz Yes

Liu et al. (e.6)DP  Objective T - 0(*E2) Yes
Yuan et al| (2023) (6,6)-DP  Output T - o) Yes
Cheng et al.| (2023) €-LDP Output t o(%) - Yes
Chen and Wang|(2023alb) €-LDP Output oo 0 0 No

not trust anyone else (including other participating agents) and aims to protect against an adversary that can observe every message shared
in the network, the approach of local differential privacy (LDP) has to be introduced (Chen and Wang| [2023a}, [Hou et al.} 2019}, [Chen and|
2023alb). In fact, LDP is widely regarded as the strongest framework of differential privacy (Cormode et al} 2018).
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2.4 Other privacy-preserving approaches

Except for the previously mentioned privacy-preserving methods, various other approaches have been developed to protect the privacy of
participating agents’ private information in distributed optimization and learning. For example, Gupta et al.| (2020) introduced a globally
balanced correlated perturbation mechanism, employing the Kullback—Leibler divergence for privacy analysis in a statistical sense. |Gade!
et al.|(2020) and |Lin et al.|(2023) developed algorithms that use locally balanced correlated perturbation mechanisms, designed to obscure
cost functions and aggregate estimates in distributed aggregative games. However, these balanced correlated perturbation mechanisms
require that each agent has a certain number of neighbors who do not share information with adversaries. This requirement may not
adequately protect the privacy of the agents’ private information when all neighboring agents are curious or hostile (Li et al.| [2009).
Our recent work |Gao et al.[(2023) proposed an inherently privacy-preserving approach in the gradient-tracking algorithm, which enables
privacy by adding randomness in stepsizes and coupling weights over each iteration. Other inherently privacy-preserving approaches have
also been reported, such as the method explored by [Zhang et al|(2018b), which enables privacy through function decomposition. Our
subsequent efforts have expanded the range of inherently privacy-preserving methods. Specifically, Wang and Basar| (2022) focused on
the implementation of privacy through stochastic quantization effects and [Wang and Nedi¢| (2023) employed time-varying heterogeneous
stepsizes to ensure privacy. These works collectively contribute to the evolving landscape of privacy preservation in distributed optimization
and learning.

3 Background

3.1 Distributed optimization and learning

We consider a network consisting of m agents, each of which can exchange information with neighboring agents through a communication
graph G = ([m], &), where [m] = {1,--- ,m} denotes the set of agents and & C [m] X [m] denotes the set of edges. An edge (i, j) € &
represents that agent j can send information to agent i. In this case, agent j is called an in-neighbor of agent i. We denote the in-neighbor
set and the out-neighbor set of agent i as Niin ={je[m]l(i,j) € E and Nl.Om ={j € [m]|(j,i) € &}, respectively. A graph is called undirected
if and only if (i, j) € & implies (j, i) € &, and directed otherwise. For a nonnegative weight matrix W = {w;;} € R™", we define the induced
directed graph as Gw([m], Ew), where w;; > 0 if and only if (i, j) € Ew, and w;; = 0 otherwise. We let w;; = — Z_/GNJH w;; for all i € [m].
Graph Gy is called strongly connected if there exists a directed path between any pair of distinct agents.

3.1.1 Distributed offline optimization

In distributed optimization and learning, each agent only has access to its local objective function and is limited to communicating with its
neighboring agents. This setting requires cooperation among agents to minimize the summation of all individual local objective functions.
To formalize this, the optimization problem can be presented in the following general form:

) l m
min (0, f() =~ Zl £, (1)
iz
where m is the number of agents, x € R” is a decision variable, and f;(x) : R" — R is a local objective function private to agent i.

3.1.2 Noncooperative game.

Considering a noncooperative game among a set of m agents, i.e., [m] = {1,--- ,m}, each agent i, i € [m] is characterized by a feasible de-
cision set ; C R™ and has an objective function f;(x;, x_;), where x; € €); is the decision of agent i and x_; = col{xy, -+ , Xi—1, Xis1, - » X}
is the joint decisions of all other agents except agent i. Unlike cooperative optimization in (I), which focuses on a collective goal, in a non-
cooperative game, each agent only cares about its own interest and aims to minimize its own local objective function. Thus, a normal-form
noncooperative game faced by agent i can be formulated as follows:

m—1
min f(x;, X_; . i € Q; i € Q. 2
X’EQ’f,(x,,x D, st ox;€Q and x 1_[ ) 2
J=1j#i
As a key concept in noncooperative games, Nash equilibrium (NE) is defined as a decision profile where no agent can gain more payoff
by unilaterally changing its own decision, provided that the rest of agents keep their decisions unchanged. This concept has been widely
adopted to characterize the outcome of strategic interactions in noncooperative games. To clarify, the formal definition of NE is given

below (Ye et al., [2021):

Definition 1 (Nash equilibrium). Nash equilibrium is a decision profile on which no agent can reduce its cost by unilaterally changing its
own decision, i.e., a decision profile x* = (x}, x*,) is a Nash equilibrium if f;(x},x*) < fi(x;,x*)), Vi€ [m].

In the full-decision information setting, facilitated by a centralized coordinator, every agent i has access to all other agents’ decision
variables x_; and can precisely evaluate its own objective function. However, in the partial-decision information setting, where no coordina-
tor exists, each agent must estimate the actions of all other agents solely based on the messages exchanged with neighboring agents through
a communication network. Here, we consider partial-decision information games.
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Aggregative games

Aggregative game, a subclass of noncooperation game, are played in various practical situations, such as Cournot price, factory production

and public good game (Ye et al.,[2023). Here, we introduce an average stochastic aggregative game. In this setup, each agent i is character-

ized by a decision set 2; € R" and has an objective function f;(x;, X, &;), where x; denotes the decision of agent i, X = % >, x; represents

the average of all agents’ decisions, and &; € R4 is a random vector. Given that each decision variable x; is restricted in Q;, the average X is
1 m

restricted in Q = iz 4 (Wang and Nedic} 2024). With this notation, an average stochastic aggregative game that agent i faces can be
formulated as follows:

misglE[f,-(x,-,)'c,fi)], st xeQ and xeQ, 3)
Xi€Q;

where the expected value is taken with respect to & and f;(-) and €, are assumed to be known to agent i only.

3.1.3 Distributed online learning and optimization

In distributed online learning/optimization, each agent i, i € [m] performs learning on sequentially arriving streaming data. More specif-
ically, at each time 7, agent i acquires a data point &;; = {a;, b;;}, which is independently and identically sampled from an unknown
distribution. Using the sample a;, and the current model parameter x;,, agent i predicts a label IA7,~,, = (Xis, ;). incurring a loss I(x;; &ir)
that quantifies the deviation between IA),-’, and the true label b;,. This loss prompts agent i to update its model parameter from x;; to X; 4.
The objective is to ensure that, based on sequentially acquired data, all agents collectively converge to the same optimal solution x* to the
following stochastic optimization problem:

. l m
min f(,  f(x) =~ Zl i), fi0) = B ll(x &) )

It can be seen that the local objective function f;(x) is defined as an expectation over random data &;, which are sampled from an unknown
distribution. Since it is inaccessible in practice, an analytical solution to problem (@) is unattainable. To address this issue, we focus on
solving the following empirical risk minimization problem using sequentially arriving data:

!

1 & 1
min (0, fi0 = Zl . fu) = PRETS (5)

k=0

where f;,(x) is determined by the loss function I(x; & x) with &;; representing the k-th data sample of agent i at time k, k € [0, 7].

3.2 Differential privacy

Differential privacy guarantees that the output of computation on a dataset will not significantly change when any single data point in the
dataset is changed. This implies that preserving privacy can be seen as equivalent to masking changes in the dataset. To clarify, changes in
a dataset are captured by the following concept of adjacency:

Definition 2 (Adjacency). For two datasets D = {d,,--- ,dy} and D’ ={d},--- ,d,,}, D and O’ are adjacent if there exists i € {1,--- ,m}
such that d; # d] and d; = d’; for all j # i.

Definition [2] introduces a foundational concept of an adjacent relationship, in which two datasets differ by only a single entry while all
other entries are identical. In fact, as we will illustrate later, this definition can be extended further to incorporate more complex objects, such
as vector norms, datasets of functions and optimization problems. We denote the adjacent relationship between O and D’ as Adj(D, D).

Given a dataset D, we represent a randomized iterative algorithm as a mapping A(D) : D +— O, where O represents the observation
sequence of all shared messages. We define the set of all possible observation sequences as O. Then, a randomized iterative algorithm A(-)
that acts on a dataset achieves differentially private if it can ensure that two adjacent datasets are nearly indistinguishable in a probabilistic
sense from observing the output of the algorithm A(-). The formal definition of e-DP is given as follows:

Definition 3 (e-Differential Privacy). For a given € > 0, a randomized iterative algorithm A(-) is e-differential privacy if for any two adjacent
datasets D and 9 and the set of all possible observations O, we always have

P[A(D) € 0] < P [A(D') € O]. ()

Definition [3]implies that a small change in the dataset will not significantly affect the output of A(-), thereby ensuring that an adversary
cannot distinguish which specific data entry has been changed from the output of A(-) with high probability. The constant € corresponds to
the level of privacy: a smaller € implies a higher level of privacy.

In certain cases, it is also useful to consider a relaxed notion of e-DP called (€, 6)-differential privacy, which is defined as follows:

Definition 4 ((€, 6)-differential privacy). For given € > 0 and 6 > 0, a randomized iterative algorithm A(-) is (e, §)-differential privacy if for
any two adjacent datasets D and 9’ and the set of all possible observations O, we always have

PLAD) € 0] < ¢P[AD') € O] + 6. )
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It can be seen from Definition ] that (e, 6)-differential privacy becomes e-differential privacy when ¢ = 0. The introduction of an additive
term ¢ in (7)) yields a weaker privacy guarantee than e-differential privacy. This is because besides a small €, there remains a possibility that
P[A(D) € O] is larger than P [A(D’) € O], potentially revealing whether the input dataset is D or 2.

Next, we introduce another pivotal concept associated with DP named sensitivity.

Definition 5. The sensitivity of a randomized iterative algorithm A(-) is defined to be

A= sup [AD) - A(D)lr, ®)
Adj(D,D)

where A,(D) is an implementation of a randomized iterative algorithm (A(-) on the dataset O and at time 7.

The sensitivity in Definition[5]quantifies the maximum impact that changing a single data entry can have on the algorithm’s output. This
metric is crucial for determining how much DP-noise (perturbation) required to guarantee a certain privacy-preserving level. Here, we use
Laplace noise to enable differential privacy. For a constant v > 0, Lap(v) denotes the Laplace distribution with a probability density function

1k

5y€¢ v . This distribution has a mean of zero and a variance of 22, Next, we provide the following lemma to characterize the relationship

among sensitivity, DP-noise, and the privacy budget:

Lemma 1. (Huang et al.| |2015) At each iteration t, if each agent adds a noise vector y; € R" consisting of n independent Laplace noises
with parameter v, such that Zthl % < €, then the randomized iterative algorithm A(-) is e-differential privacy for iterations from t = 0 to
t=T.

3.2.1 DP in distributed offline optimization

In distributed offline optimization, each agent’s objective function f; contains local and private information, which is only known to agent i
and therefore must be kept confidential. Given that the objective functions are the objects whose privacy needs to be protected, the standard
definition of adjacency in Definition [2] thus needs some adjustments. Drawing on insights from [Huang et al (2015) and [Wang and Nedi¢
(2024), let us first characterize a distributed offline optimization # in (I) by four parameters (X, ¥, f,Gw) : (a) X = R" is the domain
of optimization; (b) ¥ C {R” — R} is a set of real-valued and differentiable individual objective functions; (c) f(x) = i i fi(x) with

fi(x) € F for each i € [m]; (d) Gw represents the induced graph by the weight matrix W. With this definitions, an adjacent relationship
between two optimization problems is defined as follows:

Definition 6 (Adjacency in distributed offline optimization). Two distributed optimization problem # and #’ are adjacency if the following
conditions hold:

(i) X=X',F =F", and Gw = Gy, i.e., the domain of optimization, the set of individual objective functions, and the communication
graphs are identical;

(ii) there exists an i € [m] such that f; # f7 but f; = fj’ forall je[m], j#i;

(iii) the different objective functions f; and f; have similar behaviors round x*, which denotes the optimal solution to problem #. More
specifically, there exists some ¢ > 0 such that for all x and x” in Bs(x*) = {x I X€ R”l [lx = x*|| < 6}, we have Vfi(x) = Vf/(x').

Definition [6] implies that two distributed optimization problems # and %’ are adjacent if only one agent changes its objective function
and all other conditions remain the same.

Remark 1. Definition @(ii) permits arbitrary modifications of the objective function from f; to f/. However, to guarantee rigorous DP
while ensuring provable convergence to an exact optimal solution, such modifications must be constrained. According to Definition [6}(iii),
it requires that the gradients Vf;(x) and Vf/(x") for two adjacent variables, x and x’, in the neighborhood of an optimal solution x*, must
be identical. Other DP solutions in distributed offline optimization have introduced other limitations, which can be categorized into three
classes: (a) all gradients are uniformly bounded, i.e., [[Vfi(x)|| < ¢ for all x € X (Huang et al., 2015); (b) the changes of Vf;(-) and Vf/(-)
must be identical, i.e., Vfi(x) = Vfi(x") = Vf/(x) = Vf/(x’) for all x, x" € X (Ding et al., [2021); (c) the norm difference between V f;(x) and
V f!(x) are bounded, i.e., ||V fi(x) — Vf/(x)|| < ¢ for all x € X (Huang et al.,|2024). Definition @(iii) introduces a mind condition and allows
more admissible convex functions, such as f;(x) = ax” x and fl) = bx’ x with a, b > 0 and ax = bx’ for all x, X’ € Bs(x*). It is evident that
under these functions, conditions (a)-(b) cannot be satisfied.

Under Definition [6] the mapping A(-) in Definition 3] takes a distributed offline optimization problem # or #’ as its argument. In this
case, differential privacy ensures that the statistical difference between the outputs of A(P) and A(P’) should be (relatively) minimal if the
objective function of one agent changes, making it challenging for an adversary observing the output of A(-) to identify this change.

3.2.2 DP in noncooperative game

Following the same statement in Subsubsection [3.2.1] we characterize a noncooperative game problem % in (@) by three parameters
(Q, F,Gw). Here, Q= Q; x---xQ, is the domain of decision variables, F = {f},---, f,} is a set of real-valued and differentiable in-
dividual objective functions, and Gy is the communication graph. Subsequently, the adjacency relationship between two games is defined
as follows:
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Definition 7 (Adjacency in noncooperative game). Two noncooperative games P = (Q, F,Gw) and " = (@', F’, G;,) are adjacent if the
following conditions hold:

(i) Q = Q' and Gw = Gy, i.e., the domain of decision variables and the communication graph are identical;

(ii) there exists an i € [m] such that f; # f/ but f; = fJ’ forall j € [m] and j # i.

(iii) the different objective functions f; and f; have similar behaviors around x*, where x* = col{x],--- , x;,} denotes a Nash equilibrium
to the aggregative game (3). More specifically, there exists some ¢ > 0 such that for all x and x’ in Bs(x*) = {x P X€ R"’ llx = x*|| < 6},
we have Prog,[x — aV, fi(x,)] —x = Prog [x" =@V f/(x',-)] = x’ for all @ > 0, where Prog, [-] denotes the Euclidean projection of a vector
onto the set ;.

To ensure rigorous €-DP in distributed NE seeking for a noncooperative game (3)), an additional condition in Definition[7}(iii) is required,
which is different from |Ye et al.| (2021) and [Wang et al.| (2022) that restrict all pseudo-gradients to be uniformly bounded. In addition, in
the absence of set constraints, Definition (iii) can be simplified to requiring V, fi(x,-) = V- f/(x’, ) for x and x’ in the neighborhood of a
Nash equilibrium to the game #.

3.2.3 DP in distributed online learning and optimization

The standard setting of DP described in Definition [3]assumes that each participating agent contributes a single data point to the input dataset
of the algorithm (A(-), and aims to preserve privacy by adding noise to the output in a way that is commensurate with the maximum impact
of a single data point. However, this scenario does not align with many machine learning applications, where each agent contributes a local
dataset consisting of multiple data points. Consequently, most of the current DP distributed online optimization/learning results are still
restricted by the “centralized/collective” property of conventional DP framework. They enable DP only when two different “centralized”
datasets O and 2, which include all agents’ data, differ by only one data point while all other data points are identical at each iteration
t. In such scenarios, the conventional DP framework fails to adequately protect the privacy of each agent’s private dataset. Moreover, the
conventional DP framework requires agents to mutually trust each other to cooperatively determine the DP noise needed to guarantee a
global privacy budget € = Y7,  (where m is the number of agents). Thus, it does not explicitly address protection against information
inference by participating agents.

To ensure differential privacy at the agent-level, Local differential privacy (LDP) provides a more user-friendly and stronger privacy
protection for distributed optimization and learning. However, in agent-level LDP framework, the output of the LDP algorithm is required
to be insensitive to changes in the local dataset of any agent, rather than to changes in a single data point within a “centralized” dataset.
This alteration significantly increases the challenges associated with LDP-algorithm design.

Local differential privacy

As an agent-level differential-privacy framework, LDP not only prevents external adversaries from extracting raw data through shared
information, but it also provides protection against curious neighboring-agents in the network. Before providing the definition of LDP, it is
essential to first introduce the concept of adjacency on the local dataset of agent i under sequentially arriving data:

Definition 8 (Adjacency in LDP-distributed online learning). Given two local datasets D; = {£;1,--- ,&;r} and D] = {61{,1’ e ,fl{T} for all

i € [m] and any time T € N*, ©; and D; are adjacent if there exists a time instant k € {1, , T} such that & # flf‘k while &;; # .flf’, for all
t+k, te{l,---,T}.

According to Deﬁnition two local datasets D; and D are adjacent if and only if they differ in one entry at some time instant k, with
all other entries are the same. With this understanding, we are now in a position to formally define LDP as follows:

Definition 9 (Local differential privacy). We say that an implementation A;(-) of an iterative algorithm A(-) by agent i provides ¢-local
differential privacy if for any adjacent datasets O; and D/, the following inequality holds:
P[A(D;, x;) € O] < e P[A(D;, x-) € O], )
where x_; denotes all messages received by agent i and O; represents the set of all possible observations on agent i.
In Definition @], for agent i, all received information from neighbors, i.e., x_;, is regarded as external information and is beyond its
control. This characteristic of the LDP framework removes the need for mutual trust among agents and allows individual agents to choose
heterogeneous privacy budgets ¢; in a fully distributed manner, thereby making individual agents free to choose desired privacy strengths de-

pending on their practical needs. Therefore, LDP operates at an agent-level and provides a stronger privacy framework than the conventional
“centralized” DP framework.

4 DP-Algorithms and Main Results

This section reviews existing DP-algorithms and the corresponding results for distributed optimization/learning. Given the vast algorithms
in the literature, our focus is on those DP-algorithms that are capable of achieve both optimization accuracy and rigorous DP with a finite
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privacy budget even in an infinite time horizon.

4.1 DP-distributed offline optimization algorithms

We introduce a DP gradient-descent algorithm for undirected graphs, as summarized in Algorithm [T} and a DP gradient-tracking algorithm
for general directed graphs, as summarized in Algorithm 2]

Algorithm 1 DP-oriented static-consensus based distributed optimization (from Algorithm 1 in|Wang and Nedic|(2024)))

1: Initialization: Parameters x;o € R"; nonnegative weight matrix W; stepsize A,; weakening factor vy,; Laplace DP-noise y;, =
col{xirs -+ » Xins) With yij; ~ Lap(oi,).

2: fortr=0,1,---, T —1do

3:  Every agent j adds persistent DP-noise y j, to its state x;,, and then sends the obscured state x;; + y;, to agent i € N;.’”‘.

4:  After receiving xj; + x;, fromall j € Nl.‘“, agent i updates its state as follows:

St Xigwl = Xig + Xjenin Yewij (X + X e = Xig) = AV fiXip)-

6: end for

In Algorithm|T](and similar in Algorithm[2), to achieve a strong DP, an independent DP-noise y;, (and for Algorithm[2] additionally ;)
is incorporated into each round of message sharing. This repeated noise-injection will consistently affects the algorithm through inner-agent
iterations, leading to a significant reduction in optimization accuracy. To mitigate the influence of persistent DP-noise on the convergence,
a decaying sequence {y,} (and for AlgorithmE], {v1,} and {y2,}) is used. Under some mild assumptions, Wang and Nedi¢|(2024) has proved
almost sure convergence and e-DP with a finite privacy budget even in the infinite time horizon for Algorithms[T]and 2] respectively.

Algorithm 2 DP-oriented gradient-tacking based distributed optimization (see Algorithm 2 inWang and Nedic|(2024)))
1: Initialization: Parameters x;o € R" and y;o = V fi(x;0); weight matrices R and C; stepsizes A,, and A,,; weakening factors y;, and y, ;
Laplace DP-noises ;; = col{dit s, - -, dine} With &, ~ Lap(o,ir) and xi, = colfyiis, - -+ 5 Xine} With yi, ~ Lap(oy.ir)-

2: fort=0,1,---,T—1do

3:  Every agent i injects zero-mean DP-noises ¢;, and y;, to its states y;, and x;,, respectively.

4: Agent i pushes Rji(x;; + xi,) and C;;(y;; + {i;) to each agent j € N,gf'[‘ and j e Ngf;‘, respectively, and it pulls R;;(x;, + x ;) and
Cij(yjs + &j0) from each j € Ny and j € N\, respectively. Here, the subscript R or C in neighbor sets indicates the neighbors with
respect to the graphs induced by these matrices.

5. agentichooses y;, > 0 and y,, > O satisfying 1 +y;R; > 0and 1 +y,,C;; > 0 withR;; = — ZjGN;enJ Rijand C; = - ZjeNZ{‘,‘ Ciji.
6:  Then, agent i updates its state as follows:

7o Xiger = (L yiRiXis + v X jenin Rij(eie + X i) = AwiYia-

8 Yiart = (L= Ay +¥2,Ci)yia +V2u Zjenin, Cij0ia + Lji) + ViKigs1) = (L= L)V fi(xio)-

9: end for

4.2 DP-distributed NE seeking algorithms

We introduce a DP algorithm for normal-form noncooperative games, as summarized in Algorithm [3] and another for aggregative games,
as summarized in Algorithm 4]

Algorithm 3 Distributed NE seeking with provable convergence and differential privacy (see Algorithm 1 in|Wang and Basar|(2022))

1: Initialization: Stepsizes A4, > 0; weight matrix W; weakening factor y; > 0;

2: Each agent / maintains one decision variable xl »and m—1 estimates x ” = col{x! Xipoo ,x};l,xj.ftl, cee ,xlf’f,} of other agents’ decision
variables. agent i sets xl.,o randomly in R" for all j € [m].

3: fort=0,1,---, T —1do

4: For both its decision variable x and estimate variables x! /l, e ,x;:;',xf;], e ,x;fft, every agent j adds respective persistent DP

noises ,\/“, .. ,X”, and then send the obscured values x +,\//,, X +/\("’ to all neighboring agents i € NOllt

5: After recgivmg x_/yt +x! G X X , 3 from all nelghborlng agents j € N; in agent i updates its decision and estlmate variables:

6: x;,H—] = x;',f + Y 2]‘6/\{““ Wij(x']’, +X/J szx,f(xl o le)

7: xﬁ,m = xﬁ't +y; ZjEN’m w,-_,-(x;t +X§,t - xi‘t), VYl e [m]and [ #i.

8: end for

In Algorithm since x_;, is not directly available for agent i, each agent i generates a local estimate of x, = (x:: t, xi’f ) to approximate all
agents’ decisions at each iteration 7.[Wang and Basar (2022) has shown that Algorithm [3]ensures almost sure convergence to the unique NE
to problem (2)) and at the same time preserves rigorous e-DP with a finite cumulative privacy budget even when T — oo.
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Algorithm 4 Differentially-private distributed algorithm for stochastic aggregative games with guaranteed convergence (see Algorithm 2
in|Wang and Nedic|(2024))
1: Initialization: Stepsizes 4,, > 0; weight matrix W; weakening factor y, > 0.
2: Every agent i maintains one decision variable x;,, which is initialized with a random vector in Q; C R¢, and an estimate of the aggrega-
tive decision y;,, which is initialized as y; o = x; 0.
cforr=1,---,T-1do
Every agent j adds persistent DP noise ¢/, to its estimate y ;;, and then sends the obscured estimate y;; + {;, to agent i € N;’“‘.

After receiving y;; + {;, from all neighboring agents j € N,.i“, agent i updates its decision variable and estimate as follows:

Xis+1 = Prog,[x;; — AF i(Xis, Yis €ir)], where Prog, denotes the Euclidean projection of a vector onto the set Q; and F i(Xigs Yigs Eiy) 18
given by Fi(xis, Yis &in) = Vi filXis Virs Eir)-

7: Yitel = Yig TVt ng/\/;ﬂ Wij()’j,t + {j,t = Vig = i) + Xige1 — Xige

8: end for

AN A

In Algorithm[4} to mitigate the influence of noises on the aggregate estimation for X;, each agent i uses y;, + £, that is shared among its
neighbors in its interaction terms Z_/eN,'" wii(yjs + & — Yiy — &iy). Although the noise {j, fori = 1,--- ,m are independent of all agents, when
an agent i has only one neighboring agent j, such interaction can lead to a correlation between the two agents’ dynamics. This correlation
might allow agent j to infer certain information of agent i. This scenario indicates a limitation of the conventional DP framework, which
typically relies on a data aggregator to collect data and inject noises. In the distributed setting, this implies an implicit assumption that
agents trust each other enough to cooperatively mask shared information to satisfy a common privacy budget. Hence, to completely avoid
correlated dynamics among interacting agents, the LDP framework is presented as a viable solution, with related algorithms to be detailed
in the subsequent subsection.

Wang and Nedid| (2024) proved that Algorithm ] converges to the unique NE of the game in (3) almost surely and achieves e-DP with
the cumulative privacy budget is always finite even when the iteration number tends to infinity.

4.3 LDP-distributed online learning algorithms

We introduce an LDP online gradient-descent algorithm for undirected graphs, as summarized in Algorithm[3} and an LDP online gradient-
tracking algorithm for general directed graphs, as summarized in Algorithm 6]

Algorithm 5 LDP-distributed online learning for agent i (see Algorithm 1 in|Chen and Wang| (2023a))

1: Initialization: Stepsizes A, = % with g > O0andv € (%, 1); weight matrix W; weakening factor y, = % withyy > 0Oandu € (%, 1).
Random initial decision variable x;o € Q for all i € [m].

2: forr=1,---,T-1do

3:  Agentireceives the current data &, € D;, and sends x;; + y;, to its neighboring agents j € N,."“‘.

4: By using all available data up to time ¢, i.e., &ix € D;;, k € [0, f] and the current decision variable x;,, agent i computes the gradient
Vfii(xis) = ﬁ ZZ:O Vi(xiy, &)

5. After receiving x;, + x ;. from all neighboring agents j € N; in agent i updates its decision variable and estimate as follows:

6:  Xip1 = Proglxi, +y: > A wij(Xj; + X e — Xir) — 4V fi:(xi1)], where Prog denotes the Euclidean projection of a vector onto the set
Q.

7. end for

By judiciously designing the attenuation sequence ,, the stepsize A;, and the DP-noise variance sequence o, (Chen and Wang|(2023a)
proved that Algorithm [5]achieves mean square convergence to the optimal solution x; to problem () and preserves -LDP with a finite
cumulative privacy budget even when 7' — oo.

In Algorithm [6] incorporating the difference ;.1 — yi, rather y;; (which is typically used in conventional gradient-tracking-based al-
gorithm (Pu et al.| 2020)) into the decision variable update in Line 7 is to resolve the issue of DP-noises accumulation in global gradient
estimation. This modification ensures optimization accuracy, as evidenced in Section III-A in |Chen and Wang| (2023b). Moreover, Al-
gorithm [6] removes the need for a weakening factor in inter-agent iterations, which is crucial in Algorithms [T}j3]to simultaneously ensure
optimization accuracy and e-DP. Note that this weakening factor reduces the coupling strength among agents, consequently slowing down
the algorithmic convergence speed. Therefore, Algorithm[f]is able to achieve faster convergence than Algorithm[3] as evidenced in Figure[]
Under some mild assumptions, [Chen and Wang| (2023b) has proved that Algorithm [6] converges in mean square to the optimal solution x*
to problem (@) and preserves -LDP with a finite cumulative privacy budget even when T — oo.

5 Example Applications

DP-distributed optimization/learning algorithms can be applied to solve numerous real-world problems, including logistic regression in
medical diagnosis (Zhou et al.| [2023), collaborative localization in spectrum sensor networks (L1 et al.; 2012), demand response in dis-
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Algorithm 6 LDP design for distributed online learning under general directed graphs (see Algorithm 1 in|Chen and Wang| (2023b)))

1: Initialization: Stepsizes A, = % with 29 > 0 and v € (0.5, 1); weight matrices R and C. Randomly initial optimization variables
xip € R", yio € R", z;p = e; € R™, where e; has the i-th element equal to one and all other elements equal to zero.

2: fort=1,---,T—1do

3: Using all available data up to time ¢, i.e., & for k € [0, ] and the current decision variable x;,, agent i computes the gradient
Vfi,t(xi,x) = ﬁ 22:0 Vl(xz:,ts &ik)- )

4:  After Pushing y;, + {;, to neighbors j, j € Ngﬁ.t and pulling y;, + {;, from neighbors j, j € N¢,, agent i updates its tacking variable
as follows:

500 Yig1 = (1 + Gy + Zje/vg Cij(yjs + Ljn) + 4V fi(xi) with Cy = — ZjeNgf)‘ Ciji.

6:  After Pushing x;, + y;, to neighbors j, j € Ngi’i‘ and pulling x;; + x j, from neighbors j, j € N[ie‘?,., agent i updates its decision variable
and estimate as follows:

7o Xiger = (L+ Ri)Xig + X jepin Rij(Xjs + X)) =

8: Zigsl = Zig + ), JEN, Rij(zju = zio)-

9: end for

Yit+l Vi
mlzigli ?

where [z;,]; denotes the i-th element of z;, and R;; satisfies R;; = — ), jenn R;j.

tributed smart grid (Lou et al.| |2017a)), image classification in distributed deep learning (Guo et al.,|2021), among others. As examples, the
following two applications are briefly introduced to illustrate their practicability.

5.1 Logistic regression

Logistic regression is a statistical method for analyzing a dataset in which one or more independent variables determine output results.
Although originally designed for binary classification tasks, logistic regression can be effectively extended to multi-class classification tasks
through strategies, such as One-vs-All or One-vs-One. [»-logistic regression (ridge regression) is a variation of logistic regression that
includes a regularization term. Here, we apply a />-logistic regression model to execute classification tasks on the “Mushrooms” dataset and
the “Covtype” dataset, respectively. The loss function is given by

N,
1 - ri
0,8) = - > (1= biyal,x ~ log(s((ai,) x)) + 5 P, (10)
! p=1

where N; is the number of samples, s(a) is the sigmoid function defined as s(a) = # & = (aiy, biy) € D, represents the data point acquired
by agent i, and r; > 0 is a regularization parameter proportional to N;.

Binary classification on the “Mushrooms” dataset

Binary classification on the “Mushrooms” dataset is a classic task in machine learning, aiming to differentiate between edible and poisonous
mushrooms based on various features, such as cap shape, cap color, gill size, and habitat. Using Algorithm [5] with sequentially arriving
data, [Chen and Wang| (2023a)) trained an ,-logistic regression model (I0) that achieved high classification accuracy even under the LDP
constraints, as evidenced by low training/test losses. This result demonstrates Algorithm 3]s capability to ensure a good performance while
preserving privacy. Similarly, a comparable experiment was conducted in[Chen and Wang| (2023b) to evaluate Algorithm|[6] which yielded
comparable results in terms of low training and test losses.

Multi-class classification on the “Covtype” dataset

The ”Covtype” dataset, also known as the Forest Cover Type dataset, is a widely used dataset in machine learning that aims to predict
the forest cover type for 30 x 30 meter cells, based on cartographic variables. This dataset includes seven different forest cover types and
is characterized by 54 features, including soil type, elevation, hillshade, and distance to water features, among others. It represents an
example of a multi-class classification task where the goal is to classify each cell into one of the seven forest cover types. For this multi-
class classification task, /Chen and Wang|(2023a) and |Chen and Wang| (2023b) have conducted experiment validation for AlgorithmE] and
Algorithm 6] respectively.

5.2 Convolutional neural network training

Convolutional Neural Networks (CNNs) stand at the forefront of image classification due to their proficiency in directly processing and
learning from image data. However, as the depth of CNN increases, traditional CNNs usually suffer from the vanishing gradient problem.
To solve this issue, ResNet-18 has emerged as an evolutionary development in standard CNN architectures, aiming to mitigate the vanishing
gradient problem in deep learning. In the distributed training of a ResNet-18 architecture, distributed optimization algorithms play a pivotal
role in updating the network’s weights to minimize the loss function. Here, we introduce the distributed training of a ResNet-18 architecture
for image classification tasks on the “MNIST” dataset and the “CIFAR-10" dataset, respectively, utilizing categorical cross-entropy loss as
the loss function.
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Image classification on the “MNIST” dataset

The “MNIST” dataset is a cornerstone in the field of machine learning and computer vision, consisting of 70,000 handwritten digits (0
through 9). It is typically divided into 60,000 training images and 10,000 test images, each a 28x28 pixel grayscale image. The goal
of this classification task is to accurately recognize and classify the handwritten digits into one of the ten possible classes (0 through 9).
Given this image classification task, Wang and Nedid| (2024) evaluated the performances of Algorithms[[]and 2} respectively, even under
DP constraints. Moreover, to compare the strength of enabled privacy protection, [Wang and Nedic|(2024) also conducted tests by using the
DLG attack model proposed inZhu et al.[(2019). The training/testing accuracies under different levels of DP-noise and the DLG attacker’s
inference errors are summarized in Table[5] which shows a trade-off between privacy and accuracy under a fixed iteration number 20, 000.

Image classification on the “CIFAR-10" dataset

The “CIFAR-10” dataset, one of the most widely used datasets in machine learning, presents a greater challenge for training compared to
the "MNIST” dataset. It consists of 60,000 color images across 10 different classes. The classes represent airplanes, cars, birds, cats, deer,
dogs, frogs, horses, ships, and trucks, making it a diverse collection for image classification. The dataset is typically divided into 50,000
training images and 10,000 test images. The goal of image classification on the “CIFAR-10" dataset is to accurately predict an image’s
category from these ten classes. In light of this image classification task,|Chen and Wang|(2023a)) and|Chen and Wang|(2023b)) evaluated the
performances of Algorithms[3]and[6] respectively, under LDP constraints. Furthermore, a comparison of Algorithm [6]with the Algorithm[3]
and other state-of-the-art DP algorithms is summarized in Figure[T} providing insights into their relative effectiveness.

6 Future Discussion

This section aims at pointing out possible future research directions in the area of privacy preservation in distributed optimization/learning.

Performance Improvement 1t can be clearly seen that encryption methods, such as homomorphic encryption and secure multi-party compu-
tation protocols, incur significant computational and communication costs. Efforts aimed at reducing these costs could substantially reduce
the running time of encryption-based distributed algorithms and expand their applications in large-scale distributed learning. In addition,
although there have been results that address the accuracy-privacy dilemma in differential privacy distributed optimization/learning, many
of these results sacrifice convergence speed for accuracy and privacy. Minimizing this compromise in convergence speed remains a critical
area for future development.

Inequality constraints Addressing coupled inequality constraint has long been an intriguing topic in distributed optimization and learning
applications, such as resource allocation in distributed smart grids and robot secure control in distributed wireless networks. However, the
study of such problems with privacy-preserving constraints is largely missing.

Nonconvex objective functions Most of the current privacy-preserving results focus on the convex/strongly convex case in distributed
optimization and learning. An exception is the recent work (He et al.l [2024), which constructs a Chebyshev polynomial approximation
to ensure optimality and leverages the randomness in the blockwise insertions of perturbed vector states for privacy protection. However,
in each round of communication among agents, only a portion of the private information is masked, potentially leaving the rest exposed.
Hence, the task of privacy-preserving nonconvex distributed optimization/learning worths more research efforts.

Nonsmooth objective functions In general, the objective function f; in distributed optimization/learning can be smooth or nonsmooth, par-
ticularly in realistic applications involving low-rank, monotonicity, sparsity, and so forth. However, most of the existing privacy-preserving
works have focused on distributed optimization/learning with smooth objective functions. Although some works (Gauthier et al.| 2020} Liu
et al.} 2024) have incorporated DP framework into distributed nonsmooth optimization/learning, the accuracy-privacy dilemma still remains
unresolved. Therefore, this area of research is still ripe for exploration.

Distributed bilevel optimization Bilevel optimization recently has attracted increasing attention due to its great success in solving important
machine learning tasks, such as meta learning, reinforcement learning, and hyperparameter optimization. In this respect, a few works have
studied privacy-preserving methods for centralized bilevel optimization (Zhang et al., [2023). However, there remains a significant gap in
research regarding privacy-preserving distributed bilevel optimization and learning.

7 Conclusion

This paper has presented a comprehensive survey on privacy-preserving methods for distributed optimization and learning. Specifically,
we have reviewed cryptographic methods, differential privacy frameworks, and other approaches that have been used and discussed their
advantages and challenges in providing privacy. Furthermore, we have introduced some differential privacy algorithms that can ensure
both privacy and optimization accuracy. A comparison of various works has been conducted, and algorithm implementation in real-world
machine learning problems has also been undertaken. Finally, we have presented some directions there are worth exploring. It is our hope
that this work will serve as a valuable reference for researchers and practitioners in this specific domain.
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Table 5 Training/Test accuracies and DLG attacker’s inference errors under differential levels of DP-noise in the image classification
experiment by using “MNIST” dataset (from Table 1 in|Wang and Nedic¢| (2024))

Algorithm A/gorithm@
Noise Level? %x0.5 x1 x2 x0.5 x1 x2
Training Accuracy 0.951 0.925 0.859 0.924 0.921 0.910
Test Accuracy 0.951 0.929 0.861 0.926 0.922 0.913
Final DLG Error 310.2 350.3 4125 301.1 336.7 389.7

aConsidering the Laplace noise Lap(l + 0.01/°3) as the base level for AIgorithmand Algorithm respectively.
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Fig. 1 Comparison of Algorithm [6] with existing DP solutions for distributed learning and optimization, including the DiaDSP algorithm
in|Ding et al.| (2021), the Algorithm from Wang and Nedic¢ (2024), the DP distributed optimization algorithm in |Huang et al.| (2015),
the distributed online optimization algorithm in Xiong et al/ (2020), and Algorithm [§] from [Chen and Wang] (2023a). To ensure a fair
comparison, the privacy budget for these algorithms is set as the maximum ¢; across all agents used in Algorithm[6] which corresponds
to the weakest level of privacy protection among all agents. Moreover, the conventional Push-Pull gradient-tracking algorithm in|Pu et
al (2020) was also evaluated under the same DP noises as those used in Algorithm [6]
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