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Abstract
Relying on large language models (LLMs), em-
bodied robots could perform complex multi-
modal robot manipulation tasks from visual obser-
vations with powerful generalization ability. How-
ever, most visual behavior-cloning agents suffer
from manipulation performance degradation and
skill knowledge forgetting when adapting into a
series of challenging unseen tasks. We here inves-
tigate the above challenge with NBCagent in em-
bodied robots, a pioneering language-conditioned
Never-ending Behavior-Cloning agent, which can
continually learn observation knowledge of novel
robot manipulation skills from skill-specific and
skill-shared attributes. Specifically, we establish a
skill-specific evolving planner to perform knowl-
edge decoupling, which can continually embed
novel skill-specific knowledge in our NBCagent
agent from latent and low-rank space. Meanwhile,
we propose a skill-shared semantics rendering
module and a skill-shared representation distilla-
tion module to effectively transfer anti-forgetting
skill-shared knowledge, further tackling catas-
trophic forgetting on old skills from semantics
and representation aspects. Finally, we design
a continual embodied robot manipulation bench-
mark, and several expensive experiments demon-
strate the significant performance of our method.
Visual results, code, and dataset are provided at:
https://neragent.github.io.

1. Introduction
Embodied robot learning (ERL) has attracted growing in-
terests in merging machine learning with robot control sys-
tem to solve various manipulation tasks. With the success
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Figure 1. Illustration comparison between ERL and our NBCagent,
where ERL performs novel task generalization over a fixed dataset,
and our NBCagent can continually learn novel skill knowledge
without catastrophic forgetting.

of large language models, language-conditioned embod-
ied robot can understand language instructions of users to
achieve complex robot tasks and hold significant prospects
for applications in industry, healthcare and home robot
(Jiang et al., 2022; Brohan et al., 2022). Current language-
conditioned behavior-cloning methods focus on address
multi-modal data to efficiently execute complex manipula-
tion tasks with visual observations. For instance, PerAct
(Shridhar et al., 2023) utilizes a PerceiverIO Transformer
(Jaegle et al., 2021) to encode language goals and RGB-
D voxel observations, subsequently generating discretized
robotic actions. As shown in Fig. 1, they could leverage
robust scene understanding capabilities of large language
models, and perform task generalization to achieve various
novel manipulation tasks.

However, the task generalization performance of most ex-
isting methods (e.g., PerAct (Shridhar et al., 2023)) is con-
strained when undertaking never-ending manipulation tasks
and handling novel objects with intricate structures. Similar
to the way humans acquire skills, this motivates us to enable
robots to learn novel challenging manipulation skills in a
continual learning manner. For instance, a home robot in
the open-ended world is expected to consecutively learn
various novel manipulation skills to meet the evolving needs
of their owners. A trivial approach for this scenario involves
enabling the robot to relearn these complex skills via visual
observations, while avoiding forgetting previously acquired
skills. However, the majority of existing methods assume
training on a fixed dataset and only achieve this via stor-
ing old data and retraining model on all data, which leads
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to a large computational burden and high cost of memory
storage, thereby being limited in real world.

To address the aforementioned scenarios, we consider a
practical challenging embodied robot learning problem, i.e.,
Never-ending Embodied Robot Learning (NERL), where
embodied agent can perform continual learning on succes-
sive behavior-cloning manipulation skills and efficiently
counteract catastrophic forgetting from old skills. Contin-
ual learning (Rebuffi et al., 2017; Yang et al., 2022; Sun
et al., 2023) aims to continuously acquire knowledge from a
successive data stream and has achieved remarkable perfor-
mance in several computer vision tasks, such as image clas-
sification, object detection, image generation and so on. A
naive solution for the NERL problem is to directly integrate
continual learning and embodied robot learning together.
However, different from learning category-wise knowledge
focused by most existing methods, some attributes about
skill-wise knowledge should be considered:

• Skill-Specific Attribute originates from distinct manipula-
tion sequences, object recognition, and scene understanding
inherent in each unique skill. However, current continual
learning methods neglect this attribute, which constrains
their ability to continually learning novel skills.

• Skill-Shared Attribute indicates that different skills pos-
sess shared knowledge. For instance, similar object recogni-
tion and scene understanding exist between different skills
such as stacking bottles and opening bottle caps. Transfer-
ring skill-shared knowledge plays a key role in addressing
skill-wise knowledge forgetting.

To tackle the above-mentioned challenges, we propose a
pioneering language-conditioned Never-ending Behavior-
Cloning agent (i.e., NBCagent), which continually acquire
skill-wise knowledge from skill-specific and skill-shared
attributes with visual observations. To the best of our knowl-
edge, this is an earlier attempt to explore never-ending
embodied robot learning for multi-modal behavior-cloning
robotic manipulation. To be specific, we propose a skill-
specific evolving planner (SEP) to decouple the skill-wise
knowledge in the latent and low-rank space, and focus on
skill-specific knowledge learning. Additionally, we design a
skill-shared semantics rendering module (SSR) and a skill-
shared representation distillation module (SRD) to transfer
skill-shared knowledge from semantics and representation
aspects, respectively. Supervised by Neural Radiance Fields
(NeRFs) and a vision foundation model, the SSR can com-
plete skill-shared semantics in 3D voxel space across novel
and old skills. Furthermore, the SRD can effectively distill
knowledge between old and current models to align skill-
shared representation. Several major contributions of our
work are as follows:

• We take the earlier attempt to explore a novel real-

world challenging problem called Never-ending Embodied
Robot Learning (NERL), where we propose Never-ending
Behavior-Cloning agent (i.e., NBCagent) to address the
core challenges of skill-wise knowledge learning from skill-
specific and skill-shared attributes.

• We design a skill-specific evolving planner to decouple the
skill-wise knowledge and continually embed skill-specific
novel knowledge in our NBCagent. Moreover, a skill-shared
semantic rendering module and a skill-shared representa-
tion distillation module is developed to learn skill-shared
knowledge from semantics and representation aspects, re-
spectively, and further overcome catastrophic forgetting.

• We present a continual embodied robot manipulation
benchmark for home robotic manipulation, which consists
of two manipulation scenes, kitchen and living room. Quali-
tative experiments demonstrate the effectiveness and robust-
ness of our proposed NBCagent.

2. Related Work
Robotic Manipulation. Recent works (Brohan et al., 2023;
Chowdhery et al., 2023; Huang et al., 2022; Shah et al.,
2023; Driess et al., 2023; Brohan et al., 2022; Zitkovich
et al., 2023) have resulted in substantial advancements in
the accomplishment of intricate tasks. VIMA (Jiang et al.,
2022) proposes a novel multi-modal prompting scheme,
which transforms a wide range of robotic manipulation tasks
into a sequence modeling problem. Compared with directly
using images as the manipulation input (Goyal et al., 2022;
Shridhar et al., 2022), voxelizing 3D point clouds as a 3D
representation (Shridhar et al., 2023; Ze et al., 2023; Goyal
et al., 2023; James et al., 2022) can accomplish more com-
plex tasks. PerAct (Shridhar et al., 2023) enables agent to
perform better in robotic manipulation by voxelizing RGB-
D images and discretizing output actions.

Continual Learning. Continual learning provides the foun-
dation for the adaptive development of AI systems (Wang
et al., 2023). The main approaches of continual learn-
ing can be categorized into three directions: Parameter
regularization-based methods (Rebuffi et al., 2017; Li &
Hoiem, 2017; Derakhshani et al., 2021; Douillard et al.,
2020; Dong et al., 2023) balance the old and new tasks by
adding more explicit regularization terms. Architecture-
based methods (Jung et al., 2020; Wu et al., 2021; Wang
et al., 2022; Toldo & Ozay, 2022) construct network param-
eters for different tasks. Replay-based methods include
empirical replays (Bang et al., 2021; Rebuffi et al., 2017;
Sun et al., 2022; Tiwari et al., 2022) and generative replays
(Li et al., 2022; Xiang et al., 2019).

Some works focus on the improvement of robots by con-
tinual learning (Ayub & Wagner, 2023; Gao et al., 2021;
Hafez & Wermter, 2023; Ayub & Fendley, 2022; Ayub
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Figure 2. Overview of the proposed NBCagent, where the perceiver model can continually learn novel manipulation skills. A skill-specific
evolving planner is designed to learn skill-specific knowledge from latent and low-rank space. Meanwhile, we develop a skill-shared
semantics rendering module and skill-shared representation distillation loss Lsrd to transfer skill-shared knowledge from semantics and
representation aspects.

et al., 2023). LOTUS (Wan et al., 2023) stores a few hu-
man demos of novel tasks into the growing skill library,
enabling lifelong learning ability for robots. However, these
methods cannot be applied to perform language-conditioned
behaviour-cloning manipulation as they are incapable of
handling multi-modal skill data. Furthermore, they neglect
two inherent attributes in learning skill-wise knowledge, and
suffer catastrophic forgetting on old skills.

3. Methodology
3.1. Problem Definition and Overview

Problem Definition. Following traditional continual learn-
ing methods (Rebuffi et al., 2017; Douillard et al., 2020), we
define a multi-modal skill data stream as T = {T m}Mm=1,
where M denotes the number of incremental tasks. Each
incremental task consists of various robotic manipulation
skills, resulting in a total of Nm manipulation skills. The
m-th incremental task T m = {Dm

i }N
d

i=1 consists of Nd

skill demonstrations. Specifically, each skill demonstra-
tion can be extracted to a set of keyframe actions, i.e.,
Dm

i = {km,i
j }N

k

j=1,k
m,i
j = {am,i

j , rm,i
j , lm,i}, where Nk

is the total keyframe action quantity. Given the current
state in action space a, the structured observation r and
language instruction l, the agent is expected to predict the
next best keyframe action, which can be served as an action
classification task (James et al., 2022). Additionally, the
structured observation r is composed of the RGB-D images
captured by a single front camera. An action state a can be
divided into a discretized translation atran ∈ R3, rotation
arot ∈ R(360/5)×3, gripper open state agrip ∈ {0, 1}, and

collision avoidance acol ∈ {0, 1}. Here the rotation pa-
rameter arot entails the discretization of each rotation axis
into a set of R = 5 bins. The collision avoidance parameter
acol provides guidance to the agent regarding the imperative
need to avoid collisions.

Overview. The overview of our NBCagent to learn skill-
wise knowledge is shown in Fig. 2. When observing a novel
incremental task T m, we initialize the perceiver model Θm

p

for the current task utilizing the model Θm−1
p obtained from

the last task and store Θm−1
p as a teacher model to per-

form our SRD module (we refer to PerceiverIO (Jaegle
et al., 2021) as perceiver model for brevity). Following
ER (Chaudhry et al., 2019), we build a memory buff M
to replay only few samples form the previous tasks. In
the m-th task, our NBCagent aims to execute all learned
multi-modal robotic manipulation skills, achieved through
iteratively optimizing the model on T m and M. Specif-
ically, as shown in Fig. 2, given a RGB-D and language
input, Θm

p first encode RGB-D input to obtain a deep 3D
voxel utilizing a scaled-down voxel encoder Emv . Then, we
design a SSR module to transfer and complete skill-shared
semantics across novel and old skills, which can effectively
address catastrophic forgetting on old skills. After that, the
patched voxel and language embeddings are sent to cross-
attention blocks and self-attention blocks to perform feature
extraction and semantics fusion, where we propose SEP
to learn skill-specific knowledge from latent and low-rank
space. Finally, we utilize a Q-function head to predict the
state of the next keyframe in voxel space, where we develop
a SRD lossLsrd to tackle catastrophic forgetting by aligning
skill-shared representation.
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3.2. Skill-Specific Evolving Planner

Aiming at learning category-wise knowledge, existing con-
tinual learning methods (Rebuffi et al., 2017; Douillard
et al., 2020) assume that the knowledge acquired from novel
tasks and that from previous tasks are mutually independent.
Differently, for learning skill-wise knowledge, we consider
decoupling the knowledge to the skill-shared knowledge and
skill-specific knowledge. For instance, an embodied agent
aims to stack the wine bottle after learning to open the wine
bottle. It does not require relearning the skill-shared knowl-
edge of scene understanding and object recognition; instead,
the agent is expected to focus on acquiring the skill-specific
knowledge related to the operation sequence of stacking and
reducing forgetting on skill-shared knowledge. Considering
this motivation, we design a skill-specific evolving planner
(SEP) to perform knowledge decoupling, enabling effec-
tively continual learning of novel skills. Specifically, we
first develop an adaptive language semantic bank to retrieve
the skill-specific language semantic information. In light
of this information, SEP can encode the multi-modal input
from skill-wise latent and low-rank space, and learn the
novel knowledge through a skill-specific network.

First of all, when observing a novel skill, we utilize a lan-
guage encoder Ec from CLIP (Radford et al., 2021) to
encode the language instruction. This can obtain a skill-
specific language semantic information ls ∈ RDc

, and text
token information lx ∈ RNc×Dx

, i.e., ls, lx = Ec(l), where
Ds and Dx represent the dimension of ls and lx, and N c

denotes the token length. Then, we compensate semantic in-
formation for our adaptive language semantic bank B during
training via an exponential moving average strategy:

B[I, :] = (1− Cmax)B[I, :] + Cmaxls, (1)

where B ∈ RNb×Dc

is initialized by N b zero vectors. C ∈
RNb

is the cosine similarity matrix between the sentence
information ls and each vector in B. if Cmax > δ, we set
I = argmax(C); otherwise, we set I = nonzero(B) + 1
and Cmax = 1, where δ is a fixed threshold, and nonzero(·)
is a operation employed to calculate the number of nonzero
vectors in B. To this end, we can obtain the skill-wise code
I for the mini-batch training data, which plays a key role in
performing skill-specific network training in the following.

Furthermore, different from existing multi-modal ERL meth-
ods (Shridhar et al., 2023; Ze et al., 2023) that only en-
code multi-modal input from a skill-shared latent space, our
NBCagent considers to develop a dynamic skill-specific la-
tent space S ∈ RNs×N l×Ds

, where Ns denotes the number
of learned skills, and N l represents the learnable latent vec-
tor quantity. NBCagent encodes these latent vectors with
the multi-modal input utilizing a cross-attention layer to ob-
tain the final feature. Specifically, following (Shridhar et al.,
2023), we first to apply a scaled-down 3D convolution en-

Algorithm 1 Pipeline of Our ESP.
Require: Initialized adaptive language semantic bank B

with N b zero vectors; Initialized dynamic skill-specific
latent space S = ∅; Initialized low-rank space W = ∅;
The hyper-parameter δ;

Input: language embedding ls;
Output: S[I, :],W[I, :];

1: Compute cosine similarity matrix C between B and ls;
2: if Cmax > δ then
3: I ←− argmax(C);
4: Update B by Eq. (1);
5: Return: S[I, :],W[I, :];
6: else
7: I ←− nonzero(B + 1);
8: Expand B by Eq. (1);
9: Randomly initialize S[I, :],W[I, :];

10: Return: S[I, :],W[I, :];
11: end if

coder to patch and encode a voxel observation v to obtain v̂,
where v is obtained by voxelization process from r. Then,
we concatenate the encoded proprioception of agent in cur-
rent state a and voxel observation v̂ to obtain p ∈ RNp×D.
In light of this, we employ a cross-attention layer to perform
semantics interaction and obtain the cross-attention feature
Fc ∈ R(Np+Nc)×D:

Fc = ρ(
Cat(p, cx)Wq(S[I, :]Wk)

⊤
√
d

)(S[I, :]Wv), (2)

where Wq,Wk,Wv ∈ RD×D are linear projection layers,
and Cat(·) denotes the concatenation operation. ρ indices
the softmax function and d is a scaling factor. Then, we ap-
ply two additional linear projection layers Wo to handle the
cross-attention feature Fc. Similarly, we apply a series of
self-attention blocks and a cross-attention decoder to further
extract feature. In light of this, NBCagent can continually
encode the novel multi-modal input from a skill-specific
latent space, which is beneficial to learn some skill-specific
knowledge from latent space.

Considering the limitation in representing skill-specific
knowledge from latent space, we further explore to learn
skill-specific knowledge from low-rank space. Specifically,
we introduce a low-rank adaptation layer (LoRA) (Hu et al.,
2021) that can learn skill-specific knowledge in an efficient
manner. For Wq,Wk,Wv,Wo in each attention block,
we design a set of skill-specific LoRA layers to perform
skill-specific forward and obtain the final output feature Fx

as follows:

Fx = XW +XWr[I, :] = XW +XWa[I, :]Wb[I, :],
(3)

where W ∈ RD×D represents one of Wq,Wk,Wv,Wo

and X ∈ R(Nv+Np)×D denotes the input feature for these
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Algorithm 2 Optimization Pipeline of Our NBCagent.
Require: Robotics incremental tasks {T m}Mm=1 with

datasets T m = {Dm}Nd

i=1; Initialized perceiver model:
Θ0

p; Initialized NeRF model: Θ0
n; Pre-trained diffusion

model: Θu; Pre-trained CLIP language encoder: Ec; Ini-
tialized memory buff:M = ∅; Iterations: {Im}Mm=1.

1: #While observing a new task T m:
2: for z = 1, 2, · · · , Im do
3: Randomly select keyframe km

j from {Dm
i }N

d

i=1 ∪M;
4: Obtain vm, vm−1, ls, lx utilizing Emv , Em−1

v and Ec;
5: Compute Lssr by SSR (vm, vm−1, lx,Θu) using

Eq. (4) and Eq. (12);
6: S[I, :],W[I, :]←− ESP (ls);
7: Compute Lce,Lsrd utilizing S[I, :], W[I, :],

Θm
p ,Θm−1

p ;
8: Update Θm

p by Eq. (15);
9: end for

10: Store few samples from {Dm
i }N

d

i=1 inM;
11: Return: Θm

p ,M.

projection layers. Wr[I, :] = Wa[I, :]Wb[I, :] is a low-
rank decomposition, where Wa ∈ RN l×D×Nr

is initial-
ized in a random Gaussian manner, Wb ∈ RN l×Nr×D is
initialized by zero and Nr is a hyper-parameter controlling
the size of LoRA layers. On the one hand, obviously, W is
shared among all skills and expected to learn skill-shared
knowledge. On the other hand, each Wr is executed to learn
different novel skills and perform skill-specific forward, re-
sulting in continually embedding skill-specific knowledge
to our NBCagent. Specifically, we summary the process of
our SEP in Algorithm 1.

3.3. Skill-Shared Semantics Rendering Module

For language-conditional behaviour-cloning manipulation,
a comprehensive semantics understanding of the 3D scene
(Driess et al., 2022) plays a key role in enabling agent to per-
form complicated manipulation skills. Especially in NERL
problem, there exist skill-shared semantics across various
skills, such as 3D object and scene semantics. The exis-
tence of forgetting on semantic space makes these seman-
tics incomplete, further resulting in catastrophic forgetting
on old skills. Considering this motivation, we develop a
skill-shared semantics rendering module (SSR) to transfer
skill-shared semantic information of 3D voxel space, where
a NeRF model and vision foundation model provide seman-
tics supervision to effectively enrich the 3D voxel semantics.
Drawing inspiration from 3D visual representation learning
methods (Shim et al., 2023; Ze et al., 2023), we leverage a
latent-conditioned NeRF architecture (Yu et al., 2021) not
only to synthesizes RGB color c of a novel image views like
traditional NeRF (Mildenhall et al., 2021), but also to render

the semantic feature s from 3D voxel space as follows:

FΘm
n
(x,d,vs) = (σ, c, s), (4)

where FΘm
n

denotes the neural rendering function of NeRF
model Θm

n . The 3D voxel feature vs is obtained by a grid
sample method based on trilinear interpolation from the
3D voxel observation v. x, σ is the 3D input point and
differential density, and d represents unit viewing direction.
The camera ray r can be obtained by: r = o+ td, where o
indicates the camera origin. By adding field-wise branches,
Θm

n performs the same neural rendering function FΘm
n

to
estimate RGB color c and semantic feature s. Thus, the
same accumulated transmittance T (t) is shared to predict
the two different fields and is defined as follows:

T (t) = exp(−
∫ t

tn

σ(s)ds). (5)

In light of this, a RGB image C and 2D semantic map S
can be rendered as :

C(r,vs) =

∫ tf

tn

T (t)σ(r,vs)c(r,d,vs)dt, (6)

S(r,vs) =

∫ tf

tn

T (t)σ(r,vs)s(r,d,vs)dt. (7)

To distill skill-shared knowledge, we initialize a NeRF
model acquired from the last task and denote it as Θm−1

n .
Then, we feed the same input to obtain the pseudo ground
truth Ĉ by Eq. 6. We design a loss function to supervise the
reconstruction process as follows:

Lc =
∑
r∈R
∥C(r,vs)−Yc(r)∥22

+ β
∑
r∈R
∥C(r,vs)− Ĉ(r,vs)∥22 · Ivs /∈T m , (8)

where Yc indicates the ground truth color and R is the
set of all camera rays. α is the hyper-parameter to control
the weight of loss function. Ivs /∈T m is defined such that
Ivs /∈T m = 1 when the condition vs /∈ T m is satisfied, and
Ivs /∈T m = 0 otherwise.

Considering the insufficiency in capturing skill-shared se-
mantics by reconstructing novel views, we introduce a pre-
trained visual foundation model that contains robust scene
semantics to provide supervision. Relying on being pre-
trained on large-scale vision-language dataset, Stable Dif-
fusion model (Rombach et al., 2022) can possess robust
intrinsic representational capabilities and are consequently
utilized for semantic representation in segmentation and
classification tasks (Xu et al., 2023; Li et al., 2023). In light
of this, we employ a text-to-image Stable Diffusion model
Θu to extract vision-language semantic feature for supervis-
ing. Specifically, given a input view, i.e., Yc, we perform
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Figure 3. Visualization of prediction results on various manipulation skills between Ours, Ours-w/oSRD and Ours-w/oSEP&SRD.

a one-step noise adding process to obtain a a noisy image
Yc,t. Then we utilize our diffusion model Θu to collect
vision-language semantic feature as the ground truth Ŝ:

Yc,t(r) :=
√
αtEv(Yc(r)) +

√
1− αtϵ, (9)

Ŝ(r, lp) = Θu(Yc,t(r), Ec(lp)), (10)

where Ev is a VAE encoder to encode image Yc from pixel
space to latent semantic space. t represents the diffusion
process step, ϵ ∼ N (0, 1) and αt is designed to control the
noise schedule. lp denotes the language prompt modified
from task description l. To this end, we align the rendered
semantic feature S and diffusion feature Ŝ to perform se-
mantics transfer as follows:

Ls =
∑
r∈R
∥S(r,vs)− Ŝ(r, lp)∥22. (11)

In summary, the major objective of our SSR module to
complete skill-shared semantics can be expressed as:

Lsrr = Lc + λ1Ls, (12)

where λ1 is the hyper-parameter.

3.4. Skill-Shared Representation Distillation Module

To address catastrophic forgetting on old skills, we
develop a skill-shared representation distillation mod-
ule (SRD) to align skill-shared representation, as pre-
sented in Fig. 2. Specifically, given a multi-modal
keyframe input km

j = {amj , rmj , lm} from a mini batch,

we can obtain a keyframe prediction Pm(km
j ,Θm

p ) =
{Pm

j,tran,P
m
j,rot,P

m
j,grip,P

m
j,col}. To supervise our NER-

agent to learn skill-wise knowledge, we follow (Shridhar
et al., 2023) to introduce a cross-entropy loss for optimizing
as follows:

Lce = −
1

B

B∑
j=1

Ym
j log(Pm(km

j ,Θm
p )), (13)

where B represents the batch size, and Ym
j =

{Ym
j,tran,Y

m
j,rot,Y

m
j,grip,Y

m
j,col} is the ground truth for

predicting the next keyframe. In light of this, NBCagent
can continually learn skill-wise knowledge from current
dataset T m and memory buffM. However, due to the lim-
ited amount of data available from old skills in memory
buffM, the data imbalance occurs between novel and old
skills, further resulting in overfitting to learn novel skill-
wise knowledge and forgetting skill-shared knowledge on
old skills.

To address the aforementioned problems, we take an at-
tempt to employ knowledge distillation in NERL prob-
lem. Specifically, we initialize a teacher model with
the perceiver model Θm−1

p from the last task to ex-
tract the soft label: Ŷm

j = Pm(km
j ,Θm−1

p ), Ŷm
j =

{Ŷm
j,tran, Ŷ

m
j,rot, Ŷ

m
j,grip, Ŷ

m
j,col} and apply the Kullback-

Leibler divergence to align the outputs of two agents as
follows:

Lsrd =
1

B̂

B∑
j=1

ρ(Ŷm
j /τ)log(

ρ(Ŷm
j /τ)

ρ(Pm(km
j ,Θm

p )/τ)
) · Ikm

j /∈T m ,

(14)
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Table 1. Comparisons of success rate (%) on Kitchen and Living Room. Red and Blue represents the highest results and runner-up.

Comparison Methods 5-5 (2 steps) 5-1 (6 steps) 6-3 (3 steps) 6-2 (4 steps)
1-5 6-10 All Avg. For. 1-5 6-10 All Avg. For. 1-6 7-12 All Avg. For. 1-6 7-12 All Avg. For.

PerAct 58.9 30.1 44.5 − − 58.9 30.1 44.5 − − 34.7 27.3 31.0 − − 34.7 27.3 31.0 − −
GNFactor 56.3 32.3 44.3 − − 56.3 32.3 44.3 − − 48.0 32.0 40.0 − − 48.0 32.0 40.0 − −

Fine-Tuning 15.7 26.4 21.1 38.9 41.1 3.2 20.0 9.6 13.8 39.1 4.4 29.8 17.1 29.0 44.1 6.2 19.1 12.7 24.2 43.9
ER 56.0 25.6 40.8 50.0 3.2 53.6 29.6 41.6 49.7 9.8 43.8 31.1 37.4 42.2 7.7 40.7 30.2 35.4 38.1 17.6

Ours-w/oSEP&SRD 56.0 26.7 41.3 49.1 0.8 56.8 30.4 43.6 50.2 7.1 42.0 33.1 37.6 45.3 12.6 38.4 35.6 37.0 40.9 16.5
Ours-w/oSRD 41.1 38.1 39.6 49.8 18.9 48.0 41.6 44.8 53.9 14.7 41.1 34.4 37.8 45.9 15.6 40.4 39.1 39.8 43.3 19.1

Ours 53.6 36.3 44.9 52.5 6.4 54.4 37.6 46.0 55.2 8.9 44.9 42.2 43.6 47.6 7.7 45.8 35.3 40.6 43.5 10.9

机器人学国家重点实验室 3

Language: Press the red button with the green base

Input View RGB GT RGB RD Semantics GT Semantics RD

Language: Slide the bottom drawer open

Language : Sweep the dirt up into the short dustpan

Figure 4. Visualization of rendering results in our SSR module.
RGB GT denotes the color ground truth, and Semantics GT rep-
resents the semantics ground truth extracted by Stable Diffusion
model. RGB RD and Semantics RD are the rendering novel view
and semantic feature.

where B̂ =
∑B

j=1 Ikm
j /∈T m , and τ is a temperature hyper-

parameter.

In conclusion, to perform skill-specific knowledge learning,
we first develop SEP to accumulate skill-specific knowledge
on latent and low-rank space, thereby effectively learning
novel skills. Furthermore, SSR and SRD modules are de-
signed to transfer skill-shared knowledge from semantics
and representation aspects, resulting in efficiently tackling
old skill forgetting. The optimization of our NBCagent can
be simplified as:

Ltotal = Lce + Lsrr + λ2Lsrd. (15)

4. Experiments
4.1. Implementation Details

Dataset. Following PerAct, we conduct our experiments on
RLBench (James et al., 2020) and simulate in CoppelaSim
(Rohmer et al., 2013). To simulate the working scenar-
ios of NERL, we design two NERL benchmark datasets,
called Kitchen and Living Room. Specifically, Kitchen

is constructed by gathering 10 manipulation skills perti-
nent to kitchen environments, and Living Room consists
of 12 manipulation skills associated with living room sce-
narios. Each manipulation skill includes a training set of 20
episodes and a test set of 25 episodes. Furthermore, these
skills involve various variations encompassing randomly
sampled attributes such as colors, sizes, counts, placements,
and object categories, resulting in a total of 101 distinct vari-
ations. We provide comprehensive details of two benchmark
datasets in Appendix A.

Baselines. We conduct the comprehensive evaluation be-
tween our NBCagent and the following four methods: Per-
Act (Shridhar et al., 2023), GNFactor (Ze et al., 2023),
Fine-Tuning and ER (Chaudhry et al., 2019). PerAct and
GNFactor joint train all manipulation skills within one-stage
training, for two datasets respectively, referred to as the
upperbound. Fine-Tuning achieves continual learning by
fine-tuning all parameters in perceiver model on novel skills.
ER randomly stores old skill data to memory buff and replay
them when detecting novel skills.

Training Details. In NERL, we assume that the agent
undergoes initial learning through a set of manipulation
skills, referred to as base task, while characterizing novel
skills as incremental tasks. On Kitchen dataset, the base
task includes 5 manipulation skills, and each incremental
task consists of 1 manipulation skill (total 6 steps) and 5
manipulation skills (total 2 steps), marked as 5-1 and 5-5.
Likewise, on Living Room dataset, 12 manipulation skills
are divided into two NERL settings: 6-3 (total 3 steps) and
6-2 (total 4 steps). In addition, the LAMB (You et al., 2019)
optimizer is applied for all methods with a initial learning
rate of 5.0 × 10−4 and a batch size of 2. We utilize 100K
training iterations for PerAct and GNFactor, 80K for base
task training, 20K for incremental task training. We store
a fixed 4 episodes of each old skill inM for ER and Ours.
Additional training details are available in Appendix B.

Evaluation Metric. Following ERL methods (Ze et al.,
2023; Goyal et al., 2023), we use the success score (%)
Imi as the basic indicator for evaluation, where Imi repre-
sents the success score of i-th manipulation skill at m-th
incremental task. Specifically, we first compute the mean
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Table 2. Comparison results on Kitchen under the setting of 5-1. Red and Blue represents the highest results and runner-up.
Comparison Methods 1 2 3 4 5 6 7 8 9 10 All Imp.

PerAct 96.0 77.3 53.3 30.7 37.3 52.0 2.7 18.7 4.0 73.3 44.5 ⇑ 1.5
GNFactor 92.0 60.0 70.7 12.0 46.7 52.0 5.3 22.7 10.7 70.7 44.3 ⇑ 1.7

Fine-Tuning 17.3 0.0 0.0 0.0 0.0 8.0 0.0 0.0 9.3 64.0 9.7 ⇑ 36.3
ER 90.7 54.7 37.3 54.7 28.0 60.0 5.3 0.0 24.0 62.7 41.6 ⇑ 4.4

Ours-w/oSEP&SRD 86.7 49.3 34.7 65.3 48.0 66.7 9.3 24.0 5.3 46.7 43.6 ⇑ 2.4
Ours-w/oSRD 68.0 65.3 50.7 25.3 33.3 76.0 18.7 24.0 22.7 64.0 44.8 ⇑ 1.2

Ours 92.0 61.3 44.0 34.7 41.3 76.0 17.3 26.7 14.7 52.0 46.0 −

Table 3. Comparison results on Living Room under the setting of 6-3. Red and Blue represents the highest results and runner-up.
Comparison Methods 1 2 3 4 5 6 7 8 9 10 11 12 All Imp.

PerAct 5.3 66.7 0.0 84.0 38.7 13.3 16.0 2.7 41.3 0.0 97.3 6.7 31.0 ⇑ 12.6
GNFactor 2.7 92.0 1.3 84.0 80.0 28.0 8.0 1.3 46.7 32.0 100 0.0 40.0 ⇑ 3.6

Fine-Tuning 8.0 18.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 68.0 100 10.7 17.1 ⇑ 25.6
ER 10.7 58.7 24.0 81.3 76.0 12.0 5.3 4.0 78.7 8.0 89.3 1.3 37.4 ⇑ 6.2

Ours-w/oSEP&SRD 13.3 74.7 28.0 76.0 52.0 8.0 9.3 12.0 53.3 25.3 96.0 2.7 37.6 ⇑ 6.0
Ours-w/oSRD 8.0 78.7 6.7 81.3 60.0 12.0 9.3 20.0 52.0 9.3 90.7 25.3 37.8 ⇑ 5.8

Ours 17.3 74.7 9.3 82.7 62.7 22.7 22.7 9.3 85.3 9.3 98.7 28.0 43.6 −

Table 4. Comparison results in terms of success rate (%) on Living
Room dataset when setting the various size of memory buff M.

Buffer size 6-3 (2 steps) 6-2 (4 steps)
1-6 7-12 All Avg. For. 1-6 7-12 All Avg. For.

|M| = 2 42.0 41.3 41.7 44.9 4.4 32.0 30.7 31.3 37.2 18.8
|M| = 4 44.9 42.2 43.6 47.6 7.7 45.8 35.3 40.6 43.5 10.9
|M| = 6 50.0 36.7 43.3 45.0 2.2 50.0 34.7 42.3 45.4 8.0

success score after the last step for the base task (Base)
IMB , incremental tasks (Novel) IMN and all manipulation
skills (All) IMA . These metrics respectively reflect the ro-
bustness of old skill forgetting , the capacity of novel skill
learning, as well as its overall performance. Additionally,
we introduce a Avg. metric A and For. metric F to mea-
sure average performance and skill-wise forgetting rate over
the whole NERL process, where A = 1

M

∑M
m=1 ImA and

F = 1
Nm

∑Nm

i=1 max
m∈{1,...,M−1}

(Imi − IMi ).

4.2. Comparison Performance

We present comparison results between our NBCagent and
other methods on Kitchen and Living Room datasets in
Tabs. 1, 2 and 3. As shown in Tab. 1, NBCagent significantly
outperforms compared methods by 1.2% ∼ 51.2% in terms
of success score on base task and 5.1% ∼ 17.6% on incre-
mental tasks. This indicates that NBCagent can learn skill-
specific and skill-shared knowledge, thereby effectively ad-
dressing old skill forgetting and novel skill learning. Further-
more, as presented in Tabs. 2 and 3, our model exhibits the
highest mean success rate across all manipulation skills, im-
proving by 1.2% ∼ 36.3% and 3.6% ∼ 25.6% respectively
when compared to other methods. This demonstrates the
effectiveness of our model in addressing the NERL problem.
Additionally, our NBCagent achieves a large improvements

about 2.5% ∼ 41.4% and 0.1% ∼ 36.4% in terms of Avg.
and For. metrics, which suggests the robust and significant
performance of NBCagent over the whole NERL process.
Surprisingly, as shown in Tabs. 2 and 3, our NBCagent per-
forms better than joint training methods, specifically PerAct
and GNFactor, providing additional evidence to support the
efficacy of our model. The comparison results under other
settings can be found in Appendix C.

4.3. Ablation Studies

To evaluate effectiveness of each module in our NBCagent,
we eliminate them one by one and present results in Tabs. 1,
2 and 3. Compared to Ours, the scores of Ours-w/oSRD on
both base task and all tasks are dropped by 3.8% ∼ 12.5%
and 0.8% ∼ 5.8% respectively. This indicates that SRD can
effectively learn skill-shared knowledge to tackle old task
forgetting. In addition, Ours-w/oSRD outperforms Ours-
w/oSEP&SRD on incremental tasks by 1.3% ∼ 11.4%,
which demonstrates that SEP benefits our model in learning
novel skills by performing skill-specific knowledge learning.
Furthermore, to evaluate the effectiveness of SSR module,
we visualize the rendering results in Fig. 4. It suggests
that our SSR module can efficiently complete skill-shared
semantics under the supervision of novel view and diffusion
features, thereby achieving an improvement about 0.5% ∼
3.1% in terms of Avg. compared with ER. The visualization
results in Fig. 3 also shows the effectiveness of our model
to tackle the NERL problem. We also explore the impact
of various sizes of memory bufferM. As shown in Tab. 4,
with |M| = 6, the forgetting rate of our model notably
reduced by 1.1% ∼ 10.8% in comparison to |M| = 4 and
2, respectively. This indicates that increasing the memory
size significantly addresses catastrophic forgetting but also
incurs a larger memory load.
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5. Conclusion
In this paper, we explore a pioneering Never-ending Em-
bodied Robot Learning (NERL) problem and propose a
novel NBCagent to continually learn skill-wise knowledge.
Specifically, we propose a skill-specific evolving planner to
decouple the skill-wise knowledge to effectively learning
novel skills. In addition, we design a skill-shared semantics
rendering module and skill-shared representation distilla-
tion module to tackle catastrophic forgetting on old skills
from semantics and representation aspects. We develop
two NERL benchmarks and expensive experiments on them
verify the effectiveness of our NBCagent against baselines.
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A. Dataset Description
In order to emulate the operational environments of domestic robots, we design two NERL benchmark datasets using
RLBench, called Kitchen and Living Room. In particular, we assemble Kitchen by gathering 10 skills that are pertinent to
kitchen settings, and we construct Living Room, which includes 12 skills that are related to living room situations. Each
skill includes a training set of 20 episodes and a test set of 25 episodes. We provide examples of brief overviews of these
skills and the number of keyframes for each skill in Tab. 5. In addition, the Skill No. represents the corresponding skill
order mentioned in the Experiment section. The types of skill variables include: the color, position, and size of the target
object. The skill description may randomly sample from twenty colors: red, maroon, lime, green, blue, navy, yellow, cyan,
magenta, silver, gray, orange, olive, purple, teal, azure, violet, rose, black, and white; and two sizes: short and tall. The
position variable is skill-specific. For example, in the skill ‘place wine at rack location’, the target object ‘rack’ has three
positions: ‘middle’, ‘left’, ‘right’.

Table 5. Skill Details in Kitchen & Living Room
Skill No. Skill in Kitchen Language Example Avg. Keyframes
1 close microwave ”close microwave” 2.3
2 meat off grill ”take the steak off the grill” 6.0
3 open grill ”open the grill” 4.5
4 open wine bottle ”open wine bottle” 3.3
5 pick up cup ”pick up the red cup” 3.8
6 turn tap ”turn left tap” 3.0
7 place wine at rack location ”stack the wine bottle to the left of the rack” 6.1
8 put knife on chopping board ”put the knife on the chopping board” 5.1
9 stack wine ”stack wine bottle” 7.4
10 take plate off colored dish rack ”take plate off the red colored rack” 6.3
Skill No. Skill in Living Room Language Example Avg. Keyframes
1 close door ”close the door” 4.8
2 close laptop lid ”close laptop lid” 6.0
3 hang frame on hanger ”hang frame on hanger” 5.3
4 lamp on ”turn on the light” 3.5
5 open drawer ”open the bottom drawer” 4.8
6 open window ”open left window” 6.0
7 push buttons ”push the white button” 4.8
8 put item in drawer ”put the item in the top drawer” 14.3
9 put rubbish in bin ”put rubbish in bin” 5.0
10 sweep to dustpan of size ”sweep dirt to the tall dustpan” 6.2
11 take usb out of computer ”take usb out of computer” 3.3
12 water plants ”pour some water on the plant” 6.3

Table 6. Comparison results on Kitchen under the setting of 5-5. Red and Blue represents the highest results and runner-up.
Comparison Methods 1 2 3 4 5 6 7 8 9 10 All. Imp.

PerAct 96.0 77.3 53.3 30.7 37.3 52.0 2.7 18.7 4.0 73.3 44.5 ⇑ 0.4
GNFactor 92.0 60.0 70.7 12.0 46.7 52.0 5.3 22.7 10.7 70.7 44.3 ⇑ 0.6

Fine-Tuning 10.7 0.0 33.3 33.3 1.3 49.3 6.7 14.7 5.3 56.0 21.1 ⇑ 23.8
ER 96.0 72.0 56.0 18.7 37.3 45.3 0.0 14.7 1.3 66.7 40.8 ⇑ 4.1

Ours-w/oSEP&SRD 86.7 74.7 64.0 28.0 26.7 52.0 6.7 17.3 8.0 49.3 41.3 ⇑ 3.6
Ours-w/oSRD 8.0 81.3 36.0 38.7 41.3 62.7 4.0 46.7 9.3 68.0 39.6 ⇑ 5.3

Ours 94.7 52.0 38.7 44.0 38.7 64.0 2.7 34.7 9.3 70.7 44.9 −
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Table 7. Comparison results on Living Room under the setting of 6-2. Red and Blue represents the highest results and runner-up.

Comparison Methods 1 2 3 4 5 6 7 8 9 10 11 12 All. Imp.

PerAct 5.3 66.7 0.0 84.0 38.7 13.3 16.0 2.7 41.3 0.0 97.3 6.7 31.0 ⇑ 9.6
GNFactor 2.7 92.0 1.3 84.0 80.0 28.0 8.0 1.3 46.7 32.0 100 0.0 40.0 ⇑ 0.6

Fine-Tuning 0.0 37.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 96.0 18.7 12.7 ⇑ 27.9
ER 4.0 89.3 17.3 80.0 38.7 14.7 20.0 2.7 60.0 4.0 90.7 4.0 35.4 ⇑ 5.2

Ours-w/oSEP&SRD 2.7 82.7 14.7 76.0 30.7 24.0 18.7 9.3 76.0 4.0 94.7 10.7 37.0 ⇑ 3.6
Ours-w/oSRD 12.0 65.3 14.7 82.7 49.3 18.7 28.0 18.7 81.3 6.7 100.0 0.0 39.8 ⇑ 0.8

Ours 8.0 61.3 32.0 84.0 58.7 30.7 4.0 17.3 80.0 6.7 98.7 5.3 40.6 −

B. Training Details
As shown in Tab. 8, we give the hyper-parameters used in NBCagent. The overall learning rate of the training process is
0.0005, optimized by the LAMB algorithm. All methods employ the same methodology to construct a voxel grid of size
1003. During the NeRF training, we utilize an additional 19 camera perspectives to furnish supervisory information. For
NERL, we conduct two NERL settings in each of the two scenarios, which are 5-1, 5-1 in Kitchen, and 6-3, 6-2 in Living
Room. In SEP, NBCagent detects novel skills through the cosine similarity of the skill language description feature vectors.
We set the judgment threshold δ as 0.8 for our experiments.

Table 8. Hyper-parameters used in NBCagent

Variable Name Value
image size 128 × 128 × 3

input voxel size 100 × 100 × 1000
batch size B 2

optimizer LAMB
learning rate 0.0005

number of transformer blocks 6
number of sampled points for NERagent 64

number of latents in Perceiver Transformer 2046
dimension of Stable Diffusion features 512
dimension of CLIP language features 512

hidden dimension of NeRF blocks 512
size of LoRA layers Nr 10

base task iterations 80K
incremental task iterations 20k

SSR loss weight λ1 0.1
SSR loss function Ls MSE-loss
SRD loss weight λ2 0.2

SRD loss function Lsrd KL divergence
SRD temperature T 3

novel skill threshold δ 0.8
size of memory bufferM 4

number of base skill in living room 6
number of incremental skill in living room 3, 2

number of base skill in kitchen 5
number of incremental skill in kitchen 1, 5

C. More Comparison Experiments
Tabs. 6 and 7 show the detailed scores of each model in two scenarios under the NERL settings of 5-5 and 6-2.With the
configuration of memory buffer size |M| = 4, the average score of NBCagent across all skills still surpasses other models,
approximately between 0.4% ∼ 23.8% and 0.6% ∼ 27.9%. This indicates that NBCagent performs the best in solving
NERL problems. Fig. 5 shows the visualization results of more skills among various models. We observe that some skills
are not difficult to learn the general actions, but when the skill requires the target object to be in a specific location, the agent
has difficulty completing it accurately; for example, ’open the drawer’ is not difficult, but when the requirement is ’open the
top drawer’, the performance of NBCagent is better than other models.
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Close the door Open the top drawer Sweep dirt to dustpanOpen left window Put rubbish in bin

Initial state: 

Ours-w/o
SEP&SRD: 

Ours-w/o
SRD: 

ER: 

Fine-
Tuning: 

Ours: 

Figure 5. Visualization of prediction results on various skills between Ours, Ours-w/oSRD, Ours-w/oSEP&SRD, ER and Fine-Tuing.
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