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Abstract
The upcoming landscape of Earth Observation missions will be defined by networked heterogeneous nanosatellite
constellations required to meet strict mission requirements, such as revisit times and spatial resolution. However,
scheduling satellite communications in these satellite networks through efficiently creating a global satellite
Contact Plan (CP) is a complex task, with current solutions requiring ground-based coordination or being
limited by onboard computational resources. The paper proposes a novel approach to overcome these challenges
by modeling the constellations and CP as dynamic networks and employing graph-based techniques. The
proposed method utilizes a state-of-the-art dynamic graph neural network to evaluate the performance of a
given CP and update it using a heuristic algorithm based on simulated annealing. The trained neural network
can predict the network delay with a mean absolute error of 3.6 minutes. Simulation results show that the
proposed method can successfully design a contact plan for large satellite networks, improving the delay by

29.1%, similar to a traditional approach, while performing the objective evaluations 20x faster.
Keywords: Satellite Communications, Contact Plan Design, Earth Observation Constellations, Dynamic
Graph Neural Networks, Deep Learning, Simulated Annealing, Optimization

1. Introduction
1.1 Motivation

The current New Space era has been characterized
by increased access to space, driven significantly by
the advent of small satellites and reduced launch costs,
with 3,500 Earth Observation (EO) satellites to be
launched over the next decade [1, 2]. Space agen-
cies, academic institutions, and private companies have
adopted small satellite architectures for varied applica-
tions, ranging from scientific research and training to
technology demonstrations and other space-based in-
dustrial applications. Now, the space sector stands on
the cusp of another leap, transitioning towards assem-
bling and operating large, network-enabled heteroge-
neous nanosatellite constellations that will enable new
Earth observation capabilities.

Incorporating inter-satellite links (ISLs) in EO con-
stellations brings the immense advantages of inter-
satellite collaboration, allowing them to meet stringent
mission requirements such as real-time high-resolution
global mapping [3]. Seamless data-sharing capabilities
across remote regions empower EO satellite constella-
tions to create large observational networks. Beyond
the data, satellites can leverage unused onboard re-
sources from their peers, increasing the scientific re-
turn. This ecosystem of sharing and collaboration,
enabled by the agile operation of a large nanosatel-
lite constellation with inter-satellite communications,
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allows for the maximization of resources, enhanced op-
erational efficiency, and a collaborative approach to
achieving mission objectives.

While collaboration and sharing offer numerous ben-
efits, satellite constellations are subject to resource con-
straints and evolving network topologies, categorizing
them as delay/disruption tolerant (DTN) networks. In
contrast to traditional end-to-end networks, DTNs are
characterized by intermittent connectivity, long and
variable delays, and high error rates. In DTN, routes
between nodes need to be defined over long timespans,
requiring new approaches to network management [4].

The complexity of managing large EO networks un-
derscores the pressing need for autonomy [3, 5]. One of
the critical problems in this context is how to efficiently
schedule satellite communications given their com-
munication capabilities, available onboard resources,
downlink opportunities, and mission constraints. Gen-
erating this schedule is known as the contact plan de-
sign (CPD) problem. Traditional approaches, often
centralized and reliant on human intervention, are be-
coming untenable, especially when dealing with con-
stellations managed by diverse providers, as will be the
case for the upcoming EO landscape. In light of these
challenges, moving towards autonomous systems is not
just beneficial but imperative. Autonomy can signifi-
cantly enhance the constellation robustness, efficiency,
and cost of operations, allowing satellites to make real-
time decisions based on evolving mission needs.
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1.2 Literature Review

Due to the increasing interest in inter-satellite con-
nectivity, the CPD problem has received significant at-
tention over the last few years [6]. Traditionally, the
problem has been solved with three methodologies in-
volving different levels of information and complexity:
topology-based, traffic-based, and route-based.

Topology-based CPD methods are grounded on the
deterministic nature of satellite orbital motion and only
require the basic assumption of a known network topol-
ogy. While they provide a simple and scalable solu-
tion, their performance is limited. On the other end
of the spectrum, trafficcaware CPD methods consider
the traffic demand between satellites and aim to opti-
mize the network performance. However, these meth-
ods are computationally expensive and require a large
amount of information, which is not always available.
In this context, the authors in [7] formulate the CPD
problem as a flow optimization problem and solve it
using stochastic optimization. By further modeling
the satellite resources such as buffer and battery ca-
pacity, the authors [8] propose a primal decomposition
method and heuristic algorithm to solve the CPD prob-
lem while considering different mission requirements.

Route-aware CPD methods are a middle ground be-
tween the two previous approaches, requiring less infor-
mation than traffic-aware methods while providing bet-
ter performance than topology-aware methods. Several
works [9, 10] proposed using Contact Graph Routing
(CGR). This routing algorithm uses a contact graph to
represent the contact plan and computes the best route
between two nodes using a modified Dijkstra search,
together with metaheuristic algorithms such as Simu-
lated Annealing (SA) and Genetic Algorithms (GA) to
maximize all-to-all route delay, provide fairness, and
minimize undelivered traffic. The authors in [11] also
resort to SA and include link constraints to preserve
diversity in navigation satellite constellations. Under
strong assumptions regarding the contact topology, re-
cent work [12] focuses on multi-layer satellite networks.
These works, however, consider single missions and
small homogeneous constellations, often in the context
of ground-based centralized coordination.

While current studies cover different CPD method-
ologies, available information, and performance re-
quirements, they fall short of addressing the complex-
ity of large heterogeneous constellations. In particu-
lar, they do not sufficiently study how the CP can be
optimized onboard for large constellations managed by
different entities, targeting computational performance
and scalability. Furthermore, they do not consider the
dynamic nature of the network, limiting their scope to
homogeneous constellations of reduced size.
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We focus on learning-based methods to address this
gap and target a good balance between performance
and scalability. Satellite and, more generally, commu-
nication networks comprise many fundamental compo-
nents naturally represented in graph structures, such
as the network topology or routing. In fields where
data is represented as dynamic graphs, dynamic graph
neural networks (DGNN) have shown outstanding re-
sults [13]. The success of such applications, including
delay and traffic prediction in wireless networks [14],
motivates their use for the CPD problem.

1.3 Paper Objective

This paper presents a method to model communica-
tion networks with dynamics topologies using dynamic
graphs and employs DGNNs for network-level metrics
computation. We present a DGNN architecture for
dynamic network modeling that integrates the spatial
processing of Graph Neural Networks (GNN) with Re-
current Neural Networks (RNN) temporal processing.
This DGNN is trained to assess latency in satellite con-
stellations represented as dynamic graphs and optimize
contact plans using a simulated annealing-based meta-
heuristic algorithm. Though our primary focus is on
the CPD problem, we see this approach as a foundation
for utilizing dynamic graph-based learning in managing
heterogeneous satellite constellations.

1.4 Overview

The remainder of the paper is organized as follows:
Section 2 formulates the CPD problem with the im-
plications introduced by heterogeneous EO constella-
tions, Section 3 describes the proposed CPD method
with the use of DGNN for the objective function learn-
ing, Section 4 shows the results of applying the method
to different use cases. Finally, Section 5 remarks the
conclusions of this work and possible future research
directions.

2. Problem Statement

In this section, we formulate the CPD problem as a
constrained optimization problem, similar to previous
works [9, 11]. Two key differences are that we do not
reduce the constellation to a finite set of periodic states
due to the scale and heterogeneity of our target con-
stellations and that we include source and destination
traffic information for different types of nodes, namely
satellites and ground stations.

2.1 System model

We consider a non-gostationary orbit constellation
with a set of satellites, S = {1,2,..., Ng}, that can
communicate with each other and a set of ground
stations, G = {1,2,..., Ny}, at discrete time steps
teT =1{1,2,...,N;}. We assume that each satel-
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lite 4 needs to communicate with a subset of satellites
and grounds station C; C SUG, which is known a priori.

We model the communication opportunities be-
tween satellites and ground stations, which depend
on their communication capabilities and operational
constraints, as a sequence of visibility matrices V' =
(Vi,...,Vn,), where V; € RWstNa)x(NotNg) = and
Vi(i,j) = 1 if communication between node ¢ and j
is feasible at time ¢ and V;(7,j) = 0 otherwise. There-
fore, a visibility matrix represents the communication
feasibility between satellites and ground stations at dif-
ferent time instances, capturing their communication
constraints, e.g., the inter-satellite range for satellites
and minimum elevation angle for ground stations, all
assumed to be known a priori.

We define the contact plan to be generated as a
sequence of matrices U = (Uy,...,Uy,), where U; €
RWNs+Ng)x(Ns+Nog) js the contact plan matrix at time
t. The contact plan matrix U; represents the scheduled
communication links between nodes at time t, where
Ui(i,7) = 1 if there is a link to be established between
nodes i and j at time ¢ and Uy(4, j) = 0 otherwise.

We assume that satellites and ground stations es-
tablish bidirectional links, i.e., U;(7,5) = U:(4,1), and
that the maximum number of links that a satellite can
establish with other satellites and ground stations is
M, and My, respectively. These constraints are mo-
tivated by mission requirements and limit the number
of links a satellite can establish during the period for
which the contact plan needs to be generated.

For a given contact plan, the best delivery time
(BDT) between two nodes ¢ and j at time ¢, d(i, j, t),
is the time that it takes for a message sent a time ¢
from satellite ¢ to reach satellite j, accounting only for
the changing topology of the network. That is, without
taking into account other traffic or link capacity. The
objective of the CPD problem is to find the contact
plan that minimizes the BDT between pairs of nodes.

minimize F = Z Z Z d(i,j,t)

teT ieS jeC;

(1)

SUbjeCt to Ut(lvj) = Ut(j7 Z)a \V/Zaj7t (2)
Ut(lmj) S At(%])a Vl,jﬂf (3)
YO Ui, g) < M, Vi (4)
teT jES
D> UG G) < My, Vi (5)
teT j€G

where U;(i, j) is the optimization variable encoding
the contact plan. Constraint (2) enforces bidirectional
links, (3) ensures that the contact plan is feasible under
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the satellite topology, and (4) and (5) limit the num-
ber of links that a satellite can establish with other
satellites and ground stations, respectively.

3. Methodology

In this section, we present the proposed method for
the CPD problem, which consists of two main com-
ponents: a heuristic algorithm based on simulated an-
nealing for contact plan design and a dynamic graph
neural network for evaluating the objective function.

3.1 Simulated Annealing

Considering that the contact plan problem defined
in the previous section would rapidly become computa-
tionally intractable, we use a heuristic algorithm based
on simulated annealing (SA), a stochastic optimization
method that mimics the slow cooling process in metal-
lurgy to gradually reduce the search space and decrease
the likelihood of accepting suboptimal solutions [15].
This approach has been demonstrated to be effective
in topology design problems [6, 11], enabling the ac-
quisition of sub-optimal solutions. Algorithm 1 (Ap-
pendix 5) presents the contact plan design algorithm
based on SA.

We begin by creating an initial contact plan, from
which we obtain a new contact plan while ensuring con-
straint satisfaction by adding or removing links. Then,
we calculate and compare the objective functions of
the new and the current contact plan. If the objective
function of the new contact plan is improved, we ac-
cept the new contact plan and reduce the temperature
T. Otherwise, we accept the new contact plan with a
probability P = exp (—(Fnew — Feurr)/T), where F, e,
and Fi,, are the objective functions of the new and
the current contact plans, respectively. If the new con-
tact plan is accepted, we reduce the temperature 7" by a
cooling rate r. The algorithm stops when a set number
of iterations N;; is reached.

The best delivery time between two nodes d(i, j, t)
is typically calculated using algorithms such as Con-
tact Graph Dijkstra Search (Algorithm 2, Appendix 5),
a modified Dijkstra search that finds the best route
through a contact graph [16], which is a graph represen-
tation of the contact plan that allows computing routes
between nodes. However, since the above method can
be computationally expensive for large networks, the
following sections present a learning-based approach
based on DGNNS.

3.2 Dynamic Graph Neural Networks

The objective function is evaluated by inputting
a contact plan encoded by a sequence of matrices
U = (Uy,...,Uy,). This sequence can be interpreted
as a dynamic graph, where each matrix U; represents
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Fig. 1: Dynamic graph neural network architecture for

the adjacency matrix at a given time step. There-
fore, we propose using a dynamic graph neural network
(DGNN) to learn the objective function and use it to
evaluate the contact plan performance. More specifi-
cally, we represent the contact plan U as a sequence of
graphs G = (Gy,...,Gy,), with Gy = (V, &), where
Y = SUG is the set of nodes and &; is the set of edges
at time ¢. Each edge e;; € &, represents a link between
nodes ¢ and j at time ¢, as specified by the contact plan
matrix at that time instance Uy (4, 7).

The selected DGNN model to learn the objective
function F is EvolveGCN [17]. One of its main fea-
tures is handling the addition and removal of nodes
after training, overcoming the limitation of other meth-
ods in learning these irregular behaviors. The authors
propose using a Recurrent Neural Network (RNN) to
regulate a Graph Convolutional Network (GCN) model
(i.e., network parameters) at different time steps. This
approach effectively performs what is known as model
adaptation by focusing on the model itself rather than
the node embeddings. Therefore, the change of nodes
poses no restriction, making the model sensitive to new
nodes without historical information.

As in the original paper’s nomenclature [17], we will
use subscript ¢ to denote the time index, superscript
l to denote the GCN layer index, n for the number
of nodes—in our case n = N, + N,. At a time step
t, the input data to the model consists of the pair
(A; € R™*7 X, € R"*9) where the first element is the
graph adjacency matrix—in our case, obtained from
the contact plan U;—and the second is the matrix of
input node features. Specifically, each row of X; is a
vector of node d features.

The GCN consists of L layers of graph convolution,
which includes a neighborhood aggregation that com-
bines information from neighboring nodes. At time t,
the I-th layer takes as input the adjacency matrix Ay
and the learnable node embedding matrix Ht(l), and
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predicting latency in satellite constellation networks.

uses the learnable weight matrix Wt(l) to update the

node embedding matrix to Ht(H_l)

HD — GCONV(At, HO, W}”) (6)

(7)

where A, is the normalized adjacency matrix and o is
the activation function. The initial embedding matrix
is obtained from the node features, Ht(o) = X;.

The central component of the model is the update

= J(Ath(l)Wt(l))

of the weight function Wt(l) at each time step. The
weights are updated by an rnnRNN that takes as in-

put the node embedding matrix Ht(l) and the previous
O]

weight matrix W,; and outputs the updated weight

matrix Wt(l) as

Wi = RNN(H", W) (8)

Combining the graph convolution with the recurrent
architecture, the authors define the evolving graph con-
volution unit, which is the basic building block of the
EvolveGCN model.

Since we assume the satellites and ground stations
that each satellite communicates with, C;, as known,
for each time step, we create link embeddings by con-
catenating the embeddings of the source and destina-
tion nodes. That is, we concatenate the embeddings of
the final layer at different time steps, HfL), e ,Hj(\ﬁ),
to compute the objective function F using a fully con-
nected neural network with a single output and average
pooling.

4. Results

In this section, we first present the experimental
setup, including the parameters of the DGNN model
and training. Then, we present the results of the con-
tact plan design based on simulated annealing using a
DGNN for evaluating the objective.
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Fig. 2: Training and evaluation loss. The model is
trained for 16 hours using synthetic data corre-
sponding to 30 satellites and 20 ground stations.
Hyperparameters are selected using a grid search,
including different activation and loss functions, as
well as the number of layers and sizes.

4.1 DGNN Model

Due to the time required to compute the objective
function for large constellations and generate training
data, we trained the final model for 16 hours using
synthetic data corresponding to 30 satellites and 20
ground stations. We performed hyperparameter tun-
ing, in which we considered different activation func-
tions and loss functions, namely L; and Lo, as well
as the number of layers and size for the graph neural
network, the recurrent neural network, and the fully
connected neural network. We also considered different
architectures, such as a standalone GCN, and different
ways of processing the node embeddings to predict the
objective function.

The best-performing model is EvolveGCN-O, con-
sisting of 2 layers of graph convolution with 64 hidden
units, a fully connected neural network with 2 layers
of 64 hidden units, and a single output. The model
is trained using the Adam optimizer with a learning
rate of 0.001 and the L; loss function. The graph con-
volution layer has Randomized Leaky Rectified Linear
Units (RReLu) as the activation function, and the fully
connected neural network has Rectified Linear Units
(ReLu) as the activation function. Figure 2 shows the
training and validation loss for the selected model. The
implementation uses the Deep Graph Library [18] and
PyTorch [19].

Figure 3 shows the predicted and true normalized
BDT for 100 different contact plans. The model suc-
cessfully identifies contact plans with worse objective
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Fig. 3: Predicted and true normalized BDT for 100
different contact plans. The model successfully
identifies contact plans with worse objective values
and achieves lower accuracies on contact plans with
lower objectives. It predicts the BDT of a contact
plan with a mean absolute error of 3.6 minutes.

values and achieves lower accuracies on contact plans
with lower objectives. This indicates that the model
can learn the objective function and can be used to
evaluate the performance of a given contact plan, which
is the main objective of this work. Moreover, we ex-
pect better performance at the beginning of the opti-
mization, when the contact plan has higher objective
values, and worse performance at the end when the
contact plan has lower objective values.

Fig. 4 shows the different routes from satellite 9 to
satellite 28. The best route is colored in blue, pass-
ing through satellites 9, 0, 23, 10, 14, and 28, with a
Best Delivery Time (BDT) of 8 minutes. The proposed
DGNN can predict the average BDT of the network
with a mean absolute error of 3.6 minutes. The dif-
ferent paths involving multiple satellites highlight the
complexity of the objective function, which is not only
dependent on the distance between the source and des-
tination nodes but also on the dynamic topology of the
network.

4.2 Contact Plan Design Results

We assume that each satellite is only equipped with
a single ISL and that inter-satellite communication or
downlink cannot occur simultaneously. Regarding the
optimization algorithm based on SA, we generate the
initial random contact plan by solving a maximum
matching problem, a well-known combinatorial opti-
mization problem consisting of finding a maximum car-
dinality matching in a graph. This readily enforces the
symmetry and visibility constraints. The constraints
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Fig. 4: Possible routes from satellite 9 to satellite 28.
The best route is colored in blue, passing through
satellites 9, 0, 23, 10, 14, and 28, with a Best Deliv-
ery Time (BDT) of 8 minutes. The proposed DGNN
can predict the average BDT of the network with a
mean absolute error of 3.6 minutes.

Table 1: Normalized average best delivery time (BDT)
of the initial and optimized plans and computing
times when using CGR and the proposed DGNN to
compute the objective function. The results show
the mean and standard deviation over 10 runs.

Objective Function CGR DGNN
Initial normalizd BDT 0.3610.02 0.37+£0.02
Final normalized BDT 0.254+0.02 0.261+0.02
Improvement 29.6+7.3% 29.147.34%
Computing time (100 it.) 19.14£0.8 min  0.940.2 min

related to the maximum number of contacts per satel-
lite are enforced by recursively deactivating links.

We implemented the contact plan design based on
simulated annealing in Algorithm 1 (Appendix 5) in
Python. To generate a new plan, we randomly acti-
vate and deactivate new links while always ensuring
constraint satisfaction. The initial temperature is set
to T' = 10, the cooling rate is set to r = 0.95, and the
number of iterations is set to N;; = 100. It is essential
to mention that when computing the BDT, we consider
the delay from the average distance between satellite
pairs.

Fig. 5 shows the decrease of the function value of
the contact plan throughout the optimization using the
trained model to predict the objective function. We
include both the values predicted by the model during
optimization as well as the true values computed a pos-
teriori. The algorithm tends to converge after approxi-
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Fig. 5: Objective improvement using the DGNN to
evaluate the objective function. The predicted ob-
jective values using the trained model are shown in
blue, and the values computed a posteriori using the
CGR algorithm are shown in orange. The shaded
area represents the standard deviation over 10 runs.

mately 100 iterations, as better plans are not found and
the temperature is reduced. We also observe how the
predicted values are close to the true values during the
early phases of the optimization when plans have more
significant delays. However, the model’s performance
decreases as the optimization progresses, and the plans
have lower delays, indicating that the model cannot
generalize well to the entire range of delays. This is
shown by the large difference in standard deviation be-
tween the blue and the orange lines, representing the
true values computed a posteriori. The model tends to
predict a mean value close to the true value but does
not capture the variance of the objective function.

Nonetheless, the proposed method is able to design
a contact plan for the simulation use case success-
fully. Thanks to the initialization method based on
constraint satisfaction and the implemented algorithm
based on SA, we ensure that the contact plan is always
feasible, allowing us to use the DGNN to evaluate the
objective function.

Table 1 shows the normalized average BDT, i.e., the
objective function value of the initial and optimized
plans, and the computing times when using CGR and
the proposed DGNN to compute the objective func-
tion. We observe that the optimized contact plan us-
ing the DGNN is able to improve the BDT by 29.1%
compared to the initial contact plan, achieving similar
results to optimizing using the CGR. However, using
the DGNN, we can perform the objective evaluations
20x faster than when using CGR, which significantly
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improves computational performance. Although, as
shown in Fig. 5, the DGNN is not able to generalize
well to the entire range of delays, it can provide a good
approximation of the objective function and allow the
optimization algorithm to find a good solution.

5. Conclusions

Designing a contact plan for large heterogeneous
satellite networks necessitates consideration of the
trade-off between performance and scalability. In this
paper, we initially present a problem formulation for
the contact plan design, taking into account traffic
source and destination nodes without making any as-
sumptions about the periodicity of the evolving satel-
lite network topology.

To reduce the computational burden of computing
the objective function for large satellite networks and
tackle the need to update the contact plan periodically,
we propose modeling the objective function, i.e., the
average best delivery time of the network, using a dy-
namic graph neural network. This allows resorting to a
metaheuristic algorithm based on simulated annealing.

The presented architecture captures the spatial and
temporal information of the satellite network using a
hybrid model that involves graph convolution and a re-
current neural network, being able to predict the aver-
age BDT of the network with a mean absolute error of
3.6 minutes. Simulation results show that the proposed
method is able to design a contact plan for a large satel-
lite network successfully, improving the BDT by 29.1%,
achieving similar results to optimizing using CGR but
performing the objective evaluations 20x faster.

Future work will focus on analyzing the proposed
solution in scenarios with contact plan distribution,
extending the model to predict network metrics with
traffic information of the satellites, and extracting net-
work and topology information from the learned model.
While this work focuses on a specific instance of the
contact plan design problem, we envision that the pro-
posed learning-based method involving DGNNs opens
the door to new solutions for autonomy in large, het-
erogeneous satellite networks.
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A: Algorithms

This appendix presents the algorithms used in this
work, namely the contact plan design based on simu-
lated annealing (Algorithm 1) and the contact graph
Dijkstra search (Algorithm 2).

Algorithm 1: Contact plan design based on
simulated annealing. [15]

Data: adjacency matrices A;, temperature T,
cooling rate r, number of iterations N
Result: contact plan U
U < InitialContactPlan(A) ;
Fyest < ObjectiveFunction(U) ;
for i < 1 to N;; do
U’ + GetNeighbor(U) ;
F’ « ObjectiveFunction(U’) ;
if F/ < Fyes then
Ubest —UU 5
Fpest < F' ;
Ise if exp ((Feourr
then
U+U;
T+ r-T,
else
‘ U+ Ubest 5

)

— Frew)/T) < rand(0,1)

Algorithm 2: Contact

Search. [16]

Graph Dijkstra

Data: Root contact C..,o¢, source S,
destination D, contact plan U
Result: Route RY, and best delivery time

BDT

RE «{};
Cyin < {}; // final contact
BDT = ; // final arrival time
Ceuwrr = Croot ; // current contact is root
/* contact plan exploration loop */
while True do

/* contact review procedure */

Ctin, BDT = CRP(U, Ceurr, Cfin, BDT);

/* contact selection procedure */

Cnewt = CSP(U, Ccurr, BDT),
if Cpeqt then
‘ Ccurr — Cnezt

else
| break
f Cyin # {} then

C = Cfm;

while C # CYY do
RE .hops «+ {C};
C = C.pred ;

Compute (RE .tz win, R wolume);

o

// previous contact
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