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We theoretically study the dephasing of an Andreev spin qubit (ASQ) due to electric and mag-
netic noise. Using a tight-binding model, we calculate the Andreev states formed in a Josephson
junction where the link is a semiconductor with strong spin-orbit interaction. As a result of both the
spin-orbit interaction and induced superconductivity, the local charge and spin of these states varies
as a function of externally controllable parameters: the phase difference between the superconduct-
ing leads, an applied magnetic field, and filling of the underlying semiconductor. Concomitantly,
coupling to fluctuations of the electric or magnetic environment will vary, which informs the rate of
dephasing. We qualitatively predict the dependence of dephasing on the nature of the environment,
magnetic field, phase difference between the junction, and filling of the semiconductor. Comparing
the simulated electric- and magnetic-noise-induced dephasing rate to experiment suggests that the
dominant source of noise is magnetic. Moreover, by appropriately tuning these external parameters,
we find sweet-spots at which we predict an enhancement in ASQ coherence times.

I. INTRODUCTION

Andreev bound states (ABSs) are electron-hole com-
posite states which are localized between two super-
conducting leads1–3. While ABSs are typically spin-
degenerate, an applied magnetic field and/or spin-orbit
interaction combined with a phase bias can break that
spin-degeneracy4–13. In this regime, the quasiparticle
population of two spinful Andreev levels can be con-
trolled and used to encode quantum information. Such
a two level system has been so-named an Andreev spin
qubit (ASQ)14–17.

ASQs can be viewed as a marriage of semiconduct-
ing spin qubits and superconducting qubits18,19. Conse-
quently, they react to external controls typically used in
both spin and superconducting qubits. For instance, an
applied magnetic field can control the spectrum by both
a Zeeman splitting and flux through the superconducting
circuit; the qubit can be manipulated using electric dipole
spin resonance17,20 or using microwave currents16,21,22.
While rapid control17 and strong coupling23 of ASQs
have been demonstrated, measured coherence times are
on the order of tens of nanoseconds, orders of magnitude
shorter than the corresponding state-of-the-art supercon-
ducting and semiconducting spin qubits.

Although several experimental clues have helped to in-
dicate that the dominant contributor to decoherence in
ASQs16,17 is pure dephasing, no systemic attribution of
errors currently exists. In this manuscript, we aim to
help fill this gap in the literature by numerically studying
the source of pure dephasing in ASQs. In particular, we
study realistic ASQ systems generated within a 1D tight-
binding model and coupled to a bath of spin or charge
fluctuators. We predict a qualitative dependence on the
decoherence time as a function of the flux and Zeeman
splitting and find that this dependence is largely due to
the charge or spin of the states that encode the qubit.

This description provides a recipe for determining the
primary decoherence source and, thus, potential modes
of mitigation. Upon comparing with recent experimental
results, we find that the decoherence profile best matches
a noisy spin bath. More specifically, a spin bath inter-
acting with the Andreev wavefunctions over a long range.
Moreover, we find that appropriately tuning the filling of
the underlying semiconductor renormalizes the magnetic
moment of the Andreev levels which decreases the effec-
tive coupling of the spins to the ASQ and increases the
coherence time.

The remainder of this manuscript is organized as fol-
lows: in Sec. II we introduce the tight-binding model used
to generate an ASQ spectrum and discuss their charge
and spin properties. We discuss the models of noise we
use and how they couple to ASQs in Sec. III. In Sec. IV
we calculate the decoherence rates associated with the
Andreev states found in Sec. II as a result of coupling to
electric and magnetic baths. Upon generating a realistic
Andreev spectrum, matched to experiment, in Sec. V,
we compare simulated decoherence rates with that ex-
periment17. In Sec. VI, we discuss how our results could
be extended and, in Sec. VII, we summarize our results.

II. ANDREEV STATES

A. Model Hamiltonian and spectrum

While analytical models of Andreev spin qubits are
available,10 in order to incorporate various noise models,
a numerical description of the system is useful. We use a
1D tight-binding model incorporating two coupled bands,
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superconductivity, and spin-orbit interaction:

HTB =

N−1∑
j=1

(
tjC

†
j τzCj+1 + iαC†

jσzτzCj+1 +H.c.
)

+

N∑
j=1

[
µC†

j τzCj + µ′C†
j (12×2 + ρz)τzCj

+∆j cosϕjC
†
jσyτyCj +∆j sinϕjC

†
jσyτxCj

+ α′C†
jσyρyτzCj +BzC†

jσzτzCj

]
. (1)

Here, Cj = (cj↑1, cj↓1, cj↑2, cj↓2, c
†
j↑1, c

†
j↓1, c

†
j↑2, c

†
j↓2) and

cjσn annhilates an electron at site j, with spin σ, in sub-
band n. σβ , τβ , and ρβ for β = x, y, z, are Pauli ma-
trices acting on the spin, particle-hole, and band space,
respectively. Additionally, tj is the hopping amplitude,
µ is the chemical potential, α is the spin orbit coupling
strength, ∆j (ϕj) is the position dependent supercon-
ducting pairing strength (phase), µ′ is the energy differ-
ence between the subbands, and α′ is the mixing between
the subbands.24 Bz is the Zeeman splitting as a result of
a magnetic field applied along the spin-orbit polarization
direction.

Because many of the properties of the Andreev states
will be inherited from the underlying material, it is in-
structive to examine the low-energy eigenstates of Eq. (1)
in the absence of superconductivity, ∆j = 0. For a spa-
tially homogeneous infinite system, tj = t, the Fourier
transformed Hamiltonian in the momentum basis is

HTB =
∑
k

C†
kHkCk ,

Hk = (2t cos k + µ)τz + 2α sin kσzτz + µ′τz(12×2 + ρz)

+ α′σyτzρy , (2)

where Ck is the Fourier transform of Cj . In Fig. 1(a) we
plot the spectrum for the continuum, i.e. diagonalizing
Eq. (2). For a value of the chemical potential wherein
only the lower energy band is filled, there are four Fermi
points which are characteristic of quasi-one-dimensional
spin-orbit systems. In the absence of interband cou-
pling [dashed curves in Fig. 1(a)], there exists only one
Fermi velocity and the spin of the bands are quantized
to values of ℏ/2. When the subbands are coupled [solid
curves in Fig. 1(a)], the hybridization generates two dif-
ferent Fermi velocities. Moreover, precisely because of
this interband coupling, the spin of the eigenstates is
momentum-dependent. When |k| ≫ 0, the eigenstates
are spin-1/2 states. However, because the two hybridized
states have opposite spin, the spin of the eigenstates is
generally reduced, e.g. the spin of the eigenstates is zero
near the anticrossing [solid curves in Fig. 1(b)].

Reintroducing superconductivity to the model, we gen-
erate an Andreev spectrum by dividing the chain into
three parts in which the superconducting parameters

FIG. 1. Spectrum of the infinite semiconductor in the absence
of superconductivity (a), i.e. the eigenvalues of Eq. (2), and
the corresponding magnetic moment (b) which is a function of
the momentum, k. The parameters are 102µ′ = 10(µ+ 2t) =
10α = t = 1 and α′ = 10−2 (solid) and α′ = 0 (dashed) when
the bands are hybridized and uncoupled, respectively. Λ′ is
the energy, with respect to the chemical potential, at which
the Fermi velocity is at a local minimum. δΛ is the energy
difference between the bottoms of the hybridized bands (solid
curves). The vertical dotted line is the value of k at which
the low- and high-energy bands cross or anticross.

vary by site,

(∆j , ϕj) =

 (∆,−ϕ/2), j ≤M
(0, 0), M < j ≤M + L
(∆, ϕ/2), j > M + L

, (3)

and setting tj = t[1− (δj,M + δj,M+L)r], to reflect a de-
crease in transmissivity at the superconducting interface
with reflectivity r bounded by 0 ≤ r ≤ 1. We plot a typi-
cal subgap spectrum as a function of ϕ in Fig. 2(a), using
5 × 102∆ = 102µ′ = 102α′ = 10(µ + 2t) = 10α = t = 1,
L = 300, and M = 1000, with perfect (dashed) and im-
perfect (solid) transmission between the semiconductor
and superconductor by taking r = 0 and r = 0.03, re-
spectively. While these parameters are within an order of
magnitude of typical experimental parameters, they are
chosen to illustrate the salient properties of the Andreev
states; we defer a detailed discussion of realistic parame-
ters and how well they predict experimental results until
Sec. V.

In Fig. 2(a), there are six states within the gap. When
r = 0, the Andreev states linearly disperse with ϕ at
a slope which is a function of the Fermi velocity.5,11

When r = 0.03, the in-gap states can be grouped into
doublets: two in a low-energy doublet, |1, ↑⟩ and |1, ↓⟩,
two in a mid-energy doublet, |2, ↑⟩ and |2, ↓⟩, and two
in a high-energy doublet |3, ↑⟩ and |3, ↓⟩. Using ν to
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index the subgap states, the eigenkets are related to

Cj by
∑N

j=1 ψjν · C†
j |0⟩ where ψjν are eight-dimensional

spinors in the space of spin, band, and particle-hole, and
Ψν = (ψ1ν , . . . , ψNν) is the the 8N -dimensional eigen-
state of Eq. (1). While the total number of states in the
gap is proportional to the ratio of L to superconducting
coherence length, each doublet has two states which are
Kramers partners and degenerate at ϕ = 0 or ϕ = π.
As one can verify upon comparing the dashed and solid
lines of the Andreev spectrum, normal scattering from
the superconducting leads results in anticrossings at, for
instance, the values of ϕ indicated by the vertical dotted
and dashed lines in Fig. 2. However, even with perfect
Andreev reflection, there exists a small but finite anti-
crossing of Andreev due to the underlying quadratic dis-
persion [unresolvable in Fig. 2(a)].

B. Spin and charge of the Andreev states

In this work, we will focus on how dephasing occurs
via coupling of the environment to the spin and charge
of the Andreev levels. As such, understanding how the
spin and charge character change with external control
knobs is a crucial first step. In the second-quantized for-
mulation of the tight-binding model, the spin operator at

site j is Sj = C†
jSCj where S = (σxτz, σy, σzτz) is the

spin operator generalized to Nambu space. Likewise, the

generalized charge operator at site j is qj = C†
j τ

zCj .

We plot the spin along the z axis [Fig. 2(b)], Sz
ν =∑

j⟨ν|Sz
j |ν⟩25 as a function of phase difference. The

phase dependence of the spin can be most easily under-
stood in the case of r = 0. Upon comparing the spectrum
with the spin, we observe that the lowest energy Andreev
states with a smaller positive slope (dashed blue curve for
ϕ < 0) and larger positive slope (dashed orange curve for
ϕ < 0) have spin Sz ≈ ℏ/2 and Sz ≈ 0.9ℏ/2, respectively.
Moreover, the sign of the spin of the Andreev states is
locked to the slope. By comparing this to the Fig. 1,
notice that these spin values coincide with the spin of
the bands with larger and smaller Fermi velocity, respec-
tively; it is evident that the spin of the Andreev states is
informed by the filling of the underlying semiconducting
bands and, consequently, can be controlled via an applied
gate voltage. This intuition can be likewise applied to the
spin of the Andreev states with finite normal scattering
from the superconductor [solid curves in Fig. 2(b)]. That
is, the spin has the same qualitative dependence on the
phase difference but the transitions between positive and
negative spin is smoothed by the mixing of the Andreev
bands. Evidently, at ϕ = 0, time-reversal symmetry is
preserved and each pair of degenerate states must neces-
sarily have opposite spin and, empirically, opposite slope.

In Fig. 2(c), we plot the charge of the Andreev states,
qν =

∑
j⟨ν|Qj |ν⟩. When r = 0, the charge is nearly zero.

In an infinitely-long junction in which the spectrum is
linearly dispersing, perfect Andreev reflection yields An-
dreev states that are equal parts electron and hole, i.e.

FIG. 2. A typical Andreev spectrum (a) using 5 × 102∆ =
102µ′ = 102α′ = 10(µ + 2t) = 10α = t = 1, L = 300, and
M = 1000 with perfect (dashed), r = 0, and imperfect (solid),
r = 0.03, transmission between the semiconductor and super-
conductor; Bz = 0. Magnetic moment (b), Sz, and charge
(c), q, of the corresponding Andreev states are plotted as a
function of ϕ where the color and line style coincide with the
energies in panel (a). The vertical dotted and vertical dashed
lines corresponds to two values of ϕ at which Andreev states
dispersing with opposite slopes cross.

zero charge.26 Because our system approximates these
conditions, perfect transparency results in Andreev states
with nearly zero charge. In contrast, when r = 0.03, the
Andreev states have a relatively large charge compared
to the r = 0 case. This is a consequence of the oth-
erwise zero-charge states hybridizing into finite-charge
states due to the imperfect boundary transparency.

Motivated by the observation that the Andreev lev-
els inherit properties from the underlying bands of the
semiconductor, we plot the spectrum, spin, and elec-
tric charge as a function of the filling, µ, and fixing
ϕ = Bz = 0 (Fig. 3); the range of µ is chosen to
be roughly from the bottom of the high-energy band,
µ = µe, to the bottom of low-energy band, µ = µg.
Because the in-gap state energies depend on the Fermi
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velocity, the spectrum is a function of µ. For r = 0, we
observe a somewhat dramatic dip in the Andreev ener-
gies [dashed curves Fig. 3(a)] when the Fermi velocity
of the semiconducting band is at local minimum (which
we define as µ = Λ′). Because ϕ = 0, each energy level
in the spectrum is doubly degenerate and, consequently,
those states have opposite spins [dashed Fig. 3(b)]. The
magnitude of spin of the lower energy band can vary be-
tween 0 and ℏ/2 while the spin of the higher energy band
is roughly constant. This is consistent because the spin
of the inner branch of the semiconducting states at the
Fermi energy [Fig. 1(b)] varies from 0 to ℏ/2 while the
spin of the outer branch is roughly constant over the
range of µ in Fig. 3(b). Because the charge is the re-
sponse of energy to a change in potential, q qualitatively
follows dE/dµ: the blue dashed curve is positive (nega-
tive) for µ > Λ′ (µ < Λ′) while the green dashed curve
is always negative [Fig. 3(c)]. For finite normal reflection
(r = 0.03) the results are qualitatively the same but with
additional oscillatory modulation of the spectrum, spin,
and charge [Fig. 3 (solid curves)]. One can show that fi-
nite normal reflection mixes Andreev states whose slopes
differ in both sign and magnitude, e.g. |1, ↓⟩ and |2, ↑⟩10.
This matrix element has a phase which depends on the
difference between Fermi momenta. Because the Fermi
momentum depends on the filling, the splitting oscillates
as a function of µ. Similarly, because the Andreev states
are a mixture of two different spins which depends on the
same matrix element, the effective spin of the Andreev
states also oscillates [Fig. 3(b) (solid curves)]. Analo-
gous to the r = 0 case, the charge in the r = 0.03 case
qualitatively follows dE/dµ [Fig. 3(c) (solid curves)].

Another way to tune the spectrum, both experimen-
tally and within our simulation, is to apply a magnetic
field. Upon applying a magnetic field along the polar-
ization axis of the spin-orbit interaction, the spectrum
disperses according to the effective g-factor [Fig. 4(a)].
Notice that, because the states have different spins, the
effective g-factors differ. While the spin of that states
is effectively unchanged [Fig. 4(b)], the charge changes
according to the energy [Fig. 4(c)].

While this section was largely focused on the total
spin and charge of the individual Andreev states, in our
analysis below, an important quantity is the local differ-
ence in spin and charge between Andreev levels. We de-
fine the average local spin and charge difference between

states ν and λ as Sz
νλ =

√∑
j(⟨ν|Sz

j |ν⟩ − ⟨λ|Sz
j |λ⟩)2 and

Qνλ =
√∑

j(⟨ν|Qj |ν⟩ − ⟨λ|Qj |λ⟩)2, respectively, where
the summation is taken over all sites.

III. MODELS OF DEPHASING NOISE

A. Telegraph noise

Telegraph noise from two level fluctuators is known to
contribute to decoherence in both semiconducting spin

FIG. 3. Andreev spectrum (a) and associated spin (b) and
charge (c) as function of µ, using the same parameters as used
in Fig. 2 and fixing ϕ = 0 with the exception of µ which is the
abscissa. The range of abscissa corresponds roughly to the
bottom of the high energy semiconductor subband, µe = ∆−
α, and the bottom of the low energy semiconductor subbband,
µg = δΛ − ∆ − α. Again, dashed (solid) lines correspond
to r = 0 (r = 0.03). Because time reversal symmetry is
preserved, the energies and electric charges are equal for the
σ =↑ and ↓ states. The vertical dashed line corresponds to
µ = Λ′ as in Fig. 1.

systems and superconducting qubits18,19,27. Consider Nt

two level systems which randomly fluctuate, i.e. exhibit
telegraph noise, with some average frequency, f which
is sampled from a 1/f probability distribution with low-
energy (high-energy) cutoff at ΛIR (ΛUV). Assuming the
fluctuators act locally, their microscopic coupling to the
electrons is

Htb =

Nt∑
n=1

ξn(t)FnDjn (4)

where ξn(t), reflecting the time-dependent state of the
nth two-level system, takes values ±1 and Fn is a phe-
nomenological parameter which captures the coupling
between the nth fluctuator at site jn and local observ-
able which has the general form Djn = σβργτ δ where
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FIG. 4. Andreev spectrum (a) and associated spin (b) and
charge (c) as function of Bz, fixing ϕ = 0 and the same pa-
rameters as used in Fig. 2, with the exception of Bz which is
the abscissa. Again, dashed (solid) lines correspond to r = 0
(r = 0.03). Because time reversal symmetry is preserved, the
energies and electric charges are equal for the σ =↑ and ↓
states.

β, γ, δ = 0, x, y, z. While we could consider any lo-
cal observable, we are most interested when the ob-
servables are charge and spin along the z axis wherein

Dj = C†
j τ

zCj and Dj = C†
jσ

zτzCj , respectively. Pro-
jecting this Hamiltonian onto NA in-gap states we obtain

Htb =

Nt∑
n=1

ξn(t)FnDn , (5)

where (Dn)νλ = ⟨ν|Djn |λ⟩. Taking ν and λ to be the
lowest energy in-gap states and projectingHA onto them,
we obtain the Hamiltonian

Htq = ωqηz + F (t)ηz , (6)

which is reminiscent of a semiconducting spin qubit in a
random magnetic field, F (t). Notably, because of spin-
orbit interaction, the fluctuations in the qubit frequency
can be caused by either electric (charge-coupled) or mag-
netic (spin-coupled) noise.

B. Nuclear Spin bath

One source of decoherence which is present in quantum
dots are nuclear spins. Microscopically, the interaction
between electrons and nuclei is governed by the hyperfine
Fermi contact interaction. We encode the coupling of NI

nuclei to the electrons in our tight-binding model using
the interaction

HAb =

NI∑
n=1

AnSjn · In , (7)

where NI ,In, and jn are the number of nuclei, their mag-
netic moments, and position of the nth nucleus, respec-
tively. An is a phenomenological parameter character-
izing coupling of the nth nucleus to the electron at site
j. When the spacing between the continuum states and
Andreev states is much larger than An, we use first or-
der perturbation theory to project Eq. (7) onto the NA

subgap states,

Hqb =

NA∑
n=1

AnSn · In . (8)

(Sn)νλ = ⟨ν|Ŝjn |λ⟩ is an NA × NA-matrix describing
both a shift in energies of the Andreev states and transi-
tions between those states as a result of the nuclei. For
NA = 2, Eq. (8) looks suggestive of an electron confined
to a quantum dot interacting with nuclei via the hyper-
fine interaction wherein it reduces toHqb =

∑
n η ·Ân ·In,

with η = (ηx, ηy, ηz) the Pauli matrices acting on the
two-dimensional subspace of states. To simplify our sys-
tem and get intuition for the form of Ân, we restrict
ourselves to the lowest two Andreev states.28 In this
case, Ân = Andiag[Re(⟨1, ↑ |Ŝx

jn
+ Ŝy

jn
|1, ↓⟩), Im(⟨1, ↑

|Ŝx
jn
+ Ŝy

jn
|1, ↓⟩), ⟨1, ↑ |Ŝz

jn
|1, ↑⟩−⟨1, ↓ |Ŝz

jn
|1, ↓⟩] is a diag-

onal matrix which looks similar to the hyperfine interac-
tion of an electron confined to a quantum dot but dressed
according to the Andreev state wavefunctions. Because
we have chosen, without loss of generality, the spin or-
bit polarization axis to be along z, transitions between
states are generated by nuclear magnetic moments in the
xy plane while nuclear magnetic moments along the z
axis shift the Andreev state energies. Analogously to the
case of semiconducting spin qubits, when the nuclear Lar-
mour frequency is far off resonant from the Andreev spin
qubit, relaxation is suppressed and the effective hyperfine
interaction reduces to

Hqb =

NI∑
n=1

(⟨ν|Ŝz
jn |ν⟩ − ⟨λ|Ŝz

jn |λ⟩)η
zIzn . (9)

Because decoherence times are typically much shorter
than relaxation times in experiments,16,17 we focus on
the limit where Eq. (9) is a good approximation for the
qubit-bath interaction.
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Additionally, in order to generate decoherence, we as-
sume the bath undergoes internal dynamics according to

Hb0 =
∑
n

ωnInz ,

Hbb =
∑
mn

bmnIn · Im , (10)

where ωn is the characteristic frequency of the nth nuclei
and bmn describes the dipole interaction between nuclei
m and n. While the nuclei can in general be a large
spin, e.g. the magnetic moment of In is 7/2, we restrict
|In| = 1/2 to be a phenomenological two-level system
wherein ωn captures any splitting between the two levels
arising from, for example, strain, applied magnetic field,
etc.

Lastly, projecting Eq. (1) onto the subgap states we
obtain (HA)νλ = Eνδνλ where Eν is the energy of the
νth Andreev state. Using only two of those states and
defining their difference in energy to be ωq = (Eν−Eλ)/2,
we obtain the full, effective qubit-bath Hamiltonian,

Heff = ωqηz +
∑
n

η · Ân · In+
∑
n

ωnInz +
∑
mn

bmnIn · Im .

(11)

In general, ωq and Ân depend on the phase difference,
applied magnetic field, and qubit encoding, i.e. which
two subgap states were chosen, so the decoherence time
should depend on these external parameters and qubit
choices.

IV. UNDERSTANDING DECOHERENCE

To simulate decoherence, we initialize the qubit into
an equal superposition of the logical Andreev states and
the bath into a random state. We evolve the initial states
for time τ/2, perform a π pulse on the qubit, and evolve
for another τ/2 (imitating a Hahn echo decoherence ex-
periment). The off diagonal elements of the qubit density
matrix are extracted and plotted as a function of τ . Upon
fitting this curve to ϵ exp[−(τ/T2E)

κ]+λ, we can extract
the echo coherence time, T2E . The simulation is identical
to extract the Ramsey coherence time, T2R, absent the
π-pulse.

A. Decoherence due to telegraph noise

Using the model parameters of Sec. II, we first cal-
culate the decoherence of Andreev levels coupled to a
bath of TLSs. We are interested in two cases: when the
fluctuators couple to the local (1) electric and (2) mag-

netic noise, Djn = C†
j τ

zCj and Djn = C†
jσ

zτzCj , respec-
tively. In both cases, we consider Nt = 100, Fn = F and
ΛUV = 102ΛIR. To accurately sample the rate of fluctu-
ating noise, we choose the time step in which the system
is evolved such that it is much smaller than the high

FIG. 5. Dephasing rate as a function of phase difference, ϕ,
using the same parameters as Fig. 2, due to magnetic (a)
and electric fluctuators (b); the open markers use r = 0 and
the closed markers use r = 0.03. The Ramsey dephasing
rate (echo dephasing rate), 1/T2R (1/T2E), are marked with
blue circles (orange squares). The local difference in magnetic
moment (a) and charge (b) is denoted by a dashed curve for
r = 0 and solid curve for r = 0.03.

frequency cutoff, Λ−1
UV/10. Moreover, demanding the co-

herence of the qubit encoded in the lowest two states to
be of order 1 ns fixes the product of F and Dn; because
Dn is different for electric and magnetic noise, in gen-
eral F will be different as well. Simultaneously, this fixes
ΛUV = 1 GHz and ΛIR = 10 MHz.
We plot the dephasing rate, i.e. the inverse of the

coherence time in the absence of energy relaxation, as
a function of phase difference when the qubit is cou-
pled to magnetic noise [Fig. 5(a)] where we have used
F = 200 GHz.29 When r = 0, the coherence time pre-
cipitously drops as the phase difference goes through
ϕ ≈ π/4, corresponding to the crossing of the second
and third lowest energy levels [Fig. 2(a)]. This is a con-
sequence of the difference in spin of the positively and
negatively dispersing Andreev states [Fig. 2(b)]. Quanti-
tatively, we find that the average local difference in spin
[Fig. 5(a)], Sz

(1,↑),(1,↓), is proportional to 1/T2R. T2E fol-

lows the same qualitative shape as T2R, though the mag-
nitude is roughly twice as large. For r = 0.97, the Ram-
sey coherence time gradually increases as ϕ is increased
from 0 to π as a result of the gradual change in spin
[Fig. 2(b)] which is a result of the anticrossing in the
spectrum [Fig. 2(a)].
When the qubit is coupled to charge noise [Fig. 5(b)]

and choosing F = 4 THz, 1/T2R is zero when time rever-
sal symmetry is preserved (ϕ = 0, π) because the spatial
profile of the charge is identical between the two lowest
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energy states. As phase increases, the difference in charge
increases which matches the decrease in T2R. At the
point where the states cross in the spectrum (ϕ ≈ π/4),
there is a decrease in coherence time. Past that point,
the coherence time increases linearly in accordance with
the charge difference of the states. Analogous to mag-
netic noise, we find that the average local difference in
charge, Q(1,↑,1,↓), matches the inverse coherence time
well. Likewise, T2E follows similar qualitative behavior
as T2R. When the transparency is imperfect (r ̸= 0), T2
is a continuous function of ϕ. Similar to the case of per-
fect transparency, 1/T2R ∼ 1/T2E which is proportional
to the average local difference in charge.

In Fig. 6, we plot the decoherence times as a function of
the filling, µ, when coupled to magnetic noise. Strikingly,
when r = 0, there exists a filling for which the dephas-
ing rate is minimized. For this value of µ, the Fermi en-
ergy is near the anticrossing of the semiconducting bands
wherein the total spin in the semiconducting sector is zero
(Fig. 1). Although the local spin of the Andreev states
remains finite, it is diminished and hence decreases the
dephasing rate. Although slightly obscured by oscilla-
tions, there exists an analogous decrease in dephasing
rate for r = 0.03. Similar to the phase-dependent co-
herence times, the filling-dependent 1/T2 is proportional
to the average local difference in spin. The inverse of
the echo times, 1/T2E , qualitatively follows 1/T2R with
a smaller magnitude. While there is some discrepancy
in the µ-dependent behavior between the decoherence
times, we can partially ascribe this to some poor func-
tional fitting of the coherence curves in the time-domain.
Because time reversal symmetry is preserved, the low-
est energy states are Kramer’s partners and consequently
have identical total charge [Fig. 3(c)] and charge density.
As a result, the coherence time diverges (figure omitted)
for all values of µ when the Andreev states are coupled
to charge noise.

The dephasing rate as a function of Bz is roughly
constant when the qubit is coupled to magnetic noise
[Fig. 7(a)]. Again, the average local difference in spin
is proportional to 1/T2. Contrasting with the dephasing
as a result of electric noise [Fig. 7(b)], 1/T2 strongly de-
pends on the magnetic field. Specifically, the coherence
time diverges as Bz approaches Bz = 0, i.e. the system
becomes time-reversal symmetric.

To conclude this section we summarize our results: By
changing the externally controllable parameters, ϕ, µ,
and Bz, one can strongly enhance or dimish the coher-
ence times. Moreover, the underlying local electric charge
and spin of the Andreev states appears to be, at the very
least, a good qualitative indicator of the dependence of
the coherence time on system parameters. As we see in
the next section, this informs our intuition about the de-
coherence mechanisms in realistic systems.

FIG. 6. Dephasing rate due to magnetic fluctuators as a
function of filling, µ, using the same parameters as Fig. 2
at ϕ = 0; the open markers use r = 0 and the closed markers
use r = 0.03. The simulated Ramsey dephasing rate (echo
dephasing rate), 1/T2R (1/T2E), are marked with blue circles
(orange squares). The local difference in magnetic moment
denoted by a dashed curve for r = 0 and solid curve for
r = 0.03. The lower and upper bound of µ are the same
as in Fig. 3.

FIG. 7. Dephasing rate as a function of magnetic field, Bz,
using the same parameters as Fig. 2, due to magnetic (a) and
electric fluctuators (b); the open markers use r = 0 and the
closed markers use r = 0.03. The simulated Ramsey dephas-
ing rate (echo dephasing rate), 1/T2R (1/T2E), are marked
with blue circles (orange squares). The local difference in
magnetic moment (a) and charge (b) denoted by a dashed
curve for r = 0 and solid curve for r = 0.03.

V. REALISTIC MODEL, COMPARING TO
EXPERIMENT

While the system parameters used in the previous sec-
tion were instructive in understanding the behavior of
parameter-dependent decoherence and its relation to the
underlying properties of the Andreev bound states, the
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FIG. 8. Realistic qubit frqency (a), ωq, difference in total
spin (b), δSz, and difference in total charge (c), δq, using
∆/t = 10−3, µ/t = −2.01, α/t ≈ 0.058, µ′/t ≈ 0.001,
α′/t ≈ 0.008, r = 0.05, L = 69, and M = 500, corresponding
to a semiconducting region of length 200 nm, width of 100 nm
and spin-orbit length of 50 nm. The solid blue, dotted orange,
and dashed green correspond to three different values of mag-
netic fields Bz = 70 mT, Bz = 17 mT, and Bz = 0 mT,
respectively.

Hamiltonian values used in Eq. (1) do not result in a par-
ticularly close match to experimentally measured spec-
tra11,16,17. To remedy this, we now tune our Hamiltonian
parameters to obtain a rough match with the spectra
measured in Ref. 17.

To begin, we take the length of the wire to be 200 nm
and the width to be 100 nm, the latter of which deter-
mines µ′.10 Using a spin-orbit length of 50 nm, which
is similar to experiment30,31, α and α′ are determined.
Next, we choose the gap to be 10−3t and, using a gap
size of 50 GHz, this sets the units in Eq. (1). To fix
µ and r, we match the qubit frequency as a function
of ϕ to Ref. 17; that is, the value of µ will inform the
Fermi velocities, which in turn gives the change in the
qubit frequency as ϕ is varied. When Bz/t ≈ 2 × 10−4

and ϕ = 0, the qubit frequency is slightly largely than
10 GHz. Upon comparison with Ref. 17, we identify this
value of Bz in our model with an applied magnetic field
of 70 mT which resolves a g-factor of approximately 10
which fits with experiment. Moreover, decreasing the
magnetic field to 17 mT, we obtain a maximal qubit fre-
quency of ≈ 3.3 GHz at ϕ ≈ −π/2 and a minimal qubit
frequency of ≈ 1.9 GHz at ϕ ≈ π/2 which also matches
experiment quite nicely.32 While these are likely not the
only parameters that recover similar spectral properties
to experiment, this is one example where they do [Fig.
8(a)].

As with the previous section, we are interested in the
coherence times as a function of externally-tunable pa-
rameters when the qubit is coupled to electric or mag-
netic noise. Experimentally, the coherence time has been

measured as a function of external magnetic field and ex-
ternal flux, corresponding to the parameters Bz and ϕ in
our model17. In the experiment, as Bz was varied, the
phase difference was fixed so that the qubit frequency
was maximized, i.e. ϕ ≈ −π/2. As ϕ was changed in
experiment, the qubit frequency was maintained at ap-
proximately 11 GHz which demands the magnetic field
be varied between 65 mT and 70 mT accordingly. When
studying the ϕ-dependent decoherence, we fix Bz = 0 mT
or 70 mT and, when studying the Bz-dependent deco-
herence, we fix ϕ = 0 or −π/2. While the values of
Bz = 70 mT and ϕ = −π/2 are consistent with ex-
periment, Bz = 0 and ϕ = 0 are simpler cases which
facilitate better physical intuition. As the experimental
dependence of T2 on Bz and ϕ is quite flat17, we expect
the fluctuators that result in flatter T2 curves to be a
better match with experiment.

Consider first the dephasing rate dependence on the
magnetic field. In Fig. 9(a), we plot 1/T2R (dashed) and
1/T2E (solid) as a function ofBz when the Andreev states
are coupled to magnetic noise and for ϕ = 0. The de-
pendence is quite weak and, as with the previous set of
parameters, follows the difference in local magnetic mo-
ment quite well. For ϕ = −π/2, the dephasing displays
similar behavior. When the Andreev states are coupled
to charge noise, the dephasing strongly depends on the
magnetic field. In particular, when time reversal sym-
metry is preserved, i.e. Bz = ϕ = 0, the coherence time
diverges. When ϕ = 0, the dephasing appears to increase
monotonically and roughly linearly with Bz. In contrast,
for ϕ = −π/2, the dephasing is a nonmonotonic function
of Bz.

In Fig. 10, we plot the dephasing as a function of phase
difference. When the Andreev states are coupled to mag-
netic noise [Fig. 10(a)] and Bz = 0 (open markers), both
dephasing rates are peaked at ϕ = 0 which correlates
well with the difference in local magnetic moment. The
analogous dephasing when Bz = 70 mT, is similar to
the Bz = 0 case but is peaked slightly away from ϕ = 0
which is similarly consistent with the difference in lo-
cal magnetic moment. When coupled to electric noise
[Fig. 10(b)], the ϕ-dependence on the dephasing is highly
anisotropic and goes to zero, i.e. the coherence time di-
verges, when time-reversal symmetry is preserved, i.e.
ϕ = 0,±π. As the magnetic field is turned on, the di-
vergence in the coherence time is lifted and the dephas-
ing rate is peaked near ϕ = 0. The local charge differ-
ence closely matches the dephasing in both the Bz = 0
(dashed blue curve) and Bz = 70 mT (solid blue curve)
case.

How do these different mechanisms compare to experi-
ment? To answer this, we compare our simulations to the
Bz- and ϕ-dependent T2 times reported in Ref. 17. Note
that our T2 simulations can be scaled by a global factor
by scaling the interactions between qubit and the bath,
F , and the bath fluctuation rate cutoffs, ΛUV and ΛIR.
Accordingly, we scale our Bz- and ϕ-dependent Ramsay
and echo coherence times to best fit the experimental re-
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χ2

electric TLS magnetic TLS (short range)
nuclear bath

(long range)
nuclear bath

T2R(B
z) 13 1 1 1

T2E(B
z) 29 3 3 3

T2R(ϕ) 8 1 1 0
T2E(ϕ) 35 12 7 5
Total 85 17 12 9

TABLE I. χ2 comparison of experimental data extracted from Ref. 17 to our numerically calculated dephasing rates as a result
of coupling to electric TLSs, magnetic TLSs, nuclei coupled at individual sites, and nuclei coupled over many sites. For brevity,
we have rounded to the nearest whole number.

FIG. 9. Realistic qubit dephasing as a function of Bz for
ϕ = 0 (open markers) and ϕ = −π/2 (filled markers) as a
result of coupling to magnetic (a) and electric (b) fluctuators
using the same parameters as in Fig. 8.

sults according to the χ2 goodness of fit. The simulated
noise source which minimizes the χ2 is, by definition, a
better fit to experiment [Tab. I]. We observe, rather gen-
erally, that the magnetic noise fits significantly better
than the electric noise.

Because we are more confident that magnetic noise is
the dominant source of dephasing, we study the effects
of a more sophisticated magnetic noise model: a nuclear
spin bath. For An, the coupling between Andreev states
and nuclei (bmn, the internuclear coupling), we take an
average value of 4 GHz (4 GHz) which are normally dis-
tributed with a variance of 4 GHz (2 GHz). The variance
in An phenomenologically captures the positioning of nu-
clei throughout different points in the crosssection of the
wire. Similarly, the variance in bmn, phenomenologically
captures variations in distances between nuclei. In our
simulations, we use NI = 7 nuclei whose positions are

FIG. 10. Realistic qubit dephasing as a function of ϕ for
Bz = 0 (open markers) and Bz = 70 mT (filled markers) as a
result of coupling to magnetic (a) and electric (b) fluctuators
using the same parameters as in Fig. 8.

chosen at random at sites in the semiconducting portion
of the wire. We take twenty of these random collections
of sites, calculate the dephasing, i.e. the off-diagonal
elements of the qubit density matrix, and average the re-
sults. Because the difference in local magnetic moments
depends on position, we expect this to give a reasonable
sample of effective hyperfine interactions.

In Fig. 11 (solid curve), we plot the Bz- and ϕ-
dependence of the dephasing and superimpose the ex-
perimental data on top of it. Indeed, we find that 1/T2R
and 1/T2E match the experimental results qualitatively
and quantitatively well. Similar to the telegraph noise,
we can scale the data by scaling the Hamiltonian of the
nuclear bath and calculate the best resulting χ2 [Tab. I].
Indeed, this appears comparably as good as the magnetic
TLS dephasing model. Nonetheless, notice that the de-
phasing found in experiment is constant or even dips near
ϕ = 0 while the dephasing as a result of magnetic noise,
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either the fluctuators or the nuclear spin bath, is peaked
near ϕ = 0. This is due to the fact that fluctuators and
nuclei act locally and so sample the local difference spin
of the Andreev states. In contrast, according to Fig. 8(b),
the total spin difference of the Andreev states has a dip
near ϕ = 0. If a magnetic noise source couples to the
Andreev states over a long distance, we expect to see a
peak dip at in the corresponding dephasing at ϕ = 0.
Plotting the dephasing as a result of nuclei that act over
the size of the semiconducting region [Fig. 11 (dashed
curve)], we find that the dephasing as a function of ϕ is
largely flat because the change in total spin with phase
is quite small but appears to fit the data better qual-
itatively. Quantitatively, the goodness of fit is slightly
better than the local spin fluctuations [Tab. I]. Although
we have only displayed our results for the nuclear spin
bath, we obtain similar parameter dependent coherence
times when magnetic TLSs couple to the Andreev states
over long distance.

As the nuclear spins appear to be a possible contribu-
tor to decoherence, we consider enhancing (short-range)-
nuclear-spin limited T2: As illustrated in the Sec. II, we
found that by changing the filling, µ, one can change the
effective spin of the Andreev states. Attempting the same
strategy for the realistic model, we first plot the Andreev
spectrum as a function of µ over a filling range of the
order 1 meV, for the case of (1) Bz = 0 and ϕ = −π/2
and (2) Bz = 70 mT and ϕ = 0. There are a handful of
minima in the spectrum which are the result of an anti-
crossing of particles and holes and have the same origin
as the oscillations in Fig. 3(b). However, because the
length is significantly smaller in this case as compared to
the model parameters in Sec. II, the range in abscissa be-
tween local minima is comparatively larger. According
to the spectrum, the qubit frequency for Bz = 70 mT
is larger than the qubit frequency for ϕ = −π/2 but the
qualitative dependence of the qubit frequency on µ is sim-
ilar in both cases. Moreover, there are several values of
µ in which the Andreev states merge with the gap (grey
shaded regions in Fig. 12). While we can formally calcu-
late the dephasing rate using the lowest two energy states
as a qubit, we have not carefully checked that they are
localized states. Moreover, these states that surf the gap
edge would be difficult to spectrally access in experiment
and focus on the white areas of Fig. 12.

In Fig. 12(b), we plot the dephasing as a result of
coupling to the nuclear spin bath when ϕ = −π/2 and
Bz = 70 mT. Observe, for both sets of parameters, that
the deeper the state in the gap, the shorter the T2R and
T2E . Upon plotting the average local magnetic moment
difference, we observe that the lower energy states indeed
have a larger magnetic moment and, therefore, a higher
dephasing rate. Consequently, the dephasing rate can be
significantly changed by parking the filling at different
values. While our previous simulations have been done
at µ ≈ −2 meV (e.g. Figs. 9-11), for which T2E ≈ 40 ns,
if one changes the full to µ ≈ −4 meV the coherence
times increases to T2E ≈ 70 ns. Alternatively, changing

the filling to µ = −0.5 meV reduces the coherence time to
T2E ≈ 35 ns. While the change in coherence is ultimately
a result of a reduction in relative spin, this itself stems
from the change in spin of the underlying semiconducting
states. In particular, at µ ≈ −4 meV, the semiconducting
band structure hosts two copropagating states with the
same spin direction so that difference in spin, inherited
by the Andreev states making up the qubit, is relatively
small.

VI. OUTLOOK

Throughout our calculations, we have focused on en-
coding the ASQ in the lowest energy, in-gap states.
Because different states will, in general, have different
charge and spin, an encoded qubit can have a qualita-
tively different dependence of T2 on ϕ and Bz which could
then be compared with numerical simulations of electric
and magnetic noise, analogous to those performed above.
In shorter junctions, like those modeled in Sec. V, one
could encode a qubit in the even occupancy state of the
junction33–35 while in longer junctions where there are
multiple in-gap Andreev doublets, e.g. those found in
Sec. II, one could encode a qubit in any combination of
in-gap states11,12,20.
While our nuclear spin model was sufficient to roughly

match experiment, a more sophisticated model could be
more predictive. Specifically, using a generalized coupled
cluster expansion method36,37, one could include many,
higher-spin defects which would alleviate the need for
many phenomenological parameters introduced to model
the noise in Sec. III. Moreover, such a model could be
used to study the regime when energy relaxation is the
dominant contributor to decoherence.

Although we have focused on InAs-inspired model pa-
rameters, we could apply our methodology to ASQs re-
alized in other semiconducting materials. In particu-
lar, Ge-based qubits have recently received a consid-
erable amount of interest38. Ge spin qubits enjoy an
anisotropic g-tensor39, due to the orbital mixing of the
heavy and light holes, and couple to nuclei via a dipole
interaction40,41. Because our calculations suggest nuclear
spins are the dominant source of decoherence, we expect
the decreased sensitivity to nuclei and ability to isotopi-
cally purify Ge to enhance Ge-based ASQs coherence.
Moreover, because our results are inconsistent with elec-
tric fluctuations, we do not expect the strong spin-orbit
interaction in Ge to significantly diminish the coherence
an ASQ.

VII. SUMMARY

In summary, we have constructed a 1D tight-binding
model to study the dependence of the coherence times of
ASQs as a function of externally controllable parameters:
applied magnetic field, phase difference, and filling of the
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FIG. 11. Numerically simulated decoherence rates resulting from short range (solid curve) and long range (dashed curve)
coupled nuclei as a function of Bz (a) and ϕ (b), using the same parameters as in Fig. 8. For comparison, we have overlayed
T2R (green diamonds) and T2E (red triangles) experimental data from Ref. 17.

FIG. 12. Spectrum as a function of µ where the dashed lines
are for Bz = 0 and ϕ = −π/2 and the solid lines for Bz =
70 mT and ϕ = 0 but otherwise using the same parameters
as Fig. 8 (a). Dephasing due to nuclei as a function of µ for
Bz = 0 and ϕ = −π/2 (open markers) and Bz = 70 mT
and ϕ = 0 (filled markers) (b). Dashed (solid) blue curves in
panel (b) are the average local magnetic moment for Bz = 0
and ϕ = −π/2 (Bz = 70 mT and ϕ = 0). Grayed areas
mark values of µ in which the in-gap states merge with the
continuum.

underlying semiconductor. Because the charge and spin
of the Andreev states encoding the ASQ depend on these
parameters, the effective coupling to electric and mag-
netic fluctuators will inherent that dependence. We have
matched the qualitative dependence of coherence times in
our simulations with those found in experiment17 and we
have identified magnetic fluctuations to be most consis-
tent source of noise in these systems. We predict that by
changing the filling of the underlying semiconductor, one
could experimentally access ASQs with longer coherence
times. order to further characterize the system.
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