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Abstract

We examine a natural but improper implementation of RSA signature verification deployed on the widely used

Diebold Touch Screen and Optical Scan voting machines. In the implemented scheme, the verifier fails to examine

a large number of the high-order bits of signature padding and the public exponent is three. We present an very

mathematically simple attack that enables an adversary to forge signatures on arbitrary messages in a negligible

amount of time.
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1. Background

Standard signatures using the RSA primitive
are generally computed in two steps: 1) A one-
way transformation T is applied to a message m
to produce an encoded message M . 2) The RSA
primitive using the private exponent is applied to
M to generate the signature σ. Given a signature
σ′ on a message m′, verification generally proceeds
similarly: 1) Again, the transformation T is applied
to m′ to obtain the encoded message M ′ = T (m′),
and 2) the RSA primitive using the public exponent
is applied to the signature σ′ to produce M ′′. 3) Fi-
nally, M ′ and M ′′ are checked for equality, and the
signature verifies if and only if they are equivalent.
In this paper, we examine an improperly imple-

mented RSA signature scheme, which uses a public
exponent of three, where the verifier fails to com-
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pare a large number of the high-order bits of the en-
coded messages M ′ and M ′′. We briefly present an
simple attack against such implementations that en-
ables an adversary to forge signatures on arbitrary
messages in a negligible amount of time. Specifically,
the attack works for any transformation function T
and for all messages when b < 1

3ℓn − 3, where b is
the number of low-order bits of M ′ and M ′′ that
are examined, and ℓn is the bit-length of the RSA
modulus.
This flawed signature scheme has become relevant

in practice as we observe multiple instantiations of
it in recent (May 2007) versions of the widely used
Diebold votingmachine firmware. 1 We find that the
Diebold Touch Screen bootloader 1.3.6 and Optical
Scan 1.96.8 employ a natural, yet flawed, implemen-
tation of “text-book” RSA where a transformation
function T = SHA-1 is used, and the least signifi-
cant 160 bits (i.e. the SHA-1 hash) of M ′ and M ′′

are exclusively examined when verifying their equal-

1 The code was examined under a charter from the Florida
Department of State in June 2007 [8].
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ity. The verified signatures cover data [8] that, if
unauthenticated, has been publicly reported to en-
able simple arbitrary software installation [11], vote
pre-loading (and pre-removing) [10], arbitrary code
execution [15], and a mass spreading, vote stealing
virus [6] on the voting machines.
Several other research papers have analyzed vari-

ants and flawed constructions of RSA authentication
systems and their padding and redundancy schemes.
Recently, Bleichenbacher describes an attack under
conditions similar to those we examine, where a pub-
lic exponent of three is used and erroneously imple-
mented signature verification code fails to appropri-
ately verify most of the low-order bits of a PKCS-1

padded message [1]. Examining another standard,
Coron, Naccache, and Stern extend a chosen plain-
text attack on the RSA cryptosystem by Desmedt
and Odlyzko [5] to develop a signature forgery strat-
egy that is effective on a scheme that uses a padding
format differing from ISO 9796-1 by only one bit [3].
In addition to these more common modes for RSA,
several studies have discovered weaknesses, under
varying conditions, in a number of schemes that do
not hash messages before signing, but instead apply
redundancy bits to them [2, 4, 9, 12–14].

2. Construction

We now describe the construction of the flawed
RSA signature scheme we examine.
Let n = pq be an ℓn-bit standard RSA modulus

equal to the product of two primes, and let d denote
the private exponent such that 3d ≡ 1 mod φ(n).
Let 3 be the public exponent. We use the notation
[x]:a−b to refer to the value obtained by writing bits
a − b of x as a binary number, where bit 0 is the
least significant bit of x. Furthermore, in the general
scheme we find, a message m is transformed into an
encoded message M using a transformation T be-
fore it is signed. In practice, the function T usually
involves hashing and padding the message m or ap-
plying redundancy to it. However, for the sake of
this analysis, we let T be any function T : {0, 1}∗ →
Z
∗

n (where Z
∗

n may be approximated as all integers
inclusively between 0 and n− 1).
Signature generation on a message m ∈ {0, 1}∗

then consists of the following two classic computa-
tions:

M = T (m) (1)

σ = Md mod n (2)

and the resulting signature is then σ ∈ Z
∗

n.

Verification proceeds similarly given a signature
σ′ and a message m′. The verifier computes:

M ′ = T (m′) (1)

M ′′ = σ′3 mod n (2)

Then, although an appropriate algorithmwould ver-
ify that M ′ = M ′′, in the faulty construction we
find, the verifier checks

[M ′]:0−(b−1) = [M ′′]:0−(b−1)

for a b < 1
3ℓn − 3. The signature is considered valid

if and only if the two values are equivalent.

3. Attack

Assuming the verification scheme described
above, we now describe a very simple method for
forging signatures on arbitrary messages.
Let m be any message and M = T (m). It follows

from the construction that if we can find a value σ,
such that

σ3 ≡ M + 2bz mod n

for any integer z where 2bz < n, then σ is a valid
signature. (Notice that if 2bz > n, its value is likely
to alter the lower b bits of the modular reduction, in
which case they will no longer match those of M .)
In the case where M is odd, a solution is almost

immediate when we consider the problem in Z
∗

2b .
Since we know the order of Z

∗

2b = 2b−1, we can
find the cube root of M mod 2b. First, using Eu-
clid’s extended algorithm, we find r such that 3r ≡
1 mod 2b−1.

Claim 1 σ ≡ M r mod 2b is a valid signature on
m when M is odd.

Proof. σ3 ≡ M3r ≡ M1+yφ(2b) ≡ M mod 2b by
Euler’s theorem. Since σ was generated as an ele-
ment of Z∗

2b , we know it can be written as an inte-
ger less than 2b. Thus, σ3 ≤ 23b ≤ 2ℓn−9 < n and
σ3 ≡ M + 2bz mod n for some z where 2bz < n. ✷

In the case whereM is even, the same attack does
not apply since M /∈ Z

∗

2b . Instead, we use a slightly
modified approach to obtain a member from that
group.
Choose c to be the least integer such that (2bc)3 >

n, and let r be defined as above.

Claim 2 σ = 2bc+
(

(M + n)r mod 2b
)

is a valid
signature on m when M is even.
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Proof. Let τ =
(

(M + n)r mod 2b
)

. We will first
find an upper bound on σ3. Since τ < 2b,

σ3 =
(

2bc+ τ
)3

<
(

2b(c+ 1)
)3

.

Further,
(

2b(c− 1)
)3

< n by our choice of c, which
we can rewrite

c+ 1 <
3
√
n

2b
+ 2.

Combining these two inequalities yields

σ3 <

(

2b
(

3
√
n

2b
+ 2

))3

=
(

3
√
n+ 2b+1

)3
,

or, by our bound on b,

σ3 <
(

3
√
n+ 2(

1

3
ℓn−3)+1

)3

=
(

3
√
n+ 2−2 3

√
n
)3

.

Thus,

σ3 <
125

64
n.

Now, with the above bound, and the fact that
σ3 > n, by our choice of c. We can conclude
(σ3 mod n) = σ3 − n. Hence, σ is a successful
forgery iff σ3 − n ≡ M mod 2b. Indeed,

σ3 − n ≡ (2bc)3 + 3(2bc)2τ + 3(2bc)τ2

+ τ3 − n mod 2b

≡ τ3 − n mod 2b.

Since n is odd, M +n is a member of Z∗

2b , and τ3 ≡
M + n mod 2b just as we saw in the M odd case.
Therefore, σ3 ≡ M mod n mod 2b. ✷

4. Conclusion

We have found a natural, but improper implemen-
tation of an RSA signature scheme in a highly sen-
sitive application, electronic voting. We present an
extremely mathematically simple attack against it,
which is also very practical. 2 We hope this subtle,
but real flaw emphasizes the challenges of properly
securing systems and also stresses the importance of
approaching such tasks diligently. 3

2 We verified the attack for the odd case on an optical scan
machine provided by the state of Florida.
3 After being notified of the flaw, the vendor improved
the signature verification code in new versions of their
firmware [7] although existing machines that are not updated
remain vulnerable, of course.
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