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Abstract

Residual stresses are self-equilibrated stresses on unloaded bodies. Owing to their complex
origins, it is useful to develop functions that can be linearly combined to represent any sufficiently
regular residual stress field. In this work, we develop orthonormal sequences that span the
set of all square-integrable residual stress fields on a given three-dimensional region. These
sequences are obtained by extremizing the most general quadratic, positive-definite functional
of the stress gradient on the set of all sufficiently regular residual stress fields subject to a
prescribed normalization condition; each such functional yields a sequence. For the special
case where the sixth-order coefficient tensor in the functional is homogeneous and isotropic
and the fourth-order coefficient tensor in the normalization condition is proportional to the
identity tensor, we obtain a three-parameter subfamily of sequences. Upon a suitable parameter
normalization, we find that the viable parameter space corresponds to a semi-infinite strip. For a
further specialized spherically symmetric case, we obtain analytical expressions for the sequences
and the associated Lagrange multipliers. Remarkably, these sequences change little across the
entire parameter strip. To illustrate the applicability of our theoretical findings, we employ
three such spherically symmetric sequences to accurately approximate two standard residual
stress fields. Our work opens avenues for future exploration into the implications of different
sequences, achieved by altering both the spatial distribution and the material symmetry class
of the coefficient tensors, toward specific objectives.

1 Introduction

LetR be an open, bounded region in three-dimensional point space E . Let n denote the unit normal,
directed outward from R, on ∂R. A residual stress field S on R is a symmetric second-order tensor
field defined such that

DivS = 0 on R,

Sn = 0 on ∂R,

}
(1)

where Div denotes the divergence operator onR. In other words, S is a self-equilibrated distribution
of stress in an unloaded body that occupies the region R.

Residual stresses are ubiquitous, manifesting most commonly in manufactured components
and biological tissues. Virtually all manufacturing processes give rise to residual stresses that
may adversely affect performance, potentially leading to premature failure. Conversely, through
processes like the shot-peening of metals and the tempering of glass, residual stresses are sometimes
judiciously introduced to improve properties and performance (Schajer, 2013). Similarly, in the
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relatively new field of 3D printing, the mass accretion process can be designed to create optimal
residual stress profiles tailored to specific applications (Zurlo and Truskinovsky, 2017).

Examples of biological systems that use residual stresses to their advantage abound. For in-
stance, leaves require residual stresses to open (Oliver et al., 2016), flowers are residually stressed
for seed dispersal (Evangelista et al., 2011), blood arteries are residually stressed to prevent large
stress concentrations (Chuong and Fung, 1986) and achieve better functionality (Sigaeva et al.,
2019), and residual stresses that develop when growing wood cells contract longitudinally while
expanding transversely fortify tree trunks against strong winds (Gordon, 1978). Such biological
systems have inspired the development of biomimetic devices with self-shaping properties for ap-
plications like drug delivery (Fernandes and Gracias, 2012) and self-assembly of lithographically
structured microcontainers (Leong et al., 2008), among others.

The system (1) has an infinite number of solutions. To uniquely determine any particular
solution S requires the provision of additional information. Such information is usually obtained
by introducing a functional constitutive relation between S and the deformation. However, residual
stresses often have complex origins, and it may be challenging to ascertain the precise deformation
history and material properties of a residually stressed body. From that viewpoint, developing
sequences that span the space of all S satisfying (1), independent of their physical or theoretical
origins, is useful. Ideally, any such sequence should depend solely on the region R; in particular, it
should be independent of the deformation history and material properties of any given body.

Tiwari and Chatterjee (2020) obtained one such sequence. That sequence spans the set of all
square-integrable residual stress fields on R. Its elements are the stationary points, henceforth
referred to as ‘extremizers’, of the functional

E0(S) =
1

2

∫
R
|GradS|2 dv (2)

over the set

S0 =

{
T : T ∈ Sym , DivT = 0, Tn|∂R = 0,

∫
R
|T |2 dv < ∞, E0(T ) < ∞

}
, (3)

where n is the unit normal field on ∂R and ‘Sym’ denotes the set of all symmetric second-order
tensor fields on R, subject to the normalization condition∫

R
|S|2 dv = 1. (4)

It is important to note that the extremization problem studied in Tiwari and Chatterjee (2020) is
tacitly predicated on a nondimensionalization.

Sequences that span general residual stress fields have many potential applications. For ex-
ample, they can be used to obtain finite-dimensional approximations of the desired accuracy of a
given residual stress field, as shown by Tiwari and Chatterjee (2020). Additionally, they can aid
in interpolating the residual stress in a manufactured component determined experimentally at a
finite number of points, as shown by Tiwari (2022). This approach is to be distinguished from
alternatives based on one-dimensional interpolation, using splines, polynomials, Fourier series, etc.,
usually employed by practitioners, exemplified by the work of Schajer and Prime (2007). Further-
more, Tiwari and Chatterjee (2024) recently utilized the sequence obtained in their earlier work to
solve traction boundary-value problems in linear elasticity using stress-based variational principles.
Finally, in the application of theories in which the residual stress appears explicitly in the con-
stitutive equation (e.g., Hoger (1986)) or in the development of metamaterials requiring complex
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residual stress patterns (e.g., Danescu et al. (2013)), such sequences may provide a suitable finite-
dimensional framework for the associated optimization problem. Generally speaking, the provision
of such a sequence furnishes a vocabulary that can be used to discuss, describe, and characterize
arbitrary residual stresses without knowledge of the physical mechanisms that may have caused
them.

In this paper, we generalize the results in Tiwari and Chatterjee (2020) by establishing that,
for spatially varying sixth- and fourth-order coefficient tensors AA and C , respectively, satisfying
certain symmetry and positive-definiteness conditions presented in Section 2.1, extremization of
each quadratic functional E defined by

E(S) =
1

2

∫
R
GradS · AA [GradS] dv (5)

over the set

S =

{
T : T ∈ Sym , DivT = 0, Tn|∂R = 0,

∫
R
T · C [T ] dv < ∞, E(T ) < ∞

}
(6)

subject to the normalization condition∫
R
S · C [S] dv = ςvol(R), (7)

where ς > 0 is a prescribed constant, yields a sequence of extremizers spanning the set of all
square-integrable residual stress fields; the notations HH [M] and D[N ] represent the action of a
sixth-order tensor HH on a third-order tensor M and the action of a fourth-order tensor D on
a second-order tensor N , respectively. Thus, we obtain a family of residual stress bases, which
includes, in particular, the sequence obtained in Tiwari and Chatterjee (2020).

If AA is homogeneous and isotropic and C is proportional to the fourth-order identity tensor,
we obtain a three-parameter subfamily of sequences. Notably, for parameters corresponding to the
choice tacitly employed in the work of Tiwari and Chatterjee (2020), the Euler–Lagrange equation
has features reminiscent of the Stokes equation for an incompressible Newtonian fluid (Gurtin,
1973) and the time-independent Schrödinger equation (Dirac, 1930).

For a further specialized spherically symmetric case, wherein the analytical determination of
extremizers is tractable, we remarkably find that the corresponding sequences change only slightly
in the vast landscape of viable functionals. Furthermore, for a specific functional choice, the Euler–
Lagrange equation reduces to the Helmholtz equation for the extremizing stress. Lastly, through
illustrative examples, we find that the spanning properties of different members of the spherically
symmetric family of sequences are essentially identical, indicating that there is no evident reason
to favor any particular sequence, including that selected by Tiwari and Chatterjee (2020).

The primary contribution of this paper is that the generality of the results established herein
affords great leeway in the choice of the coefficient tensors AA and C . This flexibility extends
both to the spatial distributions and material symmetry classes of AA and C , thereby providing
a rich landscape of diverse complete sequences. We are optimistic that future work will explore
these choices to obtain sequences with desired characteristics complementing existing works. For
instance, Zurlo and Truskinovsky (2017) present a prescription for mass accretion in 3D printing
that produces a desired residual stress in an arbitrarily shaped body; our work provides a finite-
dimensional setting to determine these residual stresses, thereby facilitating the development of
tailored accretion protocols.

A secondary contribution lies in the explicit determination of the viable parameter space for
homogeneous, isotropic choices of AA and in demonstrating that even within the small collection of
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spherically symmetric sequences, constituting a tiny portion of the totality of complete sequences,
the interplay of the various parameters leads to interesting phenomena.

This paper is arranged as follows. In Section 2, we consider, for a given region R, the first
variation of E over the set of all residual stress fields S satisfying a certain normalization condition
and the property E(S) < ∞. Each choice of viable coefficient tensors AA and C in the resulting
boundary-value problem yields a sequence of extremizers; therefore, we obtain a family of sequences.
Toward the end of Section 2, we obtain the dimensionless version of the boundary-value problem.
The subsequent analysis and calculations undertaken in the paper focus on this dimensionless
problem. In Section 3, we find several useful properties of the members of the aforementioned
family of sequences, the most important being that each member spans the set of all square-
integrable residual stress fields on R. In Section 4, we consider the special case in which AA is
homogeneous and isotropic and C is the fourth-order identity tensor, obtaining a three-parameter
subfamily of sequences. We next find the viable collection of parameters that ensure the positive
definiteness of the integrand of E as defined in (5). In Section 5, we obtain analytical solutions for
the spherically symmetric sequences of Section 4 and the accompanying Lagrange multiplier fields,
thus enabling comparisons between different members of the family within this specialized case.
In Section 6, we present two illustrative examples of fitting linear elastic, spherically symmetric
residual stress fields with the sequences computed in Section 5. Finally, we summarize our findings
in Section 7.

2 Variation of E

2.1 Euler–Lagrange equation. Natural boundary condition

In this section, we consider the problem of extremizing the functional E, defined by (5), over the
set S, defined by (6), subject to the normalization condition (7).

We assume that the sixth-order coefficient tensor AA in (5) possesses the symmetry conditions

M2 · AA [M1] = M1 · AA [M2] and AA [GradN ] = AA [Grad(N⊤)], (8)

for all third-order tensors M1 and M2 and second-order tensors N . Moreover, we assume that
the fourth-order coefficient tensor C possesses the symmetry conditions

N2 · C [N1] = N1 · C [N2] and C [N1] = C [N⊤
1 ], (9)

for all second-order tensors N1 and N2. We furthermore assume that AA and C satisfy the inequal-
ities

GradS(x) · AA(x)[GradS(x)] > 0 and S(x) · C (x)[S(x)] > 0 (10)

for all x in R and for all non-zero S in S. By (10)1, we see that the functional E in (5) is
positive-definite for all S satisfying (1). We will see in Section 3, and B referenced therein, that
the positive definiteness of E and the assumption (10)2 suffice to ensure the existence of solutions
of the extremization problems considered in this paper.

Notice that the coefficient tensor C possesses the same symmetry and positive definiteness con-
ditions (9) and (10)2, respectively, as the fourth-order stiffness and compliance tensors of linear
elasticity. However, we emphasize that despite these similarities, the extremization problem de-
scribed by the conditions (5)–(7) and its solutions are independent of any functional constitutive
relation. In particular, each sequence of extremizers spans the set of all square-integrable residual
stress fields, not just those with linear elastic origins.
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To obtain the conditions on an extremizer of the functional E introduced in (5), we note that
an admissible variation U := δS of S must be symmetric and, with reference to (1)1,2, (7), and
(9)1, must satisfy

DivU = 0 on R,

Un = 0 on ∂R,

 (11)

and ∫
R
U · C [S] dv = 0. (12)

Preliminary to deriving the consequences of stipulating that the first variation δE of E be stationary,
we establish some useful corollaries of (11)–(12). To begin, let µ be a differentiable vector field on
R. Then, by (11) and the divergence theorem,∫

R
(symGradµ) ·U dv =

∫
R
Gradµ ·U dv

=

∫
R
(Div(U⊤µ)− µ ·DivU) dv

=

∫
∂R

µ ·Un da

= 0. (13)

Next, by (11)2 and the symmetry of U , there exists a symmetric tensor field B defined on ∂R such
that

U = PBP on ∂R, (14)

where P , as defined by
P = 1 − n⊗ n on ∂R, (15)

is the perpendicular projector on ∂R, 1 being the second-order identity tensor.
On varying (5), applying the divergence theorem, and invoking (8)1, (12), (13), and (14), the

requirement that δE = 0 yields∫
R
(Grad(AA [GradS])[1 ] + λC [S]− symGradµ) ·U dv = −

∫
∂R

((AA [GradS])n) ·U da, (16)

where λ is a constant scalar. Next, on choosing U to be compactly supported about a point interior
to R, (16) yields the Euler–Lagrange equation

−Grad(AA [GradS])[1 ] + symGradµ = λC [S] on R. (17)

Furthermore, in view of (17), the stationarity condition (16) reduces to∫
∂R

((AA [GradS])n) ·U da = 0. (18)

On invoking the representation (14) on ∂R of U and using the symmetry of P , we obtain∫
∂R

(P ((AA [GradS])n)P ) ·B da = 0. (19)
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On choosing B to be compactly supported about a point on ∂R, (19) yields the natural boundary
condition

P ((AA [GradS])n)P = O, (20)

where O denotes the zero second-order tensor. Thus, in the sense of Gurtin and Jabbour (2002),
the tangential component of the tensor field (AA [GradS])n defined on ∂R vanishes.

We next wish to determine the constant Lagrange multiplier λ. Toward that end, we compute
the scalar product of (17) with S, integrate the resulting identity over R, and invoke (13) to find
that

−
∫
R
(Grad(AA [GradS])[1 ]) · S dv = λ

∫
R
S · C [S] dv. (21)

Applying the divergence theorem and invoking (7), it follows, from (21), that

−
∫
∂R

((AA [GradS])n) · S da+

∫
R
GradS · AA [GradS] dv = λςvol(R). (22)

With reference to (1)2 and (20), the boundary term in (22) drops out, yielding∫
R
GradS · AA [GradS] dv = λςvol(R) (23)

and, thus, we find that λ is given in terms of S by

λ =
1

ςvol(R)

∫
R
GradS · AA [GradS] dv. (24)

On using (24) in (17) and invoking the definition (5) of E, the Euler–Lagrange equation (17) takes
the form

−Grad(AA [GradS])[1 ] + symGradµ =
2E

ςvol(R)
S. (25)

Elimination of λ leaves only the variables S and µ in the boundary-value problem consisting
of the second-order partial-differential equation (25), the constraint embodied by the first-order
partial-differential equation (1)1, the boundary conditions (1)2 and (20), and the normalization
condition (7). Granted that S is known, it can be used in (5) to obtain E.

Incidentally, it is straightforward to see that if the pair S and µ is a solution to the constrained
boundary-value problem described above, then the pair −S and −µ is also a solution.

2.2 Dimensionless boundary-value problem

If we stipulate that E, introduced in (5), has physical dimensions

[E] =
ML2

T2 , (26)

the coefficient tensor AA must accordingly have physical dimensions

[AA] =
L3T2

M
. (27)

Similarly, on stipulating that
∫
R S ·C [S] dv has the same physical dimensions as E, it follows that

ς has dimensions of force per unit area or, equivalently mass per unit length per unit time squared,
that is:

[ς] =
M

LT2 . (28)
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Moreover, from (7) and (28), we find that the coefficient tensor C must have physical dimensions

[C ] =
LT2

M
. (29)

Furthermore, from the Euler–Lagrange equation (17), it follows the physical dimensions of λ and
µ must be

[λ] =
[AA][S]

L2
= 1 and [µ] =

M[AA]

L2T2 = L. (30)

Based on (27)–(30), we introduce dimensionless counterparts x∗, S∗(x∗), AA∗(x∗), C ∗(x∗), and
µ∗(x∗) of x, S(x), AA(x), C (x), and µ(x) through

x∗ =
x

L
, S∗(x∗) =

S(x)

ς
, AA∗(x∗) =

AA(x)ς

L2
,

C ∗(x∗) = C (x)ς, and µ∗(x∗) =
µ(x)

L
,

 (31)

where we take L to be given by

L = (k0vol(R))
1
3 , (32)

with k0 being a prescribed dimensionless constant. Letting Grad∗ denote the dimensionless coun-
terpart of the gradient arising from the change (31)1 of independent variable, we thus obtain a
dimensionless version,

−Grad∗(AA∗Grad∗S∗)[1 ] + symGrad∗µ∗ = λC ∗[S∗], (33)

of the Euler–Lagrange equation (17). Moreover, with the introduction of

dv∗ =
dv

L3
and E∗ =

E

L3ς
, (34)

(5) transforms to

E∗(S∗) =
1

2

∫
R∗

Grad∗S∗ · AA∗[Grad∗S∗] dv∗. (35)

Finally, the normalization condition of (7) takes the form∫
R∗

S∗ · C ∗[S∗] dv∗ = 1. (36)

We hereinafter consider only the dimensionless entities. To reduce clutter, we drop the asterisks
accompanying the various quantities and operators so that the constrained dimensionless boundary-
value problem consists of

−Grad(AA [GradS])[1 ] + symGradµ = λC [S],

DivS = 0,

}
on R,

Sn = 0,

P ((AA [GradS])n)P = O,

}
on ∂R,

∫
R
S · C [S] dv = 1.


(37)
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The conditions in (37) are the Euler–Lagrange equation (37)1, the equilibrium condition (37)2,
the traction boundary condition (37)3, the natural boundary condition (37)4, and the normaliza-
tion condition (37)5. Additionally, from (35), the dimensionless functional underlying the Euler–
Lagrange equation (37)1 and the natural boundary condition (37)4 is

E(S) =
1

2

∫
R
GradS · AA [GradS] dv. (38)

We mention some noteworthy points from the boundary-value problem (37). The Euler–
Lagrange equation (37)1 and the equilibrium condition (37)2 yield six and three scalar differen-
tial equations, respectively, while the traction boundary condition (37)3 and the natural boundary
condition (37)4 yield three scalar boundary conditions each. The unknowns entering (37) are the
stress S (six scalar fields), the multiplier µ (three scalar fields) which may be interpreted as the
reaction to the constraint (37)2, and the constant scalar multiplier λ, which may be interpreted as
the reaction to the normalization condition (37)5. Thus, although (37)1,2 constitute nine scalar con-
ditions and (37)3,4 constitute only six scalar conditions, the three additional conditions associated
with the need to determine µ are supplied by (37)1,2. In this regard, it is important to recognize
that a boundary condition for µ is not needed. The information needed to determine λ is supplied
by the normalization condition (37)5, which, on the face of it, appears to be the only nonlinear
condition in the system (37). However, noting the dependence (24) of λ on S, we conclude that the
Euler–Lagrange equation (37)1 is also non-linear. Additionally, we see that µ appears only through
its gradient and, thus, can generally be determined only up to an additive constant. Finally, λ is
related to the dimensionless functional E, from (5), (24), and (38), by

λ = 2E. (39)

We thus conclude from the positive definiteness of E that

λ > 0. (40)

For a given choice of AA and C that are viable in the sense that they satisfy (8)–(10), the
boundary-value problem (37) generally admits more than one solution. Since λ is positive by (40),
we can readily arrange the stress solutions and Lagrange multiplier fields corresponding to given
AA and C in sequences (SN ) and (µN ), respectively, ordered by increasing (λN ). For subsequent
reference, we denote the N th stress solution, henceforth referred to as ‘extremizer’, and Lagrange
multiplier field as SN and µN , respectively. At this point, the index set from which N derives
its values remains ambiguous; specifically, it is uncertain whether the index set encompasses the
entirety of the natural numbers N or constitutes a subset thereof. We will see in Subsection 3.3
that the index set is N.

3 Properties of the extremizers

Motivated by the functional E in (38) and the normalization condition (37)5, we introduce the
functionals ⟨·, ·⟩AA : S × S → R and ⟨·, ·⟩C : S × S → R defined by

⟨T 1,T 2⟩AA =

∫
R
GradT 2 · AA [GradT 1] dv and ⟨T 1,T 2⟩C =

∫
R
T 2 · C [T 1] dv (41)

for all T 1 and T 2 in S, where the set S is defined in (6). By the symmetry, bilinearity, and positive
definiteness of AA from (8)1, (41)1, and (10)1, respectively, ⟨·, ·⟩AA is a scalar product since, for any
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scalars η1, η2, and any T 1,T 2,T 3 in S,

⟨T 1,T 2⟩AA = ⟨T 2,T 1⟩AA,

⟨η1T 1 + η2T 2,T 3⟩AA = η1⟨T 1,T 3⟩AA + η2⟨T 2,T 3⟩AA,

⟨T 1,T 1⟩AA > 0 if T 1 ̸= O.

 (42)

Similarly, by the symmetry, bilinearity, and positive definiteness of C from (9)1, (41)2, and (10)2,
respectively, ⟨·, ·⟩C is a scalar product since, for any scalars η1, η2, and any T 1,T 2,T 3 in S,

⟨T 1,T 2⟩C = ⟨T 2,T 1⟩C ,

⟨η1T 1 + η2T 2,T 3⟩C = η1⟨T 1,T 3⟩C + η2⟨T 2,T 3⟩C ,

⟨T 1,T 1⟩C > 0 if T 1 ̸= O.

 (43)

The norms derived from the scalar products (41)1 and (41)2 are denoted as ∥ · ∥AA and ∥ · ∥C ,
respectively, and are defined by

∥T ∥AA = ⟨T ,T ⟩
1
2
AA and ∥T ∥C = ⟨T ,T ⟩

1
2
C (44)

for any T in S. We show in Propositions 1 and 2 in A that on the set S, the norm ∥·∥AA is equivalent
to the H1(R) norm and the norm ∥ · ∥C is equivalent to the L2(R) norm, respectively.

Recalling the definition (6) of S, we denote its completion in the L2(R) norm as S̄. By the
equivalence of the L2(R) norm with the norm ∥ · ∥C from Proposition 2, the completion of S in the
norm ∥ · ∥C is also equal to S̄. Notice, in particular, that discontinuous residual stress fields are
elements of S̄, but are not elements of S.

We next wish to establish that the sequence (SN ) of extremizers forms a basis in the norm ∥ ·∥C

for S̄ and in the norm ∥ · ∥AA for S. Toward this objective, we devote Subsections 3.1 through 3.3
to deriving several useful properties of the extremizers. Then, in Subsections 3.4 and 3.5, we use
those properties to establish the sought results .

3.1 Extremizers are orthonormal with respect to the scalar product induced by
C

Let Sp, µp, and λp be a solution triplet of the boundary-value problem described by (37), meaning,
in particular, that

−Grad(AA [GradSp])[1 ] + symGradµp = λpC [Sp]. (45)

Let Σ be a residual stress field on R. Consider the L2(R) scalar product of (45) with Σ :

−
∫
R
(Grad(AA [GradSp])[1 ]) ·Σ dv +

∫
R
(symGradµp) ·Σ dv = λp

∫
R
Σ · C [Sp] dv. (46)

By the arguments in (13), the second-term on the left-hand side of (46) vanishes. We use the
divergence theorem to re-write the first term on the left-hand side of (46) as follows:

−
∫
R
(Grad(AA [GradSp])[1 ]) ·Σ dv = −

∫
∂R

((AA [GradSp])n) ·Σ dv +

∫
R
GradΣ · AA [GradSp] dv.

(47)
Next, by (1)2 and the symmetry of Σ , there exists a symmetric tensor field B defined on ∂R such
that

Σ = PBP on ∂R, (48)
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where P is the perpendicular projector on ∂R, and is given by (15). Moreover, from symmetry of
P and the natural boundary condition (37)4, it follows that

((AA [GradSp])n) · (PBP ) = (P ((AA [GradSp])n)P ) ·B = 0. (49)

Thus, the integral over ∂R in (47) vanishes and (46) reduces to∫
R
GradΣ · AA [GradSp] dv = λp

∫
R
Σ · C [Sp] dv. (50)

Let Sq, µq, and λq be another solution triplet of the boundary-value problem described by (37),
with q ̸= p. Since Sq is a residual stress field, it follows from (50) that∫

R
GradSq · AA [GradSp] dv = λp

∫
R
Sq · C [Sp] dv. (51)

Repeating the arguments from (45) through (51) with p and q interchanged yields∫
R
GradSp · AA [GradSq] dv = λq

∫
R
Sp · C [Sq] dv. (52)

By the assumptions (8)1,2, (52) can be written as∫
R
GradSq · AA [GradSp] dv = λq

∫
R
Sq · C [Sp] dv. (53)

Subtracting (53) from (51) yields

(λp − λq)

∫
R
Sq · C [Sp] dv = 0. (54)

Consider, first, the case λp ̸= λq, whence∫
R
Sq · C [Sp] dv = 0. (55)

Thus, Sp and Sq are orthogonal with respect to the scalar product ⟨·, ·⟩C defined by (41)2. By
(37)5, we find, furthermore, that they are orthonormal with respect to the scalar product ⟨·, ·⟩C .

Next, consider the case λp = λq but Sp ̸= Sq. Accordingly, the relation (55) obtained from the
consideration λp ̸= λq need not hold. However, it is straightforward to check that for real scalars ηp
and ηq, ηpSp + ηqSq is also a solution of the boundary-value problem (37), with the corresponding
Lagrange multiplier field being ηpµp + ηqµq, as long as ηp and ηq satisfy the condition

η2p + η2q + 2ηpηq

∫
R
Sq · C [Sp] dv = 1 (56)

which ensures that ηpSp + ηqSq has unit ∥ · ∥C norm. In other words, any element in the subset of
S spanned by Sp and Sq with unit ∥ · ∥C norm is a solution. Thus, Sp and Sq can be chosen such
that they are orthonormal in the scalar product induced by C .

Finally, if λp = λq and Sp = Sq but µp ̸= µq then, from (37)1,

symGradµp = symGradµq, (57)

and there is no distinction between these two cases.
In summary, the extremizers corresponding to given viable coefficient tensors AA and C are

mutually orthonormal with respect to the scalar product ⟨·, ·⟩C induced by C .
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3.2 Extremizers are orthonormal with respect to the scalar product induced by
AA

On invoking (55), the identity (53) for p ̸= q reduces to∫
R
GradSq · AA [GradSp] dv = 0 (58)

or, by the definition (41)1 of the scalar product ⟨·, ·⟩AA, to

⟨Sp,Sq⟩AA = 0. (59)

Thus, the extremizers are not only orthonormal with respect to the scalar product ⟨·, ·⟩C induced
by C but also orthogonal in the scalar product ⟨·, ·⟩AA induced by AA.

3.3 Extremizers are infinitely many

We next establish that for given AA and C satisfying (8)–(10), there are infinitely many linearly inde-
pendent extremizers. We argue by contradiction. Assume that there only N0 linearly independent
extremizers SN , N = 1, 2, . . . , N0. For brevity, we introduce the set

NN0 = {m ∈ N : m = 1, 2, . . . , N0} (60)

of all natural numbers from 1 through N0.
Recalling the set S defined by (6), consider the non-dimensional problem of extremizing E,

defined by (38), over the set

SN0⊥ =

{
T : T ∈ S,

∫
R
SN · C [T ] dv = 0, N ∈ NN0

}
, (61)

subject to the condition ∫
R
S · C [S] dv = 1. (62)

We show in B that a solution to the above extremization problem exists.
To find the equations satisfied by an extremizer S of the above problem, we notice that an

admissible variation U of S must, in addition to being symmetric and complying with (11)–(14),
satisfy ∫

R
U · C [SN ] dv = 0, N ∈ NN0 . (63)

Following the procedure detailed in Section 2, we find, after incorporating (63), that S satisfies the
Euler–Lagrange equation

−Grad(AA [GradS])[1 ] + symGradµ = λC [S] +

N0∑
N=1

νNC [SN ], (64)

where νN , N ∈ NN0 , are constant scalars. Moreover, since the additional constraints∫
R
SN · C [S] dv = 0, N ∈ NN0 , (65)

have no bearing on the boundary conditions, S satisfies the natural boundary condition (37)4.

11



We compute the scalar product of (64) with a given Sp, p ∈ NN0 , and integrate the resulting
identity over R to obtain

−
∫
R
(Grad(AA [GradS])[1 ])·Sp dv+

∫
R
(symGradµ)·Sp dv = λ

∫
R
Sp·C [S] dv+

N0∑
N=1

νN

∫
R
Sp·C [SN ] dv.

(66)
By the divergence theorem, the second term on the left-hand side of (66) drops out. By (65), the
first term on the right-hand side of (66) drops out. Furthermore, by (55) and (37)5, the second term
on the right-hand side of (66) contributes only νp. By an application of the divergence theorem on
its first term on the left-hand side, (66) then becomes

−
∫
∂R

((AA [GradS])n) · Sp da+

∫
R
GradSp · AA [GradS] dv = νp. (67)

Since S satisfies the same natural boundary condition as Sp, the arguments from (48) through
(50), which led to the realization that the integral over ∂R vanishes, still hold, so that (67) reduces
to ∫

R
GradSp · AA [GradS] dv = νp. (68)

By the assumption (8)1, (68) can be equivalently written as∫
R
GradS · AA [GradSp] dv = νp. (69)

Since S is a residual stress field, (50), with Σ = S, applies, thence yielding

νp =

∫
R
S · C [Sp] dv. (70)

Upon invoking the symmetry (9)1 of C and the relation (65), we find that

νp = 0. (71)

Since p is arbitrary, we conclude that νN = 0, N ∈ NN0 . Inserting these zeros in (64), we find that
S satisfies the same equations as those satisfied by SN , N ∈ NN0 , and additionally satisfies (65).
This implies that S must either be equal to one of the SN , N ∈ NN0 , or, a linear combination
thereof with unit ∥ · ∥C norm; moreover, it is orthogonal to each SN , N ∈ NN0 , with respect to the
scalar product ⟨·, ·⟩C . The provisional assumption that there are only finitely many extremizers N0

is thus contradictory, and we conclude that there are infinitely many extremizers SN , N ∈ N.
In the next subsection, we prove that SN , N ∈ N, span S̄.

3.4 Extremizers form an orthonormal basis for S̄ in the norm induced by C

Again, we argue by contradiction. Assume that the set

S̃⊥ =

{
T : T ∈ S,

∫
R
SN · C [T ] dv = 0, N ∈ N

}
, (72)

where S is defined by (6), is non-empty. Consider the problem of extremizing the functional E,
defined by (38), over S̃⊥, subject to the condition∫

R
S · C [S] dv = 1. (73)
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An admissible variation U of an extremizer S must, in addition to being symmetric and complying
with (11)–(14), satisfy ∫

R
U · C [SN ] dv = 0, N ∈ N. (74)

Arguing now in the same spirit as that in Subsection 3.3, we find that S, guaranteed to exist by
the arguments in B, lies in the span of SN , N ∈ N. Moreover, since S belongs to the set S̃⊥ defined
in (72), it is orthogonal to each of the SN , N ∈ N, with respect to the scalar product ⟨·, ·⟩C . Our
assumption that S̃⊥ is non-empty is thus contradictory and we conclude that S̃⊥ is empty. This
implies that there is no element in S that is orthogonal to each SN , N ∈ N, with respect to the
scalar product ⟨·, ·⟩C . Thus, SN , N ∈ N span S. Finally, since each element of S̄ is arbitrarily close
in the norm ∥ · ∥C to some element of S, we conclude that SN , N ∈ N, form an orthonormal basis
for S̄ with respect to the norm ∥ · ∥C .

Since, by Proposition 2, the norm ∥ · ∥C is equivalent to the L2(R) norm on S, we obtain,
furthermore, the corollary that SN , N ∈ N, form a basis for S̄ with respect to the L2(R) norm.

As mentioned at the beginning of Section 2, discontinuous residual stress fields are elements
of S̄ but are not elements of S. The foregoing result shows that even a discontinuous residual
stress field can be represented as a linear combination of SN , N ∈ N. This feature of our theory is
illustrated in Subsection 6.2, where we consider a shrink-fit residual stress field.

3.5 Extremizers form an orthogonal basis for S in the norm induced by AA

Notice, first, that the norm ∥ · ∥AA, given by (44)1, is equivalent to the H1(R) norm on S (see
Proposition 1 in A). Moreover, the mappings

T → DivT on R and T → Tn on ∂R (75)

are continuous in the H1(R) norm. As a result, S is a complete space when equipped with the
norm ∥ · ∥AA.

We prove the claim stated in the heading of this subsection by contradiction. Assume that
there is a non-zero element S̃ in S such that

⟨S̃,SN ⟩AA = 0, N ∈ N. (76)

Invoking the definitions (41)1,2 of the scalar products ⟨·, ·⟩AA and ⟨·, ·⟩C and (50), it follows that

⟨S̃,SN ⟩AA = λN ⟨S̃,SN ⟩C , N ∈ N, (77)

which, in conjunction with (76), implies that

λN ⟨S̃,SN ⟩C = 0, N ∈ N. (78)

Since λN > 0, N ∈ N, we find that

⟨S̃,SN ⟩C = 0, N ∈ N. (79)

However, as established in Subsection 3.4, SN , N ∈ N, span S in the norm ∥ · ∥C , and we obtain
a contradictory conclusion that S̃ = 0. Thus, SN , N ∈ N, form a basis for S with respect to the
norm ∥ · ∥AA. Using this result in conjunction with (59), we conclude that SN , N ∈ N, form an
orthogonal basis for S with respect to the norm ∥ · ∥AA.

Since the norm ∥ · ∥AA is equivalent to the H1(R) norm on S by Proposition 1, we obtain,
furthermore, the corollary that SN , N ∈ N, form a basis for S with respect to the H1(R) norm.
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In summary, the sequence of extremizers corresponding to given viable coefficient tensors AA and
C forms an orthonormal basis for S̄ in the norm ∥ · ∥C induced by C . Moreover, it also forms an
orthogonal basis for S in the norm ∥ · ∥AA induced by AA. This way, we have a family of residual
stress bases.

4 The case of homogeneous, isotropic coefficient tensor

Olive and Auffray (2013) showed that a sixth-order tensor AA has 17 symmetry classes. Across
different symmetry classes, the number of independent components in AA varies from 5 in the
isotropic case to 171 in the totally anisotropic case. In this section, we consider the simplest case of
AA being isotropic. Furthermore, we assume that AA is homogeneous on R. Additionally, recognizing
that we are dealing with the dimensionless version of the problem, we take the coefficient tensor C
to be the fourth-order identity tensor.

4.1 Euler–Lagrange equation. Natural boundary condition

For brevity, we denote the integrand of E, given by (38), by

U(GradT ;x) = GradT (x) · AA(x)[GradT (x)] (80)

and we suppress the x dependence henceforth. For isotropic coefficient tensor AA and symmetric
second-order tensor field T , a trivial extension of the arguments due to Mindlin (1964) shows that
U must admit a representation of the form

U(GradT ) =
1

2
(a1|Grad(tr T )|2 + a2|GradT |2 + a3GradT · (GradT )⊤

+ a4|DivT |2 + a5Grad(tr T ) ·DivT ), (81)

where a1 through a5 are scalar coefficients varying with position in R, and where the transpose
M⊤ of a third-order tensor M is defined such that

M⊤ · (u⊗ v ⊗w) = M · (v ⊗w ⊗ u) (82)

for all vectors u, v, and w. Since DivT = 0 in our case, we set a4 and a5 to zero. Furthermore, to
make the dependence of the first term in (81) on GradT explicit, we define the trace of a third-order
tensor M such that

trM · v = (Mv) · 1 (83)

for all vectors v. Then,

(tr(GradT )) · v = ((GradT )v) · 1 = GradT · (1 ⊗ v) = Grad(T · 1 ) · v = Grad(trT ) · v. (84)

Thus, Grad(trT ) = tr(GradT ) and (81) simplifies to

U(GradT ) =
1

2
(a1| tr(GradT )|2 + a2|GradT |2 + a3GradT · (GradT )⊤). (85)

We further assume that the coefficient tensor AA is homogeneous on R, whereby the coefficients
a1 through a3 in (85) are constants. Moreover, we take the coefficient tensor C to be the fourth-
order identity tensor. Then, for U of the form (85), the Euler–Lagrange equation (37)1 takes the
form

−a1(∆ trS)1 − a2∆S + symGradµ = λS (86)
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and the natural boundary condition (37)4 takes the form

a1((Grad(trS)) · n)P + a2P ((GradS)n)P + a3P ((GradS)⊤n)P = O. (87)

Although the parameters a1 and a2 appear in both (86) and (87), a3 appears only in (87). This is
essentially because the condition DivT = 0 implies that

GradT · (GradT )⊤ = Div(T (GradT )⊤). (88)

Consequently, while extremizing the specialization of E obtained by using (80) in (38), the term
with coefficient a3 in (85) goes over to the boundary upon using the divergence theorem and, thus,
is a null Lagrangian.

4.2 Parameter space for a positive-definite U

We noted in Section 3.4, and B referenced therein, that (10) or, equivalently, the condition

U(GradT ) > 0, (89)

where T is a residual stress field, is sufficient for the existence of extremizers. We now find how
this condition translates to those on the parameters a1 through a3 for AA isotropic.

To find these conditions, it is helpful to write U as a linear combination of positive-definite
terms. Toward that objective, we employ Auffray’s decomposition (Auffray, 2013) of the gradient
of a symmetric second-order tensor into two orthogonal parts. The first part symGradT is given
by

symGradT =
1

3
(GradT + (GradT )⊤+ ((GradT )⊤)⊤), (90)

where (GradT )⊤ and ((GradT )⊤)⊤ are defined through (82). Notice that symGradT is a totally-
symmetric third-order tensor, that is:

symGradT = (symGradT )⊤ = ((symGradT )⊤)⊤. (91)

The second, remaining, part skwGradT of GradT is given by

skwGradT = GradT − symGradT . (92)

Note that we have used the blackboard bold font styles sym and skw in (90) and (92) to distinguish
those transformations from the operators ‘sym’ and ‘skw’ used earlier that deliver the symmetric
and skew parts, respectively, of a second-order tensor.

Using the orthogonality property sym(GradT ) · skw(GradT ) = 0, it follows that

|GradT |2 = GradT ·GradT

= (symGradT + skwGradT ) · (symGradT + skwGradT )

= symGradT · symGradT + skwGradT · skwGradT

= |symGradT |2 + |skwGradT |2.

(93)

Similarly, using symGradT = (symGradT )⊤ and the identity

M⊤
1 ·M⊤

2 = M1 ·M2, (94)
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which is valid for all third-order tensors M1 and M2, we find that

GradT · (GradT )⊤ = (symGradT + skwGradT ) · (symGradT + skwGradT )⊤

= (symGradT + skwGradT ) · ((symGradT )⊤+ (skwGradT )⊤)

= (symGradT + skwGradT ) · (symGradT + (skwGradT )⊤)

= symGradT · symGradT + symGradT · (skwGradT )⊤

+ skwGradT · (skwGradT )⊤

= |symGradT |2 + (symGradT )⊤ · (skwGradT )⊤+ skwGradT · (skwGradT )⊤

= |symGradT |2 + skwGradT · (skwGradT )⊤.
(95)

We next wish to express skwGradT · (skwGradT )⊤ as a linear combination of positive-definite
terms. To that end, we use the following characterization of skwGradT :

skwGradT =
1

3
((CurlT )×+t((CurlT )×)). (96)

The various operations in (96) are defined as follows. For a third-order tensor M, tM is the
third-order tensor defined such that

tM · (u⊗ v ⊗w) = M · (v ⊗ u⊗w) (97)

for all vectors u, v, and w. For a second-order tensor N , N× is the third-order tensor defined
such that, for any vector v,

(N×)v = N(v×), (98)

where the second-order tensor v× is defined by

(v×)w = v ×w (99)

for any vector w. Finally, for a second-order tensor N , CurlN is the second-order tensor defined
through

(CurlN)× = GradN − ((GradN)⊤)⊤. (100)

Let
T c = (CurlT )× . (101)

Then, using the identity
t(N×) = −(N×)⊤ (102)

holding for all second-order tensors N and the identity

((M⊤)⊤)⊤ = M (103)

holding for all third-order tensors M, and invoking (94), (96), and (101), it follows that

skwGradT · (skwGradT )⊤ =
1

9
(T c +

t T c) · (T ⊤
c + (tT c)

⊤)

=
1

9
(T c · T ⊤

c − T c · (T ⊤
c )

⊤− T ⊤
c · T ⊤

c + T ⊤
c · (T ⊤

c )
⊤)

=
1

9
(T c · T ⊤

c − T ⊤
c · T c − T c · T c + T c · T ⊤

c )

= −1

9
(T c · T c − T c · T ⊤

c ).

(104)
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Similarly,

skwGradT · skwGradT =
1

9
(T c +

t T c) · (T c +
t T c)

=
1

9
(T c · T c + T c ·t T c + T c ·t T c +

t T c ·t T c)

=
1

9
(T c · T c − T c · T ⊤

c − T ⊤
c · T c + T ⊤

c · T ⊤
c )

=
2

9
(T c · T c − T c · T ⊤

c ).

(105)

By (104) and (105), it follows that

skwGradT · (skwGradT )⊤ = −1

2
|skwGradT |2. (106)

Substituting (106) in (95) yields

GradT · (GradT )⊤ = |symGradT |2 − 1

2
|skwGradT |2. (107)

Using (93) and (107) in (85), it follows that

U(GradT ) =
1

2

(
a1| tr(GradT )|2 + (a2 + a3)|symGradT |2 +

(
a2 −

a3
2

)
|skwGradT |2

)
. (108)

By (108), the set of viable parameters for positive definiteness of U is

V0 =
{
(a1, a2, a3) : a1 > 0, a2 + a3 > 0, 2c2 − a3 > 0

}
. (109)

Notice, however, that in deriving the viable parameter set V0 for the U given by (85), we have not
invoked the property DivT = 0. Hence, the conditions in the definition of V0 in (109) are sufficient
but not necessary for positive definiteness of U . In other words, the set V0 is contained in a set for
which U is positive-definite with the additional constraint DivT = 0.

To determine how the constraint DivT = 0 enlarges the set of viable parameters for positive
definiteness of U , we further decompose symGradT , following Auffray (2013), as

symGradT = H1 +H2, (110)

where the third-order tensor fields H1 and H2 are given by

H1 =
1

15
(Grad(trT )⊗ 1 + 1 ⊗Grad(trT ) + (Grad(trT )⊗ 1 )⊤)

+
2

15
(DivT ⊗ 1 + 1 ⊗DivT + (DivT ⊗ 1 )⊤) (111)

and
H2 = symGradT −H1. (112)

With reference to (111) and (112), H1 and H2 satisfy

H1 ·H2 = 0; (113)

furthermore, with reference to (83) and (112), H2 satisfies

trH2 = 0. (114)
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Similarly, skwGradT can be decomposed as

skwGradT = H3 +H4, (115)

where the third-order tensor fields H3 and H4 are given by

H3 =
1

3
(sym(CurlT )×+t(sym(CurlT )×)) (116)

and
H4 = skwGradT −H3. (117)

By (96), H4 admits the alternative representation

H4 =
1

3
(skw(CurlT )×+t(skw(CurlT )×)). (118)

Considerations analogous to those leading to (113) and (114) yield

H3 ·H4 = 0 (119)

and
trH3 = 0. (120)

Using the decompositions (110) and (115) in (108) while taking note of the properties (113),
(114), (119), and (120), we find that if AA is isotropic, then the integrand of E, given by (38), can
be expressed as

U =
1

2

(
a1(| trH1 + trH4|2) + (a2 + a3)(|H1|2 + |H2|2) +

(
a2 −

a3
2

)
(|H3|2 + |H4|2)

)
. (121)

Since DivT = 0, H1 in (111) reduces to

H1 =
1

15
(Grad(trT )⊗ 1 + 1 ⊗Grad(trT ) + (Grad(trT )⊗ 1 )⊤). (122)

Moreover, using the identity

skw(CurlN) =
1

2
(DivN −Grad (trN))× (123)

which holds for any symmetric second-order tensor N , it follows, from (118) and the constraint
DivT = 0, that

H4 = −1

6
((Grad (trT )×)×+t((Grad (trT )×)×)). (124)

In view of the identities

(v ⊗ 1 ) · (v ⊗ 1 ) = 3|v|2,

(1 ⊗ v) · (1 ⊗ v) = 3|v|2,

(v ⊗ 1 ) · (1 ⊗ v) = (1 ⊗ v) · (v ⊗ 1 ) = |v|2,

(v ⊗ 1 )⊤ · (1 ⊗ v) = (1 ⊗ v) · (v ⊗ 1 )⊤ = |v|2,

((v×)×) · ((v×)×) =t ((v×)×) ·t ((v×)×) = 4|v|2,
t((v×)×) · ((v×)×) =t ((v×)×) · ((v×)×) = 2|v|2,


(125)
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which hold for any vector v, we find that

|H1|2 =
1

15
|Grad trT |2, |H4|2 =

1

3
|Grad trT |2 = 5|H1|2. (126)

Furthermore, by the definition in (83) of trace of a third-order tensor, it can be shown that

tr(Grad(trT )⊗ 1 ) = Grad(trT ),

tr(1 ⊗Grad(trT )) = 3Grad(trT ),

tr((Grad(trT )⊗ 1 )⊤) = Grad(trT ),

tr((Grad (trT )×)×) = −2Grad (trT ),

tr(t((Grad (trT )×)×)) = −2Grad (trT ),


(127)

whereby, from (122) and (124),

| trH1|2 =
1

9
|Grad(trT )|2 = 5

3
|H1|2, | trH4|2 =

4

9
|Grad(trT )|2 = 20

3
|H1|2. (128)

Substituting (126) and (128) in (121), we see that

U =
3

4
(10a1 + 4a2 − a3)|H1|2 +

1

2
(a2 + a3)|H2|2 +

1

4
(2a2 − a3)|H3|2. (129)

Since H1, H2, and H3 are independent, by (129), the largest set Ṽ of viable parameters ai,
i = 1, 2, 3, for which U is positive-definite is

Ṽ =
{
(a1, a2, a3) : 10a1 + 4a2 − a3 > 0, a2 + a3 > 0, 2a2 − a3 > 0

}
. (130)

In summary, for the case of isotropic AA, the conditions on ai, i = 1, 2, 3, in the definition (130) of
Ṽ are necessary and sufficient for positive definiteness of U . As expected, V0 defined by (109) is a
proper subset of Ṽ.

For further analysis, we consider the inequality 2a1 + a2 > 0 obtained by adding the first two
conditions in the definition (130) of Ṽ. We introduce

χ = 2a1 + a2, (131)

and define the dimensionless constants

ϱ =
a1
χ
, β =

a2
χ
, and γ =

a3
χ
. (132)

Notice, by (131) and (132)1,2, that

ϱ =
1− β

2
. (133)

Accordingly, by (85) and (131)–(133), it follows that

U(GradT ) =
χ

2

(1− β

2
| tr(GradT )|2 + β|GradT |2 + γGradT · (GradT )⊤

)
. (134)

Granted that
χ > 0, (135)
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Figure 1: Semi-infinite strip, depicted in blue shade, of viable choices of the parameters β and γ
for positive definiteness of U for isotropic AA. The parameters corresponding to the boundaries of
the strip are not viable.

the set of viable parameters for positive definiteness of U can be equivalently written, by (130),
(132), and (133), as

V =
{
(β, γ) : β + γ < 5, β + γ > 0, 2β − γ > 0

}
. (136)

The viable choices of β and γ, obtained from (136), belong to the shaded region in Figure
1. Notice that the semi-infinite strip of the viable points has its other finite edge at infinity in
the fourth quadrant. Furthermore, since the inequalities in (136) are strict, the points on the
boundaries of this strip, given by the union of the sets ∂Vi, i = 1, 2, 3, defined by

∂V1 =
{
(β, γ) : β + γ = 5, β ≥ 5/3

}
,

∂V2 =
{
(β, γ) : γ = 2β, 0 < β < 5/3

}
,

∂V3 =
{
(β, γ) : β + γ = 0, β ≥ 0

}
,

(137)

are not viable.
To summarize, (134), with χ satisfying (135), and β and γ belonging to the set V defined by

(136), defines all positive-definite choices of U for isotropic AA.
It is evident from (134) that the choice of U adopted by Tiwari and Chatterjee, which is simply

the integrand in (2), corresponds to χ = 1, β = 1, and γ = 0. By (135) and (136), we see that this
particular choice of U is positive-definite, as expected.

In terms of χ, β, and γ, the dimensionless constrained boundary-value problem (37) takes, with
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reference to (86), (87), (132), and (133), the form

−χ
1− β

2
(∆ trS)1 − χβ∆S + symGradµ = λS,

DivS = 0,

 on R,

Sn = 0,

1− β

2
((Grad(trS)) · n)P + βP ((GradS)n)P + γP ((GradS)⊤n)P = O,

 on ∂R,

∫
R
|S|2 dv = 1.



(138)

The only relation in (138) that depends explicitly on the parameter χ is the Euler–Lagrange equa-
tion (138)1, which may be recast as

−1− β

2
(∆ trS)1 − β∆S + symGrad µ̃ = λ̃S, (139)

with

µ̃ =
µ

χ
and λ̃ =

λ

χ
. (140)

We notice from (138) and (139) that for any choice of χ > 0, the dimensionless constrained
boundary-value problem (138) is the same as that for χ = 1 upon redefining the Lagrange multi-
pliers µ and λ through (140). Thus, without loss of generality, we choose

χ = 1. (141)

Accordingly, the dimensionless constrained boundary-value problem (138) becomes

−1− β

2
(∆ trS)1 − β∆S + symGradµ = λS,

DivS = 0,

 on R,

Sn = 0,

1− β

2
((Grad(trS)) · n)P + βP ((GradS)n)P + γP ((GradS)⊤n)P = O,

 on ∂R,

∫
R
|S|2 dv = 1.



(142)

Furthermore, by (38), (80), (134), and (141), the dimensionless functional E takes the form

E =
1

2

∫
R

(1− β

2
| tr(GradT )|2 + β|GradT |2 + γGradT · (GradT )⊤

)
dv. (143)

Notice that the relations (142)1,2 are partial-differential equations; hence, it is not generally
possible to find analytical solutions to the system (142). However, for the particular case in which
R is a spherical shell, it seems reasonable to explore whether the system supports spherically
symmetric solutions. In the next section, we explore this possibility.
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5 Analytical solutions for the spherically symmetric case

In Section 4, we derived the boundary-value problem satisfied by the extremizers for the special case
in which the sixth-order tensor AA entering the definition (38) of the functional E is homogeneous
and isotropic and the fourth-order tensor C in the normalization condition (37)5 is the identity
tensor. In this section, we further specialize the problem by seeking spherically symmetric solutions
in the context of that specialization. Toward that end, we consider R to be a spherical shell and
stipulate that the solutions to the boundary-value problem (142) be spherically symmetric too,
thus reducing (142) to a system of ordinary-differential and algebraic equations. In attempting to
solve that system, we aim to derive analytical expressions for the spherically symmetric extremizers
SN , N ∈ N, and the corresponding Lagrange multiplier fields µN , N ∈ N.

5.1 Reduction of the constrained boundary-value problem to a system of ordinary-
differential and algebraic equations

We consider R to be a spherical shell having inner and outer radii ri and ro, respectively, necessarily
satisfying ro > ri > 0. Furthermore, we select the center of the shell to be the origin o of point
space E in which it is embedded. Given a fixed right-handed orthonormal basis {e1, e2, e3} for the
translation space of E , we define spherical basis vectors through

er = sinφ (cosϑ e1 + sinϑ e2) + cosφ e3,

eφ = cosφ (cosϑ e1 + sinϑ e2)− sinφ e3,

eϑ = − sinϑ e1 + cosϑ e2,

 r > 0, 0 ≤ φ ≤ π, 0 ≤ ϑ < 2π. (144)

Furthermore, we define associated second-order tensors Π and Ω through

Π = eφ ⊗ eφ + eϑ ⊗ eϑ = 1 − er ⊗ er and Ω = eφ ⊗ eϑ − eϑ ⊗ eφ. (145)

It can then be shown that the tensor field R of the form

R(ζ) = er ⊗ er + cos ζΠ + sin ζΩ , (146)

represents a rotation about er by the angle ζ.
A vector field µ is spherically symmetric if its components relative to the spherical basis

{er, eφ, eϑ} depend at most on r and it satisfies

Rµ = µ (147)

for all ζ. It can then be shown that (147) holds for all ζ if and only if there exists a scalar-valued
function µ of r such that µ has the form

µ = µer. (148)

Similarly, a second-order tensor field N is spherically symmetric if its components relative to
{er, eφ, eϑ} depend at most on r and it satisfies

RNR⊤ = N (149)

for all ζ. It can then be shown that (149) holds for all ζ if and only if there exist scalar-valued
functions N∥, N⊥, and N⟲ of r such that N has the form

N = N∥er ⊗ er +N⊥Π +N⟲Ω . (150)
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Accordingly, a symmetric second-order tensor S that satisfies (149) must have the form

S = S∥er ⊗ er + S⊥Π = (S∥ − S⊥)er ⊗ er + S⊥1 . (151)

Considering the boundary-value problem (142), it is evident that we need to evaluate the quan-
tities symGradµ, GradS, DivS, ∆S, and ∆(trS). To begin, we see from (148) that

Gradµ = µ′er ⊗ er +
µ

r
Π , (152)

where a prime denotes a differentiation with respect to r. From (145)1 and (152), it is evident that,
as defined by (152), Gradµ is symmetric.

Next, applying the gradient to (151) and using the identity

Grad(er ⊗ er) =
1

r
(er ⊗Π + eφ ⊗ er ⊗ eφ + eϑ ⊗ er ⊗ eϑ)

=
1

r
((er ⊗ eφ + eφ ⊗ er)⊗ eφ + (er ⊗ eϑ + eϑ ⊗ er)⊗ eϑ), (153)

we find that

GradS = S′
∥er ⊗ er ⊗ er + S′

⊥Π ⊗ er

+
S∥ − S⊥

r
((er ⊗ eφ + eφ ⊗ er)⊗ eφ + (er ⊗ eϑ + eϑ ⊗ er)⊗ eϑ), (154)

from which it follows that

DivS =
(
S′

∥ +
2(S∥ − S⊥)

r

)
er. (155)

Applying the divergence to (154), we next find that

∆S =
(
S′′

∥ +
2

r
S′

∥ −
4(S∥ − S⊥)

r2

)
er ⊗ er +

(
S′′

⊥ +
2

r
S′

⊥ +
2(S∥ − S⊥)

r2

)
Π . (156)

Furthermore, since, by (151),
trS = S∥ + 2S⊥, (157)

we find that

∆(trS) = S′′
∥ + 2S′′

⊥ +
2(S′

∥ + 2S′
⊥)

r
. (158)

Thus, granted that S and µ are spherically symmetric, the Euler–Lagrange equation (142)1
reduces, by (152)–(158), to the system of ordinary-differential equations

−1− β

2

(
S′′

∥ + 2S′′
⊥ +

2(S′
∥ + 2S′

⊥)

r

)
− β

(
S′′

∥ +
2

r
S′

∥ −
4(S∥ − S⊥)

r2

)
+ µ′ = λS∥,

−1− β

2

(
S′′

∥ + 2S′′
⊥ +

2(S′
∥ + 2S′

⊥)

r

)
− β

(
S′′

⊥ +
2

r
S′

⊥ +
2(S∥ − S⊥)

r2

)
+

µ

r
= λS⊥,

 (159)

which are to be solved on ri < r < ro. Similarly, in view of the identities

(Grad(trS)) · n = (S′
∥ + 2S′

⊥),

(GradS)er = S′
∥er ⊗ er + S′

⊥Π ,

(GradS)⊤er = S′
∥er ⊗ er +

S∥ − S⊥

r
Π ,

 (160)
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the natural boundary condition (142)4 reduces to

1− β

2
(S′

∥ + 2S′
⊥) + βS′

⊥ + γ
S∥ − S⊥

r
= 0, (161)

which applies at r = ri and r = ro. The remaining equations in the boundary-value problem,
namely (142)2,3,5, reduce, respectively, to

S′
∥ +

2(S∥ − S⊥)

r
= 0 on ri < r < ro,

S∥ = 0 at r = ri and r = ro,∫ ro

r=ri

(S2
∥ + 2S2

⊥) dr =
1

4π
.


(162)

The system consisting of (159), (161), and (162), represents the spherically symmetric version
of the constrained boundary-value problem (142). To confirm that we have the correct number
of conditions, we first observe that the two second-order ordinary-differential equations (159) and
the first-order ordinary-differential equation (162)1 can be recast into a system of five first-order
ordinary-differential equations in the five scalar fields: S∥, S′

∥, S⊥, S′
⊥, and µ. The conditions

(161) and (162)2 collectively constitute four boundary conditions. Another boundary condition is
obtained by stipulating that the scalar fields S∥, S⊥, and S′

∥ are continuous at r = ri, which implies
that the condition (162)1 also holds at r = ri. Consequently, by incorporating the normalization
condition (162)3, we have the requisite conditions to determine the five scalar fields mentioned
above and the constant multiplier λ. As noted at the end of Subsection 2.2, a boundary condition
for the Lagrange multiplier field µ is not needed.

Toward obtaining the analytical solutions of the spherically symmetric problem, we first elim-
inate S⊥ and µ to yield a problem involving only S∥. As we will see shortly, this yields a system
depending on the functional parameters β and γ through only their sum β+γ. Thus, the spherical
symmetry of the problem leads to a dimensional reduction in the parameter dependence, making
it possible for us to determine the extremizers for all viable choices of the parameters β and γ.

5.2 Dimensional reduction in parameter dependence

As outlined above, we express the boundary-value problem solely in terms of S∥. This is done as
follows. First, µ is eliminated by multiplying (159)2 with r, differentiating the resulting equation,
and subtracting (159)1 from that equation. Then, S⊥ is eliminated using (162)1, yielding the system

S′′′′
∥ +

8S′′′
∥

r
+
( 8

r2
+ λ

)
+
(
− 8

r3
+

4λ

r

)
S′

∥ = 0 on ri < r < ro,

S∥ = 0,

rS′′
∥ − (β + γ − 4)S′

∥ = 0,

}
at r = ri and r = ro,

∫ ro

r=ri

(
S2

∥ + 2
(rS′

∥

2
+ S∥

)2)
dr =

1

4π
.


(163)

We notice from (163) that S∥ and, by (162)1, S⊥ depend on the functional parameters through
β + γ. Moreover, we see from Figure 1 that one edge of the semi-infinite strip of viable β and γ
values is the line 2β − γ = 0. Given these observations, it is convenient to work with

p = β + γ and k = 2β − γ. (164)
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Figure 2: Depiction of the semi-infinite strip of viable parameters in terms of p and k. In the
spherically symmetric case, the determination of the extremizers and λ for 0 < p < 5 ascertains
them across the entire strip.

Recalling the set V introduced in (136) of viable parameter choices, we notice that its boundaries
Vi, i = 1, 2, 3, given by (137), can be represented in terms of p and k as

∂V1 =
{
(p, k) : p = 5, k ≥ 0

}
,

∂V2 =
{
(p, k) : k = 0, 0 < p < 5

}
,

∂V3 =
{
(p, k) : p = 0, k ≥ 0

}
.

(165)

These boundaries are depicted in Figure 2.
We observe from (162)1 and (163) that λ, S∥, and S⊥ do not depend on k. Consequently, having

determined them for 0 < p < 5 and any convenient choice of k, we can determine them across the
entire semi-infinite strip depicted in Figure 2.

To see why this dimensional reduction in parameter dependence occurs, notice, by (82), (154),
and (157), that for S spherically symmetric,

Grad(trS) = (S′
∥ + 2S′

⊥)er,

(GradS)⊤ = S′
∥er ⊗ er ⊗ er + S′

⊥er ⊗Π

+
2(S∥ − S⊥)

r
(eϕ ⊗ sym(er ⊗ eϕ) + eϑ ⊗ sym(er ⊗ eϑ)).

 (166)

By (154) and (166), the three terms in the integrand on the right-hand side of (143) simplify to

|Grad(trS)|2 = (S′
∥ + 2S′

⊥)
2,

|GradS|2 = S′2
∥ + 2S′2

⊥ +
(2(S∥ − S⊥)

r

)2
,

GradS · (GradS)⊤ = S′2
∥ + 4S′

⊥

(S∥ − S⊥

r

)
+ 2

(S∥ − S⊥

r

)2
.


(167)

25



Furthermore, in view of (162)1, (167)2,3 reduce, respectively, to

|GradS|2 = 2(S′2
∥ + S′2

⊥ ),

GradS · (GradS)⊤ =
3S′2

∥

2
− 2S′

∥S
′
⊥.

 (168)

With reference to (167)1 and (168), we see that

|GradS|2 − |Grad(trS)|2
2

= GradS · (GradS)⊤. (169)

Hence, by (169), for S spherically symmetric and divergence-free, E, given by (143), simplifies to

E(S) =
1

2

∫
R

( |Grad(trS)|2
2

+ (β + γ)GradS · (GradS)⊤
)
dv, (170)

which by (88) and a subsequent application of the divergence theorem, becomes

E(S) =
β + γ

2

∫
∂R

((GradS)⊤[S]) · nda+
1

4

∫
R
|Grad(trS)|2 dv, (171)

where the notation M[N ] represents the action of a third-order tensor M on a second-order
tensor N . From (171), it is evident that the parameters β and γ enter the formulation only
through p = β + γ. Moreover, since that parameter appears on the contribution to E from ∂R,
it is evident why, of all the equations in the boundary-value problem (163), p features only in the
natural boundary condition (163)3.

In the following two subsections, we derive analytical expressions for the extremizer S. We
note an important point before proceeding. We have seen that the semi-infinite strip (depicted in
Figure 2) of parameter values for which the integrand U of E is positive-definite does not include
the boundaries, namely p = 0, p = 5, and k = 0, for general residual stress fields. However, for a
non-trivial spherically symmetric residual stress field S, we show in C that along these boundaries,
E(S) > 0. For that reason, we will include these boundaries when using numerical methods to
compute the constants that appear in the analytical expressions for the components of the stress
and the Lagrange multiplier.

5.3 Analytical solutions for the extremizers for p = 0

The general solution S∥ of (163)1 is given by

S∥(r) =
c0

ω3r3

(
c1 +

c4r
3

r3o
+ (c2ωr + c3) cosωr − (c2 − c3ωr) sinωr

)
, (172)

where c0 through c4 are constants, with ci, i = 1, . . . , 4, satisfying

c21 + c22 + c23 + c24 = 1, (173)

and where ω is defined by
ω =

√
λ. (174)

It is readily verified that S∥ as defined in (172) satisfies

rS′′
∥ + 4S′

rr = ω2r
( c0c1
ω3r3

+
c0c4
ω3r3o

− Srr

)
. (175)
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The boundary conditions (163)2,3, with aid of (175), yield

c0ri
ω

( c1
r3i

+
c4
r3o

)
= pS′

rr

∣∣
ri
,

c0ro
ω

( c1
r3o

+
c4
r3o

)
= pS′

rr

∣∣
ro
. (176)

At p = 0, (176) reduces to the homogeneous system

c0ri
ω

( c1
r3i

+
c4
r3o

)
= 0,

c0ro
ω

( c1
r3o

+
c4
r3o

)
= 0. (177)

For non-trivial solutions, c0 ̸= 0 and, thus, c1 = c4 = 0, whereby (172) simplifies to

S∥(r) =
c0

ω3r3
((c2ωr + c3) cosωr − (c2 − c3ωr) sinωr). (178)

Using (173), with c1 = c4 = 0 substituted therein, and the trigonometric identity sin(θ1 + θ2) =
sin θ1 cos θ2 + sin θ2 cos θ1, (178) can be written as

S∥(r) = A∥(r) sin(ωr + θ∥(r)), (179)

where A∥ and θ∥ are defined by

A∥(r) =
c0
√
1 + ω2r2

ω3r3
and θ∥(r) = sin−1

( c2ωr + c3√
1 + ω2r2

)
. (180)

Upon substituting (179) in (162)1, and employing manipulations resembling those used above, we
find that

S⊥(r) = A⊥(r) cos(ωr − θ⊥(r)), (181)

where A⊥ and θ⊥ are defined by

A⊥(r) =
c0
√
ω4r4 − ω2r2 + 1

2ω3r3
and θ⊥(r) = cos−1

(c2ωr + c3(1− ω2r2)√
ω4r4 − ω2r2 + 1

)
. (182)

Relations (179) and (181) clarify the forms of S∥ and S⊥: they are harmonic functions with radially
varying amplitudes and phases. Furthermore, their frequency of oscillation is ω.

To determine the four constants c0, c2, c3, and ω, we substitute (179) in (163)2–4 to obtain a
system of six algebraic equations consisting of the derived relations and the relation (173). Notice,
however, that two of the four relations derived from (163)2,3 have already been utilized to establish
that c1 = c4 = 0 from (177). Consequently, we are left with four independent algebraic equations
to solve for the four constants c0, c2, c3, and ω.

Due to the non-linear dependence (179) and (181) of the stress components on ω =
√
λ, it

appears non-linearly in the algebraic equation system. Similarly, c2 and c3, in addition to being
non-linearly related through (173), appear non-linearly in the system due to the normalization
constraint (163)3. Finally, c0 appears non-linearly owing to the same constraint (163)3. Therefore,
the constrained boundary-value problem satisfied by the extremizers is inherently non-linear, as
highlighted towards the end of Subsection 2.2. This non-linearity necessitates the utilization of
numerical methods to determine the constants c0, c2, c3, and ω. From that viewpoint, it might
be more appropriate to characterize the spherically-symmetric solutions obtained in this section as
‘semi-analytical’.

To compute c0, c2, c3, and ω, we use our own Newton–Raphson-based routine. Guided by the
foregoing interpretation of the solutions being harmonic functions with radially varying amplitudes
and phases, for initial guesses ω0 of ω for the iterative solution method, we use ω0 = Nπ/(ro − ri)
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Figure 3: Left: Plots of c0 and ω versus N for p = 0. Right: Plots of c2 and c3 versus N for p = 0.

for the N th solution. Furthermore, the dimensionless inner and outer radii ri and ro are now and
hereafter taken to be 0.5 and 1, respectively.

The plots of c0 and ω versus N , N = 1, 2, . . . , 10, are shown in the left panel of Figure 3 and
those of c2 and c3 versus N , N = 1, 2, . . . , 10, are shown in the right panel of Figure 3. We notice
from the former that c0 and ω scale linearly with N , with ωN close to Nπ/(ro − ri) = 2Nπ, and
from the latter that c2 and c3 seem to converge to 0 and 1, respectively.

The corresponding components S∥ and S⊥ of the extremizers are then computed using (179) and
(181), respectively. Plots of S∥ and S⊥ versus r for the first four extremizers are shown in Figure 4,
which reveals that the frequency of oscillation of S∥ and S⊥ increases with N , an observation in line
with the left panel of Figure 3. Furthermore, we notice that the amplitudes of S∥ and S⊥ decrease
with r, in agreement with (180)1 and (182)1, respectively. Finally, we find from (180)1 that the
leading term Al

∥ of the power series expansion of A∥ about ω = ∞ is inversely proportional to ω2:

Al
∥(r) =

c0
ω2r2

. (183)

In conjunction with the observation from the left panel of Figure 3 that ω and c0 scale linearly with
N , (183) implies that A∥ scales with 1/N for large N . Similarly, the leading term Al

⊥ of the power
series expansion of A⊥ about ω = ∞ is inversely proportional to ω:

Al
⊥(r) =

c0
2ωr

. (184)

Thus, A⊥ scales with 1/N0 for large N . These observations regarding the scalings of A∥ and A⊥

with N are in agreement with Figure 4.

5.4 Analytical solutions for the extremizers for 0 < p ≤ 5

Having obtained the solution for p = 0, the solutions for the other viable values of p, namely
0 < p ≤ 5, can be determined by setting up differential equations for ci, i = 0, 1, 2, 3, 4, and ω.
This is done by substituting (172) in (163)2–4 and differentiating the resulting equations, and (173),
with respect to p, yielding a system of equations of the form

Mv = b, (185)
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Figure 4: Plots of S∥ versus r (left) and S⊥ versus r (right) corresponding to the first four extremizers
for p = 0.

where the 6× 6 matrix M and the 6× 1 matrix b depend on ci, i = 0, 1, 2, 3, 4, and ω, and

v =

[
dc0
dp

dc1
dp

dc2
dp

dc3
dp

dc4
dp

dω

dp

]⊤

. (186)

The ensuing differential equations
v = M−1b (187)

are numerically integrated, using the Matlab routine ode45, from p = 0 to p = 5 to obtain ci,
i = 0, 1, 2, 3, 4, and ω. The initial conditions for (187) are taken from Subsection (5.3). The
solutions are then substituted in (172) to obtain S∥, which, in turn, is substituted in (162)1 to
obtain S⊥.

We plot ω, after dividing it byN , versus p in Figure 5 forN from 1 through 4. The corresponding
S∥ and S⊥ are plotted against r in Figure 6 for six representative values of p : 0, 1, 2, 3, 4, and 5.
We notice from these figures that there is little change in ω and the stress profiles across the viable
range of p, and, in fact, across the entire semi-infinite strip of viable parameter choices depicted in
Figure 2. Since by (39) and (174), ω =

√
λ =

√
2E, the value of E corresponding to extremizers

with fixed N also changes little across the viable region.

5.5 Analytical solutions for the Lagrange multiplier field

From (159)2, (162)1, and (172), it follows that the Lagrange multiplier field µ is given by

µ(r) = − c0
2ωr2

(
c1 −

2c4r
3

r3o
− (1− β)((c3 + c2ωr) cosωr − (c2 − c3ωr) sinωr)

)
(188)

or, equivalently,

µ(r) = − c0
2ωr2

(
c1 −

2c4r
3

r3o
+ (1− β)Aµ(r) sin(ωr + θµ(r))

)
, (189)

where Aµ and θµ are defined by

Aµ(r) =
√
(1 + ω2r2)(c22 + c23) and θµ(r) = sin−1

(c3 + c2ωr

Aµ(r)

)
. (190)
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Figure 5: Plot of ωN/N versus p for N from 1 through 4.

Thus, µ depends on the functional parameters through p = β + γ and 1− β. Consequently, unlike
S∥, S⊥, and λ, it varies with k.

From (189), two parameter regimes of special functional forms of µ are immediately identified.
First, recall from Subsection 5.3 that at p = 0, c1 = c4 = 0 and, hence, that

µ(r) = −c0(1− β)Aµ(r) sin(ωr + θµ(r))

2ωr2
. (191)

So, at p = 0, µ is harmonic, with radially varying amplitude and phase. In contrast, the second
special form of µ, obtained for β = 1, is purely algebraic:

µ(r) = − c0
2ωr2

(
c1 −

2c4r
3

r3o

)
. (192)

These two special parameter regimes are depicted in Figure 7. It is evident that at the intersection
point of these two regimes, achieved at β = 1 and γ = −1, µ vanishes identically. We will explain
this phenomenon in detail in Subsection 5.6.

To clarify the dependence of µ upon k, we invoke (164), (159)2, and (174) to write

µ = kf1 + f2, (193)

where f1 and f2, defined by

f1(r) = −2S′
∥(r)

3
− rS′′

∥ (r)

6
and

f2(r) = pf1(r) +
rS′′

∥ (r)

2
+ rS′′

⊥(r) + S′
∥(r) + 2S′

⊥(r) + ω2rS⊥(r),

 (194)

vary with p but not with k. Thus, for a given k ≫ ∥f2∥/∥f1∥, where ∥ · ∥ denotes an appropriate
functional norm, µ ≈ kf1. With reference to (162)1, (172), (174), and (190), f1 and f2 can be
expressed as

f1(r) =
c0Aµ(r) sin(ωr + θµ(r))

6ωr2
and f2(r) = − c0

ωr2

(c1
2

− c4r
3

r3o

)
+ (p− 3)f1(r). (195)
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Figure 7: Parameter regimes for purely sinusoidal (green) and purely algebraic (red) µ. At their
intersection (cyan dot), µ vanishes.

Since f1 is harmonic, we conclude that for large k, µ exhibits oscillatory behaviour.
We plot the density plots of µ for 0.5 ≤ r ≤ 1 and 0 ≤ p ≤ 5 corresponding to N = 1 and

N = 2 in Figures 8 and 9, respectively. The density plots are created for the representative choices
k = 0, 3, 10, and 100 of k. In both the figures, we notice that at k = 0 and p = 3, which by (164)
corresponds to the choice β = 1, µ is purely algebraic. Similarly, we notice that at k = 3 and p = 0,
which corresponds to the choices β = 1 and γ = −1, µ vanishes. Furthermore, we notice that the
plots corresponding to k = 10 and k = 100 have similar relative distributions of µ with respect to
r and p; however, the values attained by µ for k = 100 are larger in magnitude in comparison to
those corresponding to k = 10. Moreover, the distributions corresponding to k = 100 are nearly
harmonic. As expected, these observations are in line with the foregoing discussion.

5.6 Vanishing of the Lagrange multiplier field. Helmholtz equation

In the previous subsection, we observed that at β = 1 and γ = −1, µ or, equivalently, µ vanishes.
It therefore follows from (142)1 and the property λ > 0 that, in addition to (142)2–5, the extremizer
S satisfies the Helmholtz equation

∆S + λS = 0 in R. (196)

In view of the importance of the Helmholtz equation in physical sciences, we address the following
question in this subsection: Does µ vanish at β = 1 and γ = −1 in absence of spherical symmetry?

Recall that the Lagrange multiplier field µ serves to enforce the constraint DivS = 0. Granted
this interpretation, the vanishing of µ must mean that an extremizer of the variational problem
posed in Section 2, with AA therein being homogeneous and isotropic, must also be an extremizer
upon lifting the foregoing constraint. In other words, the vanishing of µ implies that an extremizer
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of Section 2 is also an extremizer of E, as defined by (143), over the set

Su =

{
T : T ∈ Sym , Tn|∂R = 0,

∫
R
T · C [T ] dv < ∞, E(T ) < ∞

}
, (197)

subject to the condition ∫
R
T · C [T ] dv = 1, (198)

in which C is the fourth-order identity tensor. From this viewpoint, to explain the vanishing of
µ, we must show that a solution of our original extremization problem of Section 2, henceforth
referred to as the ‘constrained extremization problem’ for easy reference, is also a solution to the
problem of extremizing E in (197) subject to (198), henceforth referred to as the ‘unconstrained
extremization problem’.

To show that the solution to the constrained extremization problem is also a solution to the
unconstrained extremization problem, we begin by observing, from (143), that for β = 1 and
γ = −1, E takes the form

E(S) =
1

2

∫
R
(|GradS|2 −GradS · (GradS)⊤) dv. (199)

From (93) and (107), (199) reduces to

E(S) =
3

4

∫
R
|skw(GradS)|2 dv. (200)

With reference to (200), the first-order stationarity condition of E can be stated as follows: If S is
a stationary point of E, then for all admissible variations Sv of S,∫

R
skw(GradS) · skw(GradSv) dv = 0. (201)

Thus, a solution S of the constrained extremization problem has, by (201), the following, equivalent,
characterization:

S ∈ S,∫
R

skw(GradS) · skw(GradSc) dv = 0,∫
R
|S|2 dv = 1,


(202)

for all variations Sc satisfying
Sc ∈ S,∫

R
S · Sc dv = 0,

 (203)

where the set S was defined in (6). Similarly, a solution S of the unconstrained extremization
problem has, by (201) and (198), the following, equivalent, characterization:

S ∈ Su,∫
R

skw(GradS) · skw(GradSu) dv = 0,∫
R
|S|2 dv = 1,


(204)
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for all variations Su satisfying
Su ∈ Su,∫

R
S · Su dv = 0,

 (205)

where the set Su is given by (197). We next aim to show that a spherically symmetric solution S
of (202) necessarily satisfies (204). To that end, we must demonstrate that (204) holds for such
a solution and all variations Su satisfying (205). Since, by (6) and (197), S is a subset of Su, it
follows that any choice of S that satisfies (202) trivially satisfies (204)1,3. Hence, we must confirm,
in particular, that S satisfies (204)2.

Since R is simply-connected and has a smooth boundary ∂R, by Proposition 10 presented in
D, any admissible variation Su can be decomposed as

Su = S̃c + symGradv, (206)

where the symmetric second-order tensor field S̃c satisfies

Div S̃c = 0 on R,

S̃cn = 0 on ∂R,

}
(207)

and v is a differentiable vector field on R. Notice, by the divergence theorem, that∫
R
S̃c · (symGradv) dv =

∫
∂R

(S̃cn) · v da−
∫
R
Div S̃c · v dv = 0, (208)

from which it is evident that S̃c and symGradv are orthogonal with respect to the L2(R) scalar
product.

We next show that S̃c satisfies (203). Since Su belongs to the set Su defined by (197), it is
square-integrable and E(Su) < ∞. By (206), the same must be true for S̃c. Thus,∫

R
|S̃c|2 dv < ∞ and E(S̃c) < ∞. (209)

Furthermore, by the equivalence of the norm induced by E and the H1(R) norm on S as established
in Proposition 1, it follows that v must be twice differentiable. The latter attribute of v will soon
prove useful. Next, invoking (205)2 and (206), and using the divergence theorem, the property
(202)1, and the definition (6), we find that

0 =

∫
R
S · Su dv =

∫
R
S · S̃c dv +

∫
R
S · (symGradv) dv

=

∫
R
S · S̃c dv +

∫
∂R

(Sn) · v da−
∫
R
DivS · v dv

=

∫
R
S · S̃c dv.

(210)

Considering (207), (209), and (210), in conjunction with the definition (6) of S, we confirm that
S̃c fulfills all conditions specified in (210) and, thus, qualifies as an admissible variation of the
constrained extremization problem. Consequently, by (202)2, it follows that∫

R
skw(GradS) · skw(Grad S̃c) dv = 0. (211)
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We next consider the integral

I =

∫
R

skw(GradS) · skw(Grad(symGradv)) dv. (212)

Since S is spherically symmetric, we notice from (154) that

skw(GradS) =
(
S′

⊥ − S∥ − S⊥

r

)
(2eφ ⊗ eφ ⊗ er + 2eϑ ⊗ eϑ ⊗ er − eϑ ⊗ er ⊗ eφ − er ⊗ eφ ⊗ eφ

− eϑ ⊗ er ⊗ eϑ − er ⊗ eϑ ⊗ eϑ). (213)

On invoking the representation

v(r, φ, ϑ) = vr(r, φ, ϑ) er(φ, ϑ) + vφ(r, φ, ϑ) eφ(φ, ϑ) + vϑ(r, φ, ϑ) eϑ(φ, ϑ) (214)

of v relative to the spherical basis, it can be shown that

skw(Grad(symGradv)) =h1(2eφ ⊗ eφ ⊗ er − er ⊗ eφ ⊗ eφ − eφ ⊗ er ⊗ eφ)

+h2(2eϑ ⊗ eϑ ⊗ er − er ⊗ eϑ ⊗ eϑ − eϑ ⊗ er ⊗ eϑ)

+ other components,

(215)

where ‘other components’ refers to those directions in the spherical basis of a third-order tensor
that are absent in the expression (213) of skw(GradS). Moreover, the auxiliary functions h1 and
h2 of vr, vφ, and vϑ in (215) are given by

h1(vr, vφ, vϑ) =
1

6r2
∂

∂φ

(
vφ − ∂vr

∂φ
+ r

∂vφ
∂r

)
,

h2(vr, vφ, vϑ) =
cotφ

6r2

(
vφ − ∂vr

∂φ
+ r

∂vφ
∂r

)
+

1

6r2 sinφ

∂

∂ϑ

(
vϑ − 1

sinφ

∂vr
∂ϑ

+ r
∂vϑ
∂r

)
.

 (216)

Since the elements of the spherical basis of a third-order tensor are mutually orthogonal, by (213),
the ‘other components’ mentioned in (215) do not contribute in the scalar product of skw(GradS)
and skw(Grad(symGradv)) and, hence, to the integral I in (212).

For further analysis, we introduce two additional auxiliary functions f and g of vr, vφ, and vϑ,
given by

f(vr, vφ, vϑ) = vφ − ∂vr
∂φ

+ r
∂vφ
∂r

,

g(vr, vφ, vϑ) = vϑ − 1

sinφ

∂vr
∂ϑ

+ r
∂vϑ
∂r

,

 (217)

so that, by (216),

h1 =
1

6r2
∂f

∂φ
, h2 =

f cotφ

6r2
+

1

6r2 sinφ

∂g

∂ϑ
. (218)

From (215) and (213), it follows that

skw(GradS) · skw(Grad(symGradv)) = 6
(
S′

⊥ − S∥ − S⊥

r

)
(h1 + h2) (219)

or, from (218), that

skw(GradS) · skw(Grad(symGradv)) =
1

r2

(
S′

⊥ − S∥ − S⊥

r

)(∂f
∂φ

+ f cotφ+
1

sinφ

∂g

∂ϑ

)
. (220)
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Thus, by (212),

I =

∫ ro

ri

1

r2

(
S′

⊥ − S∥ − S⊥

r

)∫ π

0

∫ 2π

0

(∂f
∂φ

+ f cotφ+
1

sinφ

∂g

∂ϑ

)
r2 sinφdϑ dφdr

=

∫ ro

ri

(
S′

⊥ − S∥ − S⊥

r

)(∫ π

0
dφ

∫ 2π

0

∂g

∂ϑ
dϑ+

∫ 2π

0
dϑ

∫ π

0

(
sinφ

∂f

∂φ
+ cosφf

)
dφ

)
dr

=

∫ ro

ri

(
S′

⊥ − S∥ − S⊥

r

)(∫ π

0
dφ

∫ 2π

0

∂g

∂ϑ
dϑ+

∫ 2π

0
dϑ

∫ π

0

∂

∂φ
(f sinφ) dφ

)
dr. (221)

Since v is twice differentiable as noted earlier, g is continuous at ϑ = 0, and it follows that∫ 2π

0

∂g

∂ϑ
dϑ = 0. (222)

Again, since v is twice differentiable, f is finite at φ = 0 and φ = π, and we find that∫ π

0

∂

∂φ
(f sinφ) dφ = 0. (223)

Thus,

I =

∫
R

skw(GradS) · skw(Grad(symGradv)) dv = 0. (224)

Finally, combining (206), (211), and (224) yields∫
R

skw(GradS) · skw(GradSu) dv = 0. (225)

It therefore follows from (204) that S is a solution to the unconstrained extremization problem.
Since it is a solution to both the constrained and unconstrained extremization problems, we conclude
that µ = 0.

It is important to note that both the spherical symmetry of S and the particular form of E,
namely (199), play decidedly critical roles towards the vanishing of µ. Owing to the former, µ
vanishes only on a single point in the viable parameter space; owing to the latter, µ may not vanish
at β = 1 and γ = −1 in the absence of spherical symmetry.

We also note that in the absence of the constraint DivS = 0, (169) does not hold and, con-
sequently, that the dependence of E on the parameters does not reduce to p = β + γ. Thus, the
solution of the unconstrained extremization problem depends, in general, on both p and k. This
explains why µ, as the reaction of the constraint DivS = 0, depends on both p and k while S and
the reaction λ to the normalization condition (198) do not depend on k.

6 Illustrative examples of fitting of spherically symmetric residual
stress fields

As practical illustrations of the results established in Subsections 3.4 and 3.5, where it was shown
that the extremizers SN , N ∈ N, serve as bases for S̄ in the L2(R) norm and for S in the H1(R)
norm, respectively, we next use the sequences derived in Section 5 to fit the residual stress fields
in (i) a spherical shell subjected to a non-uniform temperature distribution and (ii) a shrink-fitted
spherical shell.
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Before attending to these examples, we observe that if a stress field Σ belongs to S then, since
SN , N ∈ N, span S, there is a sequence (bN )N∈N such that

Σ =
∞∑

N=1

bNSN . (226)

Recalling from Subsection 3.1 the property that SN , N ∈ N, are mutually orthonormal with respect
to the scalar product ⟨·, ·⟩C and noting that for C equal to the fourth-order identity tensor, ⟨·, ·⟩C

is simply the L2(R) scalar product, we conclude that the SN , N ∈ N, computed in Section 5 are
mutually orthonormal with respect to the L2(R) scalar product. It therefore follows from (226)
that

bN =

∫
R
Σ · SN dv, N ∈ N. (227)

The n-term approximation Σn to Σ is given by

Σn =
n∑

N=1

bNSN , (228)

with bN , N ∈ Nn, as defined in (227), where the set Nn is defined through (60). We notice that the
orthogonality of SN , N ∈ N, in the L2(R) scalar product implies that the coefficient bN for a given
N ∈ Nn does not change if n is increased. Hence, for instance, given the n-term approximation
Σn, if we wish to compute the (n+1)-term approximation Σn+1, we do not need to compute each
coefficient bN , N ∈ Nn+1, afresh; we merely need to compute bn+1.

To quantify the closeness of Σn to Σ , we define the relative L2(R) approximation error corre-
sponding to the n-term approximation as

enL2 =
(∫

R |Σ −Σn|2 dv∫
R |Σ |2 dv

) 1
2
. (229)

Similarly, we define the relative H1(R) approximation error as

enH1 =
(∫

R(|Σ −Σn|2 + |Grad(Σ −Σn)|2) dv∫
R(|Σ |2 + |GradΣ |2) dv

) 1
2
. (230)

Recall that the fields Σ and Σn, the operator Grad, and the volume measure dv are dimensionless
and, thus, enH1 in (230) is consistently dimensionless.

6.1 Thermoelastic residual stress field

Consider an unloaded spherical shell occupying the region

R = {x ∈ E : ri < r = |x− o| < ro}. (231)

Assume that the shell is made from a homogeneous, isotropic, linear elastic material with dimen-
sionless bulk and shear moduli κ and µ, respectively, and dimensionless coefficient of thermal ex-
pansion α1. The shell is subjected to a spherically symmetric dimensionless temperature-difference
field T satisfying ∆T ̸= 0, generating a spherically symmetric residual stress field of the form

1If κp, µp, and αp denote the corresponding physical constants, respectively, then the corresponding dimensionless
constants are defined through κ = κp/ς, µ = µp/ς, and α = αpT0, where ς was introduced in (7) and T0 is a reference
physical temperature.
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Σ = Σ∥er + Σ⊥Π , with Π as defined in (145)1, in the shell. If u = uer denotes the resulting
spherically symmetric displacement field, then Σ satisfies, in addition to (162)1,2, the constitutive
equation

Σ = κ(trE)1 + 2µE0, (232)

where E and E0 are given by

E = symGradu− αT1 and E0 = E − trE

3
1 . (233)

Using the expression (152) for the gradient of a spherically symmetric vector field in (232) yields

u(r) = −r((3κ− 2µ)Σ∥(r)− (3κ+ 4µ)Σ⊥(r)− 18ακµT (r))

18κµ
,

u′(r) =
(3κ+ µ)Σ∥(r)− (3κ− 2µ)Σ⊥(r) + 9ακµT (r)

9κµ
.

 (234)

Differentiating (234)1, subtracting (234)2 from the resulting equation, and eliminating Σ⊥ using
the equilibrium equation (162)1, we find that

rΣ ′′
∥ + 4Σ ′

∥ = −36ακµT ′

3κ+ 4µ
. (235)

We take T to be of the simple linear form

T (r) =
cr

ro
, (236)

where c ̸= 0 is a prescribed dimensionless constant. Notice that for T defined in (236),

∆T =
2c

ror
̸= 0 on ri < r < ro. (237)

Consequently, the resulting thermal strain αT1 is incompatible, thus inducing a residual stress Σ
in the shell. We find, by integrating (235) and using the boundary conditions (162)3, that

Σ∥(r) =
9cακµ(r − ri)(ro − r)(r2i r

2
o + rriro(ri + ro) + r2(r2i + riro + r2o))

(3κ+ 4µ)ror3(r2i + riro + r2o)
(238)

and, by (162)1, that

Σ⊥(r) =
9cακµ(r3i r

3
o − 3r4(r2i + riro + r2o) + 2r3(r3i + r2i ro + rir

2
o + r3o))

2(3κ+ 4µ)ror3(r2i + riro + r2o)
. (239)

For illustration, we choose a spherical shell made of aluminium, with physical (i.e., dimensional)
inner and outer radii 0.5m and 1m, respectively. The physical bulk and shear moduli of aluminium
are taken from the literature (Samsonov, 1968) to be 7.6 × 1010Nm−2 and 2.7 × 1010Nm−2,
respectively. Furthermore, we choose the constant ς introduced in (7) to be equal to the shear
modulus, that is, ς =2.7 × 1010Nm−2. Then, by (31)1, (32), and Footnote 1, with the choice
k0 = 6/(7π) in (32), the inner and outer dimensionless radii and the dimensionless bulk and shear
moduli become

ri = 0.5, ro = 1, κ = 2.8, and µ = 1, (240)

respectively.
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Finally, to obtain the dimensionless thermal expansion coefficient α, we take the characteristic
reference temperature T0 to be the melting point 832K of aluminium (Samsonov, 1968) and the
physical thermal expansion coefficient αp to be 2.1×10−5K−1 (Samsonov, 1968) from the literature.
It then follows from Footnote 1 that

α = 1.75× 10−2. (241)

Furthermore, we choose the physical temperature-difference field Tp to be

Tp(r) =
T0

9

r

ro
, (242)

whereby the dimensionless temperature-difference field is given by

T (r) =
T̄ (r)

T0
=

1

9

r

ro
. (243)

Note that the choice (242) ensures that (243) is consistent with (236), as long as c is given by

c =
1

9
. (244)

We also note that the choice (242) implies that if the unstressed shell is at the room temperature,
say, 300 K, then the temperature in the residually stressed shell varies linearly from 346.2 K on the
inner boundary to 392.4 K on the outer boundary of the shell.

Using (240), (241), and (244) in (238) and (239), we obtain Σ . We plot Σ and its three-
term approximations, obtained using (228) and (227), against r in Figure 10. The approximations
correspond to three choices of the parameter combinations: β = 0, γ = 0; β = 1, γ = 0; and
β = 1, γ = 1. We find that the approximations for all three parameter combinations are reasonably
good, considering they are obtained by taking only n = 3 terms in the expansion (228). For n ≥ 4,
the approximations are visually indistinguishable from Σ , which is why we have chosen to plot
three-term approximations in Figure 10.

The approximation errors enL2 and enH1 , introduced in (229) and (230), respectively, are plotted
against n on a log-log scale in Figure 11. We find, by measuring the slope of the curves at large n,
that enL2 and enH1 decay approximately as 1/n1.5 and 1/n0.5, respectively, for all three parameter

combinations. To understand the reason for these decay rates, we introduce snL2 = e2nL2
, and

notice, with reference to (142)5, (228), and (229), that snL2 can be written as

snL2 = 1−
∑n

i=1 b
2
i

∥Σ∥2
L2(R)

, (245)

where the coefficients bi, i ∈ Nn, are given by (227). Accordingly, for sufficiently large values of n,

dsnL2

dn
≈ sn+1L2 − snL2 = − b2n+1

∥Σ∥2
L2(R)

. (246)

Therefore, the corresponding rate of decay of snL2 depends on that of the magnitude of the coef-
ficient bN . To determine the rate of decay of |bN |, we plot |bN |, N ∈ N100, versus N on a log-log
scale in Figure 12. In that figure, we see that there are two subsequences within the sequence
(|bN |)N∈N100 , both of which decay approximately as 1/N2 for large N . Plugging this in (246) and

integrating, we find that snL2 decays approximately as 1/n3 for large n. Accordingly, enL2 = s
1/2
nL2
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Figure 10: Fitting of the thermoelastic residual stress field with components given by (238) and
(239). Left: Plots of Σ∥ (solid blue curve) and its three-term approximations versus r. Right:
Plots of Σ⊥ (solid blue curve) and its three-term approximations versus r. The approximations
correspond to the three parameter choices reported in the legends.
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Figure 11: Plots of the approximation errors enL2 (left) and enH1 (right panel) versus n corre-
sponding to the thermoelastic residual stress field with components given by (238) and (239). The
approximation errors correspond to the three parameter choices reported in the legends.

decays approximately as n−3/2 for large n, as revealed by the left panel of Figure 11. Using similar
heuristics, we find that for large n,

dsnH1

dn
≈ sn+1H1 − snH1 = −kbn+1, (247)

where snH1 = e2nH1
and k is a constant. It follows that enH1 decays approximately as n−1/2 for

large n, an observation in agreement with that from the right panel of Figure 11.
An interesting feature borne out by Figure 11 is the step-like decays of the error measures enL2

and enH1 . Such a decay indicates that the even-numbered extremizers, namely S2,S4,S6, . . . , have
relatively small contributions in the approximation of Σ . This is confirmed by Figure 12, which
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Figure 12: Plot of |bN |, with the coefficient bN as given by (227), versus N for the thermoelastic
residual stress field corresponding to the three parameter choices reported in the legend.

reveals that while, on average, both odd- and even-numbered coefficients decay as 1/N2 for large
N , the latter are relatively smaller, magnitude-wise. This contrast is particularly evident for the
parameter choice β = 1 and γ = 0, where the even-numbered coefficients have already decayed to
values close to the machine precision by about N = 20 and seem to saturate after that.

The relatively larger contribution of the odd-numbered extremizers can be explained by noting,
for instance, that Σ∥ (left panel of Figure 10) is relatively symmetric about r = (ri + ro)/2, and so
are the radial components of the odd-numbered extremizers (left panels of the first and third rows in
Figure 6). In contrast, the radial components of the even-numbered extremizers (left panels of the
second and fourth rows in Figure 6) are relatively anti-symmetric with respect to r = 0.75 and, thus,
make relatively smaller contributions. Similarly, Σ⊥ (right panel of Figure 10) is relatively anti-
symmetric about r = 0.75, and so are the azimuthal components of the odd-numbered extremizers
(right panels of the first and third rows in Figure 6). In contrast, the azimuthal components of the
even-numbered extremizers (right panels of the second and fourth rows in Figure 6) are relatively
symmetric with respect to r = 0.75.

6.2 Shrink-fit residual stress field

For the second example, we consider the residual stress field in a shell obtained by shrink-fitting
an inner spherical shell of inner radius ri and notional outer radius rm and an outer spherical
shell of notional inner radius rm and outer radius ro. The two constituent shells have a small
radial interference of δ and are taken to be made of the same homogeneous material obeying linear
isotropic elasticity with dimensionless bulk and shear moduli κ and µ, respectively.

Following the same procedure as that in the previous example, we find that the radial stress in
the inner shell Σ∥i satisfies

rΣ ′′
∥i + 4Σ ′

∥i = 0 on ri < r < rm,

Σ∥i = 0 on r = ri,

Σ∥i = −p0 on r = rm,

 (248)

where the pressure p0 at the notional interface rm is unknown as yet. Similarly, the radial stress in
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the outer shell Σ∥o satisfies

rΣ ′′
∥o + 4Σ ′

∥o = 0 on rm < r < ro,

Σ∥o = −p0 on r = rm,

Σ∥o = 0 on r = ro.

 (249)

The quantities Σ∥i and Σ∥o that enter (248)2,3 and (249)2,3, respectively, are found in terms of p0
from (248) and (249) to be

Σ∥i(r) = −p0

( 1

r3i
− 1

r3m

)−1( 1

r3i
− 1

r3

)
and Σ∥o(r) = −p0

( 1

r3m
− 1

r3o

)−1( 1

r3
− 1

r3o

)
. (250)

Finally, p0 is found by using the compatibility condition

uo(rm)− ui(rm) = δ, (251)

where ui and uo denote the displacement fields of the inner and outer shells, respectively. By the
same calculations that led to (234), it follows that

ui(r) = −p0r
3
m(3r3i κ+ 4r3µ)

12κµr2(r3m − r3i )
, uo(r) =

p0r
3
m(3r3oκ+ 4r3µ)

12κµr2(r3o − r3m)
. (252)

Evaluating ui and uo at the interface by substituting r = rm in (252) and using (251), we find that
p0 is given by

p0 =
12δκµ(r3o − r3m)(r3m − r3i )

(3κ+ 4µ)r4m(r3o − r3i )
. (253)

We then substitute (253) in (250) to obtain Σ∥i and Σ∥o. Thereafter, by (162)1, it follows that

Σ⊥i(r) = −p0

( 1

r3i
− 1

r3m

)−1( 1

r3i
+

1

2r3

)
, Σ⊥o(r) = p0

( 1

r3m
− 1

r3o

)−1( 1

r3o
+

1

2r3

)
, (254)

with p0 as given by (253). Notice, from (254), that Σ⊥ has a jump

[[Σ⊥]] = Σ⊥o(rm)− Σ⊥i(rm) =
3pr3m(r3o − r3i )

2(r3o − r3m)(r3m − r3i )
(255)

across the interface, with the consequence that Σ is discontinuous. Therefore, Σ does not belong to
S since its gradient is not square-integrable and, thus, E(Σ) is unbounded. However, it belongs to
S̄, which, as shown in Subsection 3.4, is spanned by SN , N ∈ N, in the L2(R) norm. We illustrate
below that Σ belongs to the span of SN , N ∈ N.

We choose the physical dimensions and material properties of the shrink-fitted system to be the
same as those in the example in Subsection 6.1. Accordingly, ri = 0.5, ro = 1, κ = 3, and µ = 1.
Furthermore, we choose the radius rm of the interface to be the average of ri and ro; so, rm = 0.75.
Finally, we choose the radial interference δ to be one percent of the outer radius; hence, δ = 0.01.
Plugging these values in (250) and (254), with p0 computed using (253), we obtain Σ .

The plots of Σ and its ten- and hundred-term approximations obtained using (228) and (227)
against r are shown in the top and bottom panels, respectively, of Figure 13. The approximations
correspond to three choices of the parameter combinations: β = 0, γ = 0; β = 1, γ = 0; and
β = 1, γ = 1. It is evident that the hundred-term approximations are closer to Σ than the ten-
term approximations for all three parameter combinations; indeed, per the theory, upon taking
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Figure 13: Fitting of the shrink-fit residual stress field with components given by (250) and (254).
Top: Plots of Σ∥ and Σ⊥ (solid blue curves) and their ten-term approximations versus r. Bottom:
Plots of Σ∥ and Σ⊥ (solid blue curves) and their hundred-term approximations versus r. The
approximations correspond to the three parameter choices reported in the legends.

infinitely many terms, the approximations must exactly match with Σ . The convergence rate with
respect to the number of terms n in the approximation is notably slower than in the previous
example, where the three-term approximations were nearly visually indistinguishable from the true
stress. This is evidently because the true stress Σ is discontinuous in the current example but
is smooth in the previous example. We also notice the expected Gibbs phenomenon in the right
panels of Figure 13, especially in the bottom-right panel.

We plot the approximation error enL2 against n on a log-log scale in Figure 14. We find,

by measuring the slope of enL2 at large n, that enL2 decays approximately as n−1/2 for all three
parameter combinations.

Reminiscent of the previous example, we again see a step-like decay in the approximation error
enL2 in Figure 14, indicating that the odd-numbered modes, namely S1,S3,S5, . . . , contribute
relatively more than the even-numbered modes. This is confirmed by plotting the magnitudes
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Figure 14: Plot of the approximation error enL2 versus n corresponding to the shrink-fit residual
stress field with components given by (250) and (254). The approximation error corresponds to the
three parameter choices reported in the legends.
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Figure 15: Plot of |bN |, with the coefficient bN as given by (227), versus N for the shrink-fit residual
stress field corresponding to the three parameter choices reported in the legend.

of the coefficients bN , N ∈ N100, in Figure 15: for all parameter choices considered, we notice
that the odd-numbered coefficients have relatively greater magnitudes than those of the even-
numbered coefficients. Also, for the parameter choice β = 1 and γ = 0, we notice that the
even-numbered sequence, namely b2, b4, b6, . . . , consists of two further subsequences of relatively
different magnitudes: b2, b6, b10, . . . , and b4, b8, b12, . . . . The same is observed for the parameter
choice β = 1 and γ = 1. Furthermore, we find that for all parameter choices considered, the
odd-numbered sequences decay approximately as 1/N for large N . Similarly, the even-numbered
sequences, or subsequences thereof, decay approximately as 1/N2 for large N .

Finally, we investigate the influence of the radius rm of the interface on the convergence prop-
erties of the sequences. We plot the approximation error enL2 against n on a log-log scale in Figure
16 for three other representative values of rm: 0.55, 0.52, and 0.505. We notice from the left
panel of Figure 16 corresponding to rm = 0.55 that for all three parameter choices, starting from
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1Figure 16: Plots of the approximation error enL2 versus n for the shrink-fit residual stress fields
corresponding to three representative choices of the interface radius rm: 0.55, 0.52, and 0.505.

around n = 10, enL2 exhibits oscillatory behaviour about a line with slope −0.5; the amplitude of
these oscillations reduces as n increases. We thus conclude that for all three parameter choices,
the approximation error enL2 corresponding to rm = 0.55 decays, on average, as n−1/2 for large n.
Note that this decay rate is the same as that observed for rm = 0.75 from Figure 14. We arrive at
the same conclusion from the middle panel of Figure 16 corresponding to rm = 0.52. However, in
this case, the oscillatory behaviour of enL2 begins at around n = 20. Finally, in the right panel of
Figure 16 corresponding to rm = 0.505, we observe that while enL2 decays monotonically, it does
not exhibit oscillatory behavior within the considered range 1 ≤ n ≤ 100 of n. It is anticipated
that even for rm = 0.505, enL2 exhibits oscillatory behaviour with shrinking amplitude, with an

average decay rate of n−1/2, past a sufficiently large value nosc > 100 of n.
Both examples considered in this section reveal that in the spherically symmetric case, the ex-

tremizers corresponding to different viable choices of parameters β and γ exhibit similar qualitative
behaviour with regard to capturing given residual stress fields. On this evidence, as stated in the
introduction, there is no reason to prefer the sequence obtained by Tiwari and Chatterjee (2020)
or, in fact, any sequence of the family obtained herein. However, it might be worth examining in
future studies whether certain sequences are more optimal than others toward a given objective.

7 Conclusions

We obtained a family of sequences that span the set of all square-integrable residual stress fields
defined on a given bounded three-dimensional region R and its boundary. These sequences are
obtained by extremizing the most general positive-definite, quadratic functional E of the stress-
gradient. This extremization is carried out over a subset, corresponding to a certain prescribed
norm, of the set S, which consists of all residual stress fields corresponding to a finite E. Each
choice of a functional with a positive-definite integrand yields a complete sequence.

The sequences exhibit several desirable properties. The elements of each sequence are mutually
orthonormal in the scalar product induced by the fourth-order coefficient tensor C in the normaliza-
tion condition and mutually orthogonal in the scalar product induced by the sixth-order coefficient
tensor AA in the integrand of E. Additionally, each sequence spans the set S in the H1(R) norm,
and the set S̄ in the L2(R) norm, S̄ being the L2(R) completion of S.

Stipulating that AA be homogeneous and isotropic and C be proportional to the identity tensor,
we found that the resulting boundary-value problem involves three independent constant param-
eters. Upon eliminating, without loss of generality, one of these parameters through a suitable
normalization, we noticed that choices of the remaining normalized parameters which ensure that
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the integrand of E is positive-definite belong to a semi-infinite strip in the parameter space.
Within this homogeneous, isotropic case, we next chose R to be a sphere and found analytical

solutions for the spherically symmetric sequences. Surprisingly, we found that the dependence
of these sequences over the semi-infinite strip of viable parameters collapses to one of its finite
edges. On one extremity of this edge, the sequences are sinusoidal functions with radially varying
amplitudes and phases. Furthermore, as we transition across this edge, the sequences change only
slightly, implying that the solutions possess a nearly harmonic structure across the entire strip.
Surprisingly, at an interior point of the strip, the constraint DivS = 0 is satisfied trivially, with
the consequence that the Euler–Lagrange equation reduces to the Helmholtz equation.

Lastly, we approximated two standard spherically symmetric residual stress fields using three
different spherically symmetric sequences, demonstrating that the stress fields indeed lie within the
span of all three sequences, consistent with the theory. Moreover, we found that the three sequences
exhibit similar results with regard to capturing the candidate stresses. Notably, the orthogonality
property of the sequences was found to facilitate the development of a computationally efficient
framework for obtaining approximations of the candidate stresses.

The generality of our results opens avenues for future exploration into the implications of
different choices of the coefficient tensors AA and C . In particular, we anticipate that certain choices
of AA and C may be more optimal than others toward a given objective. Note that we can tweak
AA and C in two distinct ways: by changing their symmetry class or by altering their spatial
distribution.

For instance, to capture residual stresses primarily concentrated near the surface, an appro-
priate selection of AA and C may yield sequences with similar characteristics. A typical example
of boundary-confined residual stress is found in shot peening, a process that induces compressive
residual stresses primarily within a boundary layer significantly narrower—typically ranging from
ten to a hundred times smaller—than the overall dimensions of the specimen (Wang et al., 1998).
Similarly, when representing residual stresses in a component crafted from a material with a partic-
ular anisotropy, like single-crystal turbine blades casted from face-centered cubic nickel superalloys
(Arakere and Swanson, 2001) or spider silk assembled from axially oriented β-crystallites (Knight
and Vollrath, 2002), choices of AA and C corresponding to the same symmetry class may perhaps
be more optimal. Yet another example illustrating the suitability of localized and anisotropic se-
quences is that provided by the nanocrystalline diamond films grown on glass, which are residually
stressed due to the mismatch between the coefficients of thermal expansion of diamond and glass,
and which have columnar architecture.

A Proof of equivalence of the norms ∥ · ∥AA and ∥ · ∥C with the
H1(R) and L2(R) norms, respectively

Proposition 1. The norm ∥ · ∥AA is equivalent to the H1(R) norm on S.

Proof. Note that the H1(R) norm of S is defined by

∥S∥H1(R) =
(∫

R
|S|2 dv +

∫
R
|GradS|2 dv

) 1
2
. (256)

Since, as shown by Hoger (1986), residual stresses have zero mean, by Poincaré’s inequality there
exists a constant C, that depends only on R, such that(∫

R
|S|2 dv

) 1
2 ≤ C

(∫
R
|GradS|2 dv

) 1
2

(257)
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for all S ∈ S. From (256) and (257), it follows that∫
R
|GradS|2 dv ≤ ∥S∥2H1(R) ≤ (C2 + 1)

∫
R
|GradS|2 dv. (258)

Next, by the Cauchy–Schwarz inequality,

GradS · AA [GradS] ≤ (|AA [GradS]|2) 1
2 (|GradS|2) 1

2 . (259)

Next, we exploit the inequality of arithmetic and geometric means to infer that

|AA [GradS]|2 ≤ (27Am)
2|GradS|2, (260)

where Am denotes maximum of the absolute values of the Cartesian components of AA:

Am = max(|Aijklmn|), i, j, k, l,m, n ∈ {1, 2, 3}. (261)

Combining (259) and (260) yields

GradS · AA [GradS] ≤ 27Am|GradS|2. (262)

Denoting the supremum of Am over R as Ams, we find from (262) that∫
R
GradS · AA [GradS] dv ≤ 27

∫
R
Am|GradS|2 dv ≤ 27Ams

∫
R
|GradS|2 dv. (263)

Furthermore, by the assumption (10)1 on AA, there exists a constant ainf such that

ainf = inf
Sg∈Sg

∫
R
GradSg · AA [GradSg] dv, (264)

where

Sg =

{
T : T ∈ S,

∫
R
|GradT |2 dv = 1

}
. (265)

We notice, by the definition (265) of Sg, that if S ∈ S, then
GradS

(
∫
R |GradS|2 dv) 1

2

∈ Sg. (266)

Accordingly, by (264), it follows that for any S ∈ S,∫
R

GradS

(
∫
R |GradS|2 dv) 1

2

· AA
[

GradS

(
∫
R |GradS|2 dv) 1

2

]
dv ≥ ainf (267)

or, equivalently, ∫
R
GradS · AA [GradS] dv ≥ ainf

∫
R
|GradS|2 dv. (268)

Combining (263) and (268), and invoking the definition (44)1 of the norm ∥ · ∥AA, we see that

√
ainf

(∫
|GradS|2 dv

) 1
2 ≤ ∥S∥AA ≤

√
27Ams

(∫
|GradS|2 dv

) 1
2

(269)

for each S ∈ S, whereby, referring to (258), we find that√
ainf

C2 + 1
∥S∥H1(R) ≤ ∥S∥AA ≤

√
27Ams ∥S∥H1(R) (270)

for each S ∈ S. Thus, the norm ∥ · ∥AA is equivalent to the H1(R) norm on S, establishing the
proposition.
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Proposition 2. The norm ∥ · ∥C is equivalent to the L2(R) norm on S.

Proof. Note that the L2(R) norm of S is defined by

∥S∥L2(R) =
(∫

R
|S|2 dv

) 1
2
. (271)

By the Cauchy–Schwarz inequality,

S · C [S] ≤ (|C [S]|2) 1
2 (|S|2) 1

2 . (272)

By the inequality of arithmetic and geometric means, it follows that

|C [S]|2 ≤ (9Cm)
2|S|2, (273)

where Cm denotes maximum of the absolute values of the Cartesian components of C :

Cm = max(|Cijkl|), i, j, k, l ∈ {1, 2, 3}. (274)

Combining (272) and (273) yields
S · C [S] ≤ 9Cm|S|2. (275)

Denoting the supremum of Cm over R as Cms, we find from (275) that∫
R
S · C [S] dv ≤ 9

∫
R
Cm|S|2 dv ≤ 9Cms

∫
R
|S|2 dv. (276)

Furthermore, by the assumption (10)2 on C , there exists a constant cinf such that

cinf = inf
Sm∈Sm

∫
R
Sm · C [Sm] dv, (277)

where

Sm =

{
T : T ∈ S,

∫
R
|T |2 dv = 1

}
. (278)

We notice, by the definition (278) of Sn, that if S ∈ S, then
S

(
∫
R |S|2 dv)

1
2

∈ Sn. (279)

Accordingly, by (277), it follows that for any S ∈ S,∫
R

S

(
∫
R |S|2 dv) 1

2

· C
[

S

(
∫
R |S|2 dv) 1

2

]
dv ≥ cinf (280)

or, equivalently, ∫
R
S · C [S] dv ≥ cinf

∫
R
|S|2 dv. (281)

Combining (276) and (281), and invoking the definitions (44)2 and (271) of ∥ · ∥C and ∥ · ∥L2(R),
respectively, we see that

√
cinf ∥S∥L2(R) ≤ ∥S∥C ≤ 3

√
Cms ∥S∥L2(R). (282)

Thus, the norm ∥ · ∥C is equivalent to the L2(R) norm on S, establishing the proposition.
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B Existence of a solution in Subsection 3.3

In this Appendix, we establish the following theorem:

Theorem 3. A minimizer of E, given by (38), in the set

P =

{
T : T ∈ S,

∫
R
T · C [T ] dv = 1,

∫
R
SN · C [T ] dv = 0, N ∈ NN0

}
, (283)

with S given by (6), exists.

We establish the theorem in several steps. Notice, first, that since E is positive-definite, the
problems of minimizing E and

∥S∥AA =
√
2E(S) =

(∫
R
GradS · AA [GradS] dv

) 1
2

(284)

are equivalent. We next establish that the values of ∥ · ∥AA evaluated on P have a greatest lower
bound inf

P
∥ · ∥AA > 0.

Proposition 4. The values of the functional ∥ · ∥AA evaluated on P have a greatest lower bound
inf
P

∥ · ∥AA > 0.

Proof. We notice from the positive definiteness (10)1 of AA over the set S that the values of the
functional ∥ · ∥AA evaluated over any subset of S that does not contain the zero second-order tensor
field are bounded below by a positive number. Furthermore, since the elements of the set P satisfy
the normalization condition

∫
R S ·C [S] dv = 1, we conclude that P ⊂ S does not contain the zero

second-order tensor field. Thus, the values of ∥ ·∥AA over P are bounded below by a positive number.
The completeness of the real number line guarantees the existence of the supremum inf

P
∥ · ∥AA of all

such positive numbers, thus establishing the proposition.

By Proposition 4, there exists a minimizing sequence (Σn)n∈N in P such that

lim
n→∞

∥Σn∥AA = inf
P

∥ · ∥AA. (285)

Since P is a subset of S, it follows that (Σn)n∈N belongs to S. Then, because (Σn)n∈N is bounded
in the norm ∥ · ∥AA, by Proposition 1, it is bounded in the H1(R) norm. Thus, there exists a
subsequence (Σnk

)nk∈N that converges weakly in the H1(R) norm to some Σ0 ∈ H1(R), that is,

(Σnk
)nk∈N ⇀ Σ0 in H1(R). (286)

Furthermore, since the set H1(R) is compactly embedded in the set L2(R), (Σnk
)nk∈N converges

strongly in the L2(R) norm to Σ0, that is,

(Σnk
)nk∈N → Σ0 in L2(R). (287)

We next use (286) and (287) to show that Σ0 belongs to P.

Proposition 5. Σ0 belongs to P.

Proof. To show that Σ0 belongs to P, we must show, with reference to (6) and (283), that (i)
Σ0 ∈ Sym, (ii) DivΣ0 = 0, (iii) Σ0n|∂R = 0, (iv)

∫
RΣ0 ·C [Σ0] dv = 1, (v) E(Σ0) < ∞, and (vi)∫

R SN · C [Σ0] dv = 0, N ∈ NN0 . We show each of these properties below.
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(i) Since each Σnk
∈ Sym , nk ∈ N, it follows that∫

R
Σnk

·ΩR dv = 0 (288)

for all square-integrable skew-symmetric tensor fields ΩR on R. Then, by (287) and the
continuity of the scalar product, we find that∫

R
Σ0 ·ΩR dv = 0. (289)

Thus, Σ0 ∈ Sym.

(ii) Let ϕ be a smooth, compactly supported vector field on R and consider

I =
∣∣∣ ∫

R
DivΣ0 · ϕdv

∣∣∣. (290)

We show below that I is bounded from above by zero and, thus, that I = 0.

We begin by noting that since Σ0 ∈ H1(R), DivΣ0 is square-integrable. Thus, by Hölder’s
inequality, I is well-defined. Since each Σnk

, nk ∈ N, in the minimizing sequence is divergence-
free and ϕ is compactly supported on R, it follows, by the divergence theorem and Hölder’s
inequality, that∣∣∣ ∫

R
DivΣ0 · ϕdv

∣∣∣ = ∣∣∣ ∫
R
(DivΣ0 −DivΣnk

) · ϕdv
∣∣∣

=
∣∣∣ ∫

R
(Σ0 −Σnk

) ·Gradϕdv
∣∣∣

≤
(∫

R
|(Σ0 −Σnk

)|2 dv
) 1

2
(∫

R
|Gradϕ|2 dv

) 1
2
. (291)

Since ϕ is smooth,
∫
R |Gradϕ|2 dv is finite and, thus, by (287), the last term in (291) goes to

zero. Consequently, ∫
R
DivΣ0 · ϕdv = 0. (292)

Finally, since ϕ is arbitrary, and the set of smooth functions with compact support is dense
in the set L2(R), we conclude that DivΣ0 = 0.

(iii) Let γ be a smooth vector field on R and consider

Ib =
∣∣∣ ∫

∂R
(Σ0n) · γ da

∣∣∣. (293)

We show below that Ib is bounded from above by zero and, thus, that Ib = 0.

Notice first that, by the divergence theorem,

0 =

∫
R
Div(Σ0 −Σnk

) · γ dv

=

∫
∂R

((Σ0 −Σnk
)n) · γ da−

∫
R
(Σ0 −Σnk

) ·Gradγ dv. (294)
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Since Σ0 ∈ H1(R) and Σnk
∈ H1(R), nk ∈ N, the integrals on the second line of (294) are

well-defined. By Σnk
n = 0, (294), and Hölder’s inequality, it follows that

∣∣ ∫
∂R

(Σ0n) · γ da
∣∣ = ∣∣ ∫

∂R
((Σ0 −Σnk

)n) · γ da
∣∣

=
∣∣ ∫

R
(Σ0 −Σnk

) ·Gradγ dv
∣∣

≤
(∫

R
|(Σ0 −Σnk

)|2 dv
) 1

2
(∫

R
|Gradγ|2 dv

) 1
2
. (295)

Again, by (287), the product on the final line of (295) goes to zero. Since γ is arbitrary, we
conclude that Σ0n|∂R = 0.

(iv) Since, from (287), the sequence (Σnk
)nk∈N converges strongly to Σ0 in the L2(R) norm, by

the equivalence of the L2(R) norm and the norm ∥ · ∥C as established in Proposition 2, we
find that

(Σnk
)nk∈N → Σ0 in ∥ · ∥C . (296)

Then, since for each Σnk
, nk ∈ N, ∥Σnk

∥C = 1 and because norm is a continuous function, it
follows from (296) that ∥Σ0∥C = 1 or, equivalently,

∫
RΣ0 · C [Σ0] dv = 1.

(v) From items (i)–(iii) above, we conclude that Σ0 satisfies the same conditions as S in (1).
Thus, Σ0 is a residual stress field. Accordingly, the arguments from (257) through (270) hold
for Σ0. Then, because Σ0 ∈ H1(R), it follows from (270) and (284) that E(Σ0) < ∞.

(vi) Since for each Σnk
, nk ∈ N,

∫
R SN · C [Σnk

] dv = 0, N ∈ NN0 , and the scalar product is a
continuous function, it follows from (296) that

∫
R SN · C [Σ0] dv = 0, N ∈ NN0 .

For the next proposition, we use the following characterization, due to Ekeland and Témam
(1976), of weakly lower semi-continuous functions.

Theorem 6. If a functional defined on a convex set is strongly lower semi-continuous with respect
to a norm and is convex, then it is weakly lower semi-continuous with respect to that norm.

Let Pc be the set

Pc =

{
T : T ∈ S,

∫
R
T · C [T ] dv ≤ 1,

∫
R
SN · C [T ] dv = 0, N ∈ NN0

}
. (297)

Notice that Pc is convex. We then have the following proposition.

Proposition 7. The functional ∥ · ∥AA is weakly lower semi-continuous in the H1(R) norm on Pc.

Proof. Since, by Proposition 1, ∥ · ∥AA is equivalent to the H1(R) norm on S and Pc is a subset
of S, ∥ · ∥AA is continuous and, thus, strongly lower semi-continuous in the H1(R) norm on Pc.
Furthermore, since ∥ · ∥AA is a norm, it is a convex functional. By Theorem 6, the functional ∥ · ∥AA

is weakly lower semi-continuous in the H1(R) norm on Pc.

Proposition 8. ∥Σ0∥AA = inf
P

∥ · ∥AA.
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Proof. Since P is a subset of Pc, every element of P is also an element of Pc. Consequently,
(Σnk

)nk∈N and, by Proposition 5, Σ0 belong to Pc. Since (Σnk
)nk∈N ⇀ Σ0 in the H1(R) norm,

it then follows from Proposition 7 that

∥Σ0∥AA ≤ inf
P

∥ · ∥AA. (298)

However, since, by (285), infP ∥·∥AA is a lower bound of the functional ∥·∥AA on P and, by Proposition
5, Σ0 is an element of P, it follows that

∥Σ0∥AA ≥ inf
P

∥ · ∥AA. (299)

Thus, by (298) and (299),
∥Σ0∥AA = inf

P
∥ · ∥AA. (300)

We have, therefore, established that a minimizer of ∥ · ∥AA or, equivalently, of E over P, namely
Σ0, exists, as claimed in Theorem 3.

C At the boundaries of the strip in Figure 2, E(S) > 0 for a
non-zero spherically symmetric S

Recall, from (137), that the points on the boundaries of the semi-infinite strip of parameter choices
which ensure that the integrand U of E is positive-definite are not viable for a general residual
stress field. In this Appendix, we show that for a non-zero spherically symmetric residual stress
field S, E satisfies E(S) > 0 at each such boundary point.

Consider, first, the parameters in the set

∂V1 =
{
(β, γ) : β + γ = 5, β ≥ 5/3

}
. (301)

Substituting β + γ = 5 in (129) yields

E(S) =
1

2

∫
R

(
5|H2|2 +

3β − 5

2
|H3|2

)
dv. (302)

Since β ≥ 5/3, the second term in (302) is greater than or equal to zero. Thus, for E to vanish,
H2 must vanish. By (154) and (112), H2 = 0 implies that S′

⊥ = 2S′
∥. Differentiating (162)1,

substituting S′
⊥ = 2S′

∥ and integrating the resulting expression, we find that S∥ has the form
S∥(r) = ĉr2 + c̃, where ĉ and c̃ are constants. In conjunction with the boundary conditions (162)3,
this implies that S∥ = 0. From the equilibrium equation (162)1, it then follows that S⊥ = 0. Thus,
E(S) = 0 on ∂V1 only if S = 0.

Consider, next, the parameters in the set

∂V2 =
{
(β, γ) : γ = 2β, 0 < β < 5/3

}
. (303)

Since, as seen in Subsection 5.2, for the spherically symmetric case, the integrand U of E depends
on the parameters only through the combination p = β+γ. Accordingly, the parameter k does not
influence the positive-definiteness of W . In other words, given 0 < p < 5, U is positive-definite for
all real k. In particular, it is positive-definite for k = 0 or, equivalently, on ∂V2. We conclude that
E(S) = 0 on ∂V2 only if S = 0.
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Consider, finally, the parameters in the set

∂V3 =
{
(β, γ) : β + γ = 0, β ≥ 0

}
. (304)

From (170), we see that for β + γ = 0,

E(S) =
1

4

∫
R
|Grad(trS)|2 dv. (305)

For E to vanish, it follows that Grad(trS) = 0 in R. Thus, trS is constant in R. However,
a residual stress field must have zero mean and, thus, trS = S∥ + 2S⊥ = 0. Using this in the
equilibrium condition (162)1 and integrating, we find that S∥ has the form S∥(r) = ĉ/r3, where
ĉ is a constant. In conjunction with the boundary conditions (162)3, the foregoing result implies
S∥ = 0. Since S∥ + 2S⊥ = 0, it follows that S⊥ = 0. Thus, S = 0.

We conclude that, for the spherically symmetric case, E(S) = 0 on ∂V1, ∂V2, and ∂V3 only if
S = 0.

D Proof of the decomposition in Eq. (206)

We finally show that any square-integrable symmetric second-order tensor field on a simply-
connected region with a smooth boundary can be decomposed uniquely into a square-integrable
residual stress field and the symmetric part of the gradient of a differentiable vector field. We will
establish this result with the aid of the following theorem due to Maggiani et al. (2015).

Theorem 9. A square-integrable second-order symmetric tensor field T on a simply-connected
domain R with smooth boundary ∂R can be uniquely decomposed as

T = (Curl(CurlF ))⊤+ symGradu, (306)

where u is a square-integrable vector field on R with square-integrable gradient, F and (Curl(CurlF ))⊤

are square-integrable symmetric second-order tensor fields on R, DivF = 0 on R, and Fn = 0 on
∂R.

Proposition 10. A square-integrable second-order symmetric tensor field T over a simply-connected
domain R with smooth boundary ∂R can be uniquely decomposed as

T = G+ symGradw, (307)

where w is a square-integrable vector field on R with square-integrable gradient, G is a square-
integrable symmetric second-order tensor field on R, DivG = 0 on R, and Gn = 0 on ∂R.

Proof. By Theorem 9, T can be uniquely decomposed as

T = (Curl(CurlF ))⊤+ symGradu, (308)

with DivF = 0 and Fn = 0. Let
F̂ = (Curl(CurlF ))⊤. (309)

Notice that F̂ is symmetric by Theorem 9. Fosdick and Royer-Carfagni (2005) have shown that a
symmetric F̂ of the form given in (309) satisfies the conditions:

Div F̂ = 0 on R,∫
∂R

F̂ nda = 0,∫
∂R

(r − o)× F̂ nda = 0.


(310)
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Let Ĝ be such that
Ĝ = symGradŵ,

DivĜ = 0,

 on R,

Ĝn = F̂ n on ∂R.

 (311)

With reference to (311), Ĝ admits a physical interpretation as follows: It is the strain in a homo-
geneous isotropic linear elastic body with stiffness tensor equal to the fourth-order identity tensor,
such that the body is in equilibrium with the surface traction F̂ n. Furthermore, we see from (310)
that F̂ n is a self-equilibrating traction field. Hence, a unique Ĝ and ŵ satisfying (311) exist. Let

G = F̂ − Ĝ. (312)

By (310)1 and (311)2,3, it follows that

DivG = 0 on R,

Gn = 0 on ∂R.

}
(313)

On invoking (309), (311)1, and (312), (308) takes the form

T = G+ symGradw, (314)

where
w = u+ ŵ. (315)

Since F̂ , Ĝ, u, and ŵ are uniquely determined, G and w are uniquely determined by (312) and
(315), thus confirming the proposition.
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