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GROWTH OF ROOT MULTIPLICITIES ALONG IMAGINARY

ROOT STRINGS IN KAC–MOODY ALGEBRAS

LISA CARBONE, TERENCE COELHO, SCOTT H. MURRAY,

FORREST THURMAN, AND SONGHAO ZHU

ABSTRACT. Let g be a symmetrizable Kac–Moody algebra. Given a root α and a real root β of g, it

is known that the β-string through α, denoted Rα(β), is finite. Given an imaginary root β, we show

that Rα(β) = {β} or Rα(β) is infinite. If (β, β) < 0, we also show that the multiplicity of the root

α+ nβ grows at least exponentially as n → ∞. If (β, β) = (α, β) = 0, we show that Rα(β) is

bi-infinite and the multiplicities of α+nβ are bounded. If (β, β) = 0 and (α, β) 6= 0, we show that

Rα(β) is semi-infinite and the muliplicity of α+ nβ or α− nβ grows faster than every polynomial

as n → ∞. We also prove that dim gα+β ≥ dim gα+dim gβ −1 whenever α 6= β with (α, β) < 0.

1. INTRODUCTION

Let g = g(A) be the Kac–Moody algebra of a symmetrizable generalized Cartan matrix A with

Cartan subalgebra h. Let ∆ ⊆ h∗ be the root system of g and let ∆̄ := ∆ ∪ {0}. When A is

positive definite, g is a finite dimensional semisimple Lie algebra. In such cases, the length of a

root string is at most 4 and this maximum is achieved for g of Cartan type G2 [Hum78]. When A
is not positive definite, g is infinite dimensional.

Since A is symmetrizable, h∗ can be equipped with a symmetric bilinear form as in [Car05, Chap-

ter 16], which induces a norm. A root α is called real when the norm of α is positive; and imaginary

otherwise. Let ∆re and ∆im be the sets of real and imaginary roots respectively. For α ∈ ∆̄ and

β ∈ ∆, let Sα(β) ⊆ Z be the maximal set of consecutive integers including 0 such that α+ iβ ∈ ∆̄
for every i ∈ Sα(β). Then the β-root string through α [Car05, Kac90] is

Rα(β) := {α + iβ | i ∈ Sα(β)} ⊆ ∆̄.

The behavior of root strings with β an imaginary root has not been widely studied. Throughout

the paper, we assume that N includes 0. Since Sα(β) is a set of consecutive integers, exactly one

of the following holds:

• Sα(β) is finite, in which case Rα(β) is finite;

• N ⊆ Sα(β), −N 6⊆ Sα(β), in which case we call Rα(β) semi-infinite in the direction of β;

• N 6⊆ Sα(β), −N ⊆ Sα(β), in which case we call Rα(β) semi-infinite in the direction

of −β;

• Sα(β) = Z, in which case we call Rα(β) bi-infinite.

We call Rα(β) trivial if |Rα(β)| = 1 (ie, Rα(β) = {β}).

Recall that dim gα is called the multiplicity of α. By the growth along Rα(β) in the direction of β,

we mean the growth of the multiplicity of α+ nβ as n → ∞. For detailed definitions regarding

growth of functions, we refer to [KL00] and Section 3 below.
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Every root string in the direction of a real root is finite [Kac90]. Moreover, the root multiplicity

dim gα is 1 if α is a real root [Kac90]. This agrees with the finite dimensional case, where every

root is real. Morita [Mor88] showed that Aij = −1 and Aji < −1 for some i, j if and only if

|{α + kβ : k ∈ Z} ∩ ∆re| ∈ {3, 4} for some (α, β) ∈ ∆ × ∆re. However, many other questions

about root multiplicities and the structure of root strings have remained unanswered.

In this work, we characterize the properties of root strings in the direction of an imaginary root and

show that these root strings are infinite or trivial. Our motivation is to study the behavior of the

dimensions of imaginary root spaces along infinite root strings. It is known [Kac68] that non-affine

Kac–Moody algebras have infinite Gelfand–Kirillov dimension and that the dimensions of the root

spaces of rank 2 hyperbolic Kac–Moody algebras grow exponentially [Meu82]. Suppose α ∈ ∆̄
and β ∈ ∆im. Since β is imaginary, (β, β) ≤ 0. If (β, β) = 0 (respectively (β, β) < 0), β is said to

be isotropic (respectively non-isotropic). We assume Rα(β) is nontrivial, that is, Rα(β) contains a

root other than α. Table 1 summarizes our main results. For (β, β) < 0, our methods do not give

an easy criterion to distinguish between bi-infinite and semi-infinite root strings.

Conditions Rα(β) is ... Growth Reference

(β, β) < 0 infinite at least exponential Section 4

(β, β) = 0
(α, β) = 0 bi-infinite bounded Subsection 5.1

(α, β) 6= 0 semi-infinite greater than polynomial Subsection 5.2

TABLE 1. Results on nontrivial root strings through α in the direction of β

We now discuss our results in more detail. First consider the case when β is non-isotropic. By

applying [Mar21, Corollary C], we show that if Rα(β) is nontrivial, then at least one of α±Nβ is

contained in Rα(β) (Proposition 4.1). Then, by a result of Kac [Kac90, Corollary 9.12], we show

that there exists a free Lie subalgebra in
⊕

k∈N gkβ. Free Lie algebras possess exponential growth,

which leads to the following.

Theorem 1.1. Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im

be non-isotropic. If |Rα(β)| > 1, then at least one of α ± Nβ is contained in Rα(β). Thus Rα(β)
is infinite or bi-infinite. Moreover, the growth along Rα(β) has an exponential lower bound.

When β is isotropic, [Mar21, Corollary C] and [Kac90, Corollary 9.12] no longer apply. However,

we observe that when (α, β) = 0, the behavior of Rα(β) is essentially the same as in affine Kac–

Moody algebras. This is established in Proposition 5.2.

Theorem 1.2. Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im

be isotropic, and α ∈ ∆̄ be such that |Rα(β)| > 1. Suppose (α, β) = 0. Then Rα(β) is always

bi-infinite, and

(i) If α is real, Rα(β) consists only of real roots which have multiplicity 1.

(ii) If α is imaginary, Rα(β) consists of imaginary roots only, and the multiplicities take on at

most 3 values, at most 2 of which occur periodically.

In particular, part (ii) is derived from a case-by-case study of untwisted and twisted affine Kac–

Moody algebras.
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If (α, β) 6= 0, then reducing to the affine case is no longer applicable. However, we can construct

a subalgebra in
⊕

k∈N gkβ that is isomorphic to an infinite dimensional Heisenberg algebra, which

we denote H(β). By applying the representation theory of H(β), we show that there exists a

subspace in
⊕

k∈N gα+kβ which is isomorphic to an irreducible induced module of H(β).

Theorem 1.3. Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im be

isotropic, and α ∈ ∆̄ be such that |Rα(β)| > 1. Suppose (α, β) 6= 0. Then Rα(β) is semi-infinite

in the direction of ±β and the multiplicity of α± nβ grows faster than every polynomial.

We remark that the potentially subexponential growth in Theorem 1.3 arises from the growth of the

partition function p(n) which naturally appears as a lower bound in the proof. The subexponential

growth of p(n) is a consequence of the classic Hardy–Ramanujan approximation formula [HR18]

(see also Subsection 5.2).

We prove the following general result (Section 6) about root multiplicities:

Theorem 1.4. Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let α, β be

distinct roots of g with (α, β) < 0. Then

dim gα+β ≥ dim gα + dim gβ − 1.

(This result may already be known, but we have been unable to find a reference.)

2. PRELIMINARIES

In this section, we review some basic definitions and properties of Kac–Moody algebras. Most re-

sults here are contained in [Kac90] and [Car05]. Throughout this paper, we take N := {0, 1, 2, . . .}.

Let I be a finite index set. An integral square matrix A = (Ai,j)i,j∈I is said to be a generalized

Cartan matrix if it satisfies:

Ai,j ∈ Z for i, j ∈ I;

Ai,i = 2 for i ∈ I;

Ai,j ≤ 0 and Ai,j = 0 ⇐⇒ Aj,i = 0 for i, j ∈ I, i 6= j.

A generalized Cartan matrix A is called symmetrizable if there exists a diagonal matrix D over the

rationals such that the matrix DA is symmetric. The matrix D is called the symmetrizer of A. For

J ⊆ I , we use AJ to denote the submatrix (Aij)i,j∈J of A with indices in J .

2.1. Kac–Moody algebras. For a generalized Cartan matrix A, let h = h(A) be a C-vector space

of dimension dim(h) = 2|I| − rank(A). We choose linearly independent sets

Π = ΠA = {αA,i}i∈I = {αi}i∈I ⊆ h∗

Π∨ = Π∨
A = {α∨

A,i}i∈I = {α∨
i }i∈I ⊆ h

such that 〈αj, α
∨
i 〉 = Ai,j for all i, j ∈ I . Here 〈·, ·〉 denotes the natural pairing h∗ ⊗ h → C. We

call elements of Π the simple roots and of Π∨ the simple coroots. Following [Car05], we let g̃(A)
3



be the Lie algebra generated by h, {ẽA,i}i∈I , and {f̃A,i}i∈I , subject to the relations

h− ah′ − bh′′ = 0, for h, h′, h′′ ∈ h, a, b ∈ C with h = ah′ + bh′′ in h;

[h, h′] = 0, for h, h′ ∈ h;

[ẽA,i, f̃A,j] = δijα
∨
i , for i, j ∈ I;

[h, ẽi] = 〈αi, h〉ẽi, for h ∈ h, i ∈ I;

[h, f̃i] = −〈αi, h〉f̃i, for h ∈ h, i ∈ I.

Note that h can be considered an abelian subalgebra of g̃(A). We write ñ+(A) (respectively ñ−(A))

for the free subalgebra of g̃(A) generated by the ẽi (respectively f̃i). Then g̃(A) = ñ−(A) ⊕
h ⊕ ñ+(A) by [Kac90, Theorem 1.2]. The Kac–Moody algebra is then defined as g = g(A) =
g̃(A)/S(A) where S(A) is the unique maximal ideal intersecting h trivially. We set

S+(A) := S(A) ∩ ñ+(A), S−(A) := S(A) ∩ ñ−(A)(1)

n+ = n+(A) := ñ+(A)/S+(A), n− = n−(A) := ñ−(A)/S−(A)(2)

Then S(A) = S+(A)⊕ S−(A), and we have the triangular decomposition

g(A) = n−(A)⊕ h(A)⊕ n+(A).

The images of ẽA,i and f̃A,i in g(A) are denoted by eA,i = ei and fA,i = fi, respectively. Note that

the subalgebras n+(A) and n−(A) in g(A) are generated by ei and fi for i ∈ I .

For α ∈ h∗, we set gα = {x ∈ g | [h, x] = 〈α, h〉x, h ∈ h}. We say α ∈ h∗ \ {0} is a root if

gα 6= {0}. We have gαi
= Cei, g−αi

= Cfi, and write g0 = h. We set ∆̄ = ∆ ∪ {0}. Thus the

root space decomposition is g = h⊕
⊕
α∈∆

gα =
⊕
α∈∆̄

gα. For α ∈ ∆, we also have

(3) dim gα = dim g−α.

The root lattice Q = QA in h∗ is ZΠ =
⊕

αi∈Π
Zαi. We set

Q+ = Q+
A := (Z≥0Π) \ {0}, Q− = Q−

A := −Q+.

Let ∆+ = ∆ ∩ Q+ and ∆− = ∆ ∩ Q−, so ∆ = ∆+ ∪ ∆− with ∆− = −∆+. The sets ∆± are

called the sets of positive and negative roots respectively and we set ∆̄+ = ∆+ ∪ {0}.

2.2. Weyl group. The Weyl group is the subgroup of GL(h∗) generated by the simple reflections

wi = wi,A : λ 7→ λ− 〈λ, α∨
i 〉αi

for i ∈ I . The contragredient action of W on h is given by 〈λ, wi(h)〉 = 〈wi(λ), h〉 for i ∈ I, λ ∈
h∗, h ∈ h. Explicitly,

wi(h) = h− 〈αi, h〉α∨
i .

For i ∈ I , ad ei and ad fi are locally nilpotent on g and the following automorphism of g is well-

defined by [Car05, Proposition 3.4]

w̃i = exp(ad ei) exp(ad(−fi)) exp(ad ei).
For β ∈ ∆̄, i ∈ I , we have w̃i(gβ) = gwi(β), and w̃i(h) = wi(h) for h ∈ h [Car05, Proposi-

tions 16.14 and 16.15].
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A root α ∈ ∆ is called a real root if there exists w ∈ W such that wα ∈ Π. A root which is not

real is called imaginary. We denote the real roots by ∆re and the imaginary roots by ∆im. Thus

∆ = ∆re ∪∆im. We write ∆±
im = ∆im ∩∆± and ∆±

re = ∆re ∩∆±.

We summarize some properties of the Weyl group. For a complete treatment, we refer to [Kac90,

Chapters 3 and 5] and [Car05, Chapter 16].

Proposition 2.1. In the above notation:

(i) W preserves ∆re, ∆
+
im, and ∆−

im.

(ii) dim gα = dim gw(α) for w ∈ W , α ∈ ∆̄.

(iii) dim gα = 1 for α ∈ ∆re.

(iv) For α ∈ ∆̄ and β ∈ ∆re, {α + Zβ} ∩ ∆̄ is finite.

For γ ∈ Q, the support of γ, denoted as supp(γ), is the subset of I for which the coefficient of αi

is non-zero in the expression of γ as a linear combination of simple roots. Recall that the Dynkin

subdiagram corresponding to an index subset J ⊆ I is the subdiagram of the Dynkin diagram of ∆
consisting of vertices j ∈ J and all edges connecting these vertices. We say γ is connected if

the Dynkin subdiagram corresponding to supp(γ) is connected. Then [Car05, Proposition 16.21]

shows that all roots are connected in the this sense.

Let C = C(A) ⊂ h∗ denote the elements γ with 〈γ, α∨
i 〉 > 0 for all i ∈ I . Let C̄ denote its closure.

We will be primarily interested in −C̄, consisting of γ ∈ h∗ such that 〈γ, α∨
i 〉 ≤ 0 for all i ∈ I .

Let

(4) K = KA := {γ ∈ Q+ ∩ −C̄ | γ is connected.}.
We will need the following results.

Proposition 2.2. [Kac90, Theorem 5.4] The orbits of K under the action of the Weyl group cover

∆+
im. That is,

∆+
im =

⋃

w∈W

wK.

Proposition 2.3. [Kac90, Proposition 5.5] For α ∈ ∆im and r ∈ Q \ {0} such that rα ∈ Q we

have rα ∈ ∆im.

2.3. Symmetric invariant bilinear form. Let A be a symmetrizable generalized Cartan matrix

with symmetrizer D and write qi = Dii ∈ Q. Then we can define a non-degenerate symmetric

form (·, ·) on h∗ [Kac90, Lemma 2.1] such that

(5) (αi, γ) = qi〈γ, α∨
i 〉

for i ∈ I and γ ∈ h∗. The form (·, ·) induces a bijection Λ : h → h∗ such that for γ ∈ h∗, h ∈ h,

〈γ, h〉 = (γ,Λ(h)). By definition of (·, ·) on h∗, we have Λ(α∨
i ) = q−1

i αi. Thus for i, j ∈ I , we

have

(6) (αi, αj) = qiAi,j .

This implies (αi, αi) > 0, that is, the squared length of a simple root is positive.

The bijection Λ induces a non-degenerate symmetric form on h which is also denoted (·, ·). This

form on h lifts uniquely to a non-degenerate, symmetric, bilinear and invariant form (·, ·) on all of

g(A) ([Kac90, Theorem 2.2]) in the sense that ([x, y], z) = (x, [y, z]) for all x, y, z ∈ g(A).
5



We summarize properties of the form (·, ·) on h∗ and h:

Proposition 2.4. [Kac90, Propositions 3.9 & 5.2(c)] Let (·, ·) be the form on h∗ as above.

(i) (·, ·) is W -invariant, that is, (γ, δ) = (w(γ), w(δ)) for all w ∈ W and γ, δ ∈ h∗.

(ii) For α ∈ ∆, α ∈ ∆im, if and only if (α, α) ≤ 0.

By Proposition 2.4(ii) above, if α ∈ ∆re, then (α, α) > 0. For β ∈ ∆im, if (β, β) = 0 then β is

called isotropic, and otherwise β is called non-isotropic.

Proposition 2.5. [Kac90, Theorem 2.2] Let (·, ·) be the form on g as above.

(i) If α + β 6= 0, then (gα, gβ) = 0. If α ∈ ∆, then (·, ·)|gα+g−α
is non-degenerate.

(ii) For x ∈ gα, y ∈ g−α, [x, y] = (x, y)Λ−1(α).

We will also use the following results.

Theorem 2.6. [Mar21, Theorem A] Let A be a symmetrizable generalized Cartan matrix and

g = g(A). Let β1, β2 ∈ ∆ be distinct with (β1, β2) < 0. Then for all non-zero x1 ∈ gβ1
and

x2 ∈ gβ2
, we have [x1, x2] 6= 0.

Corollary 2.7. [Mar21, Corollary C] Under the conditions of Theorem 2.6,

dim gβ1+β2
≥ max(dim gβ1

, dim gβ2
).

3. ROOT STRINGS AND GROWTH

Let A be a symmetrizable generalized Cartan matrix and ∆ = ∆(A). For α ∈ ∆̄ and β ∈ ∆, let

Sα(β) ⊂ Z be the maximal consecutive subset of the integers including 0 such that for i ∈ Sα(β),
α + iβ ∈ ∆̄.

Since 0 ∈ ∆̄, we may have α = 0. In this case, R0(β) consists of all roots that are integral

multiples of β. By Proposition 2.1(ii), we have

(7) Rα(−β) = Rα(β), w(Rα(β)) = Rw(α)(w(β))

for w ∈ W . We also have

(8) R−α(β) = −Rα(β),

which follows from the fact that γ ∈ ∆ if and only if −γ ∈ ∆. We will also consider the β-root

space through α

(9) Sα(β) :=
⊕

γ∈Rα(β)

gγ .

We recall the definitions of bi-infinite and semi-infinite root strings from Section 1. We say γ ∈
Rα(β) is an endpoint of the root string if either γ + β /∈ Rα(β) or γ − β /∈ Rα(β).

By Proposition 2.1(iv), if β ∈ ∆re, thenRα(β) is finite. In this case, if γ is an endpoint ofRα(β), it

follows from [Kac90, Proposition 5.1] that |Rα(β)| = |〈γ, β∨〉|when α and β are non-proportional.

Recall that if γ is a real root, dim gγ = 1. We are interested in dim gγ when γ is imaginary and of

the form γ = α + iβ where i ∈ Z, α ∈ ∆ and β ∈ ∆im. We will study the behavior of dim gα+iβ

along the root string Rα(β) in the direction of β. That is, we will consider dim gα+iβ as i→ ∞.
6



Following [KL00], we give the following definitions. Let Φ be the set of functions from N to R>0

which are eventually monotone. If f, g ∈ Φ and if f(n) ≤ Cg(αn) for large enough n and some

C > 0 and some α > 0, we write f � g. When f � g and g � f , we write f ∼ g which defines

an equivalence relation. The growth of f is the equivalence class G(f) in Φ/ ∼ which inherits a

partial ordering ≤ from � on Φ. We say L ∈ Φ/ ∼ is a lower bound of G(f) if L ≤ G(f). Let

Pk := G(nk) for k ∈ N and Er := G(enr

) for r ∈ R>0. We say that f has polynomial growth if

G(f) = Pk for some k ≥ 1; that f has exponential growth if G(f) = E1; that f has subexponential

growth if G(f) ≤ E1 while G(f) 6≤ Pk for any k ∈ N. In particular, we see that G(f) = E1/2
implies that f has subexponential growth.

Definition 3.1. Let g be a Kac–Moody algebra with root system ∆. For α ∈ ∆̄ and β ∈ ∆, the

growth along Rα(β) in the direction of β is defined to be G(dim gα+nβ).

4. ROOT MULTIPLICITIES AND ROOT STRINGS FOR NON-ISOTROPIC IMAGINARY ROOTS

In this section, we study the growth along Rα(β) when β is imaginary and non-isotropic, that is,

(β, β) < 0. Our approach uses properties of certain free subalgebras of g. The dimensions of

the homogeneous components in a free Lie algebra L are given by Witt’s formula [Wit37]. When

L has two or more generators, this formula has an exponential lower bound (Proposition 4.3).

We then observe that there must exist an s > 0 such that dim gsβ is at least 2 (Proposition 4.4).

Corollary 4.6 then indicates that dim gnβ grows at least exponentially in n. Corollary 4.7 shows

that this is true for Rα(β).

The following result shows that a root string with at least two roots in the direction of a non-

isotropic root is infinite.

Proposition 4.1. Let β be an imaginary root with (β, β) < 0 and let α ∈ ∆̄. If |Rα(β)| > 1, then

at least one of α± Nβ is contained in Rα(β).

Proof. If α, β are proportional, the proposition holds by Proposition 2.3, so we may assume α and

β are not proportional. If (α, β) < 0 (respectively> 0), then by inductively applying Corollary 2.7,

we have α + Nβ ⊂ Rα(β) (respectively α − Nβ ⊂ Rα(β)). If (α, β) = 0 but α + β ∈ ∆
(respectively α − β ∈ ∆), then since (α + β, β) = (β, β) < 0, we have α + Nβ ⊂ Rα(β)
(respectively α− Nβ ⊂ Rα(β)). �

Replacing β by −β if necessary (see Equations (3), (7), and (8)), we may assume that α + Nβ ⊂
Rα(β). In this section, we will prove Theorem 1.1.

4.1. Free Lie algebras. We first present the necessary background on free Lie algebras. Our main

sources are [Hum78, Reu03] and [Cas20].

Let X be a set. We denote the free Lie algebra generated by X by L(X). A basic Lie monomial

of degree n over X is an iterated Lie product of the form [x1, x2, . . . , xn] with x1, x2, . . . xn ∈ X
where we omitted intermediate Lie brackets. Then

L(X) =
⊕

n≥1

Ln(X)

where Ln(X) is the is the homogeneous component of degree n in L(X) spanned by degree n Lie

monomials.
7



The canonical embedding of X in L(X) is denoted iX : X → L(X). By the universal property of

L(X), any set map f from X to a Lie algebra m lifts uniquely to a Lie algebra homomorphism f̃

from L(X) to m such that f = f̃ ◦ iX .

Let A(X) be the free non-associative algebra on X . Then A(X) is graded by the length of words

in the elements of X . Let I be the two-sided ideal of A(X) generated by elements

(xx) and ((xy)z) + ((yz)x) + ((zx)y)

for x, y, z ∈ A(X). The quotient algebra A(X)/I = {x + I | x ∈ A(X)} with Lie bracket

[x+I, y+I] = (xy)+I is a Lie algebra. The ideal I =
⊕

n≥1 In is homogeneous, and A(X)/I
inherits the grading from A(X). For n ≥ 1, any basic Lie monomial on n cosets of the form x+I
with x ∈ X is in the n-th homogeneous component A(X)n/In. For the following proposition, we

refer to [Cas20].

Proposition 4.2. Let L(X) be the free Lie algebra generated by the setX . Then L(X) ∼= A(X)/I.

Furthermore, An(X)/In is the nth homogeneous component Ln(X) of L(X).

Let VX denote the vector space generated by X . Recall [Hum78] that the free Lie algebra L(X) is

isomorphic to the Lie subalgebra generated by X in the tensor algebra T (VX) :=
⊕

n∈N V
⊗n
X . The

Lie bracket is given by

[x, y] := x⊗ y − y ⊗ x.

Therefore any iterated Lie bracket can be expanded as a linear combination of pure tensors.

The following result is central to the proofs in this section.

Proposition 4.3. With the above notation, let m := |X| = dimL1(X). If m ≥ 2, then for all

ε > 0, there exists Nε such that for n > Nε, dimLn(X) > m(1−ε)n.

Proof. By a classic result of Witt [Wit37, Satz 3], we have

(10) dimLn(X) =
1

n

∑

d|n

µ(d)mn/d

for k > 0, where µ denotes the Möbius function. By definition, µ(d) ≥ −1, and there are at most

n/2 terms in the summation besides n. Hence, for m > 1,

1

n

∑

d|n

µ(d)mn/d ≥ 1

n


mn −

n/2∑

i=1

mi


 =

1

n

(
mn − mn/2+1 −m

m− 1

)
≥ mn

2n

Now, for all ε > 0, we take n sufficiently large so that

mn

2n
> m(1−ε)n

which yields the result by Equation (10). �

4.2. Proof of Theorem 1.1. For the proof of Theorem 1.1, we will use the following important

result.

Proposition 4.4. Let β ∈ ∆im with (β, β) < 0. Then for some s ∈ Z>0, dim gsβ ≥ 2. Moreover,

we may choose s = 5.
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Proof. We outline the strategy of the proof. By Proposition 4.1, dim gsβ ≥ 1. The aim is to show

that dim g5β is at least 2. To do this, we prove that there must be two linearly independent Lie

monomials in g5β . This is because
⊕

k≥1 gkβ is free (Step 1) and it contains a Lie subalgebra

generated by two particular elements which is again free (Step 2). We observe that the two Lie

monomials on the two generators are of different degrees, which gives the result (Step 3).

Step 1. By [Kac90, Corollary 9.12(a)],
⊕

k≥1 gkβ is a free Lie algebra L(X). Here X is a basis for⊕
k≥1 g

0
kβ where

g0kβ := {x ∈ gkβ | (x, y) = 0 for any y in the subalgebra generated by the(11)

g−iβ for i = 1, . . . , k − 1}.
In particular, we see that g0β = gβ. For k = 2, we note that the subalgebra of g02β generated by g−β

is just g−β. By Proposition 2.5(i), since 2β + (−β) 6= 0, we have (x, y) = 0 for any x ∈ g2β and

y ∈ g−β. Hence g02β = g2β . Let x1 6= 0 be in gβ. Then g2β cannot be spanned by [x1, x1] = 0. Let

x2 6= 0 be in g2β. Then x1 and x2 are linearly independent. The elements x1 and x2 are the two

generators we consider below.

Step 2. By definition of g0kβ we see that x1, x2 ∈ X . Let Y := {x1, x2} ⊆ X . We claim that

Y generates a free Lie subalgebra of
⊕

k≥1 gkβ. First, Y embeds into X , hence the injection iX
restricted to Y , iX |Y , lifts to U(L(X)). Then this lifted map can be extended to an injective algebra

homomorphism f : T (VY ) → U(L(X)). The restriction of f on L(Y ) ⊆ T (VY ) is a Lie algebra

homomorphism into L(X), extending iX |Y , and is injective. Therefore Y generates a free Lie

algebra L(Y ) embedded in L(X) =
⊕

k≥1 gkβ.

Step 3. The two Lie monomials [x2, [x1, x2]] and [x1, [x1, [x1, x2]]] are both in g5β . Both brackets

are non-zero since they can be expressed as combinations of pure tensors on x1 and x2 in T (VX).
Also, they are linearly independent as they are contained in different homogeneous components of

L(Y ), as in Proposition 4.2. Therefore dim g5β ≥ 2. �

For γ ∈ ∆im with (γ, γ) < 0, let g+(γ) ⊆ g be the subalgebra generated by gγ and for k ≥ 1, let

g+(γ)k = g+(γ) ∩ gkγ.

If V is an vector space, recall that L(V ) := L(B) for any basis B of V .

Lemma 4.5. In the above notation, g+(γ) ∼= L(gγ).

Proof. We apply the argument in Steps 1 and 2 in the above proof of Proposition 4.4. In particular,

g0γ = gγ as in Equation (11) in Step 1. Replacing Y by gγ in Step 2, we see L(gγ) is a free

subalgebra in
⊕

k≥1 gkγ . Then g+(γ) = L(gγ) as they have the same generators. �

As [g+(β)m, g
+(β)n] ⊆ g+(β)m+n, the N-grading on g+(β) above coincides with the grading on

g+(β) as a free Lie algebra.

Corollary 4.6. Let β ∈ ∆im with (β, β) < 0. Suppose that for some s > 0, dim gsβ ≥ 2. Then

dim gnβ is at least exponential in n.

Proof. Let (γ, γ) < 0. By Lemma 4.5 and Proposition 4.3, if dim gγ = m ≥ 2, then for all ε > 0,

there exists N , such that for n > N , dim g+(γ)n > m(1−ε)n. It is then possible to first fix ε, then

choose a > 1 satisfying as = m1−ε and N ∈ N, such that for n > N , dim g+(γ)n > asn.
9



Set γ = sβ. Fix a as above. Then for n > N , dim gnγ = dim gnsβ ≥ dim g+(γ)n > asn. Using

Corollary 2.7, and the fact that (nβ, β) < 0 for n ≥ 1, it follows that dim gnβ is non-decreasing in

n. Hence for any 0 ≤ k ≤ s− 1 and ℓ > N , we have

(12) dim g(ℓs+k)β ≥ dim gℓsβ.

But

aℓs > aℓs+k−s = a−saℓs+k,

which by Equation (12) shows dim gnβ > a−san when n > sN . Pick b > 1 with b < a. Then for

sufficiently large n, dim gnβ > bn. This shows dim gnβ is exponential in n. �

Corollary 4.7. Let β be as above. Let α ∈ ∆̄ be such that α + Nβ ⊆ ∆̄. Then G(dim gnβ) 6≤ E1.

Proof. In Corollary 4.6, we showed that there exists b > 1, and N > 0 such that for n > N ,

dim gnβ > bn. If (α, β) < 0, then (α, nβ) < 0, and by Corollary 2.7,

dim gα+nβ ≥ dim gnβ > bn ∼ en

for n > N .

Otherwise for (α, β) ≥ 0, since α + Nβ ⊆ ∆̄, we may take n′ to be the least natural number

such that (α + n′β, β) < 0. Then for n > N , we have dim gα+(n+n′)β > bn. Equivalently, for

n > N + n′

dim gα+nβ > bn−n′ ∼ en.

That is, along Rα(β), dim gα+nβ has lower bound ∼ en. Thus, G(dim gα+nβ) 6≤ E1. �

Theorem (1.1). Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im

be non-isotropic. If |Rα(β)| > 1, then at least one of α ± Nβ is contained in Rα(β). Thus Rα(β)
is infinite or bi-infinite. Moreover, the growth along Rα(β) has an exponential lower bound.

Proof. By Proposition 4.1 at least one of α ± Nβ is contained in Rα(β). By Proposition 4.4,

dim g5β ≥ 2. Take s = 5 in Corollary 4.6, and by Corollary 4.7, we have the desired result. �

We note the following special case.

Corollary 4.8. Let β ∈ ∆im with (β, β) < 0. For non-zero x1 ∈ gβ and non-zero x2 ∈ g2β , x1 and

x2 generate a free Lie subalgebra in
⊕

k≥1 gkβ.

5. ROOT MULTIPLICITIES AND ROOT STRINGS FOR ISOTROPIC IMAGINARY ROOTS

We now consider root string in the direction of an isotropic imaginary root. Let g = g(A) for a

symmetrizable generalized Cartan matrix A as before. Recall that β ∈ ∆ is said to be isotropic

if (β, β) = 0. Throughout this section, we assume that β is isotropic. In this case, [Mar21,

Corollary C] and [Kac90, Corollary 9.12] no longer apply, and a new approach is required.

In light of Proposition 2.1(ii), Proposition 2.2, and Proposition 2.4(i), it suffices to assume that

α ∈ ∆̄+ and β ∈ K (see Equation (4)) in our analysis of Rα(β) and the β-root space Sα(β) =⊕
γ∈Rα(β)

gγ through α (see Equation (9)). In particular, β is assumed to be positive. Also, by

definition ofK (see Equation (4)), we always have (α, β) ≤ 0. Throughout the section, we assume

that |Rα(β)| > 1.
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We first divide the discussion into two cases: (α, β) = 0 and (α, β) < 0. The first case requires

some machinery related to affine Kac–Moody algebras, and the results in the second case are

obtained by using the module theory of Heisenberg algebras.

Proposition 5.1. Let g be a symmetrizable Kac–Moody algebra with root system ∆ and K as in

Equation (4). Let β ∈ K be isotropic and let α ∈ ∆̄+ be such that |Rα(β)| > 1. Then (α, β) = 0
if and only if supp(α) ⊆ supp(β).

Proof. Let J = supp(β). By definition of K, (α, β) ≤ 0, so it suffices to show (i) if supp(α) ⊆ J ,

then (α, β) = 0; and (ii) if supp(α) 6⊆ J , then (α, β) < 0.

We first prove (i). By [Car05, Proposition 16.29], the submatrix AJ is of affine type. Moreover, by

Equation (6), the inner product defined on QAJ
agrees with the one on QA. Then as an imaginary

root of g(AJ), β is a multiple of the basic imaginary root δ (see Equation (17)). Thus by [Car05,

Section 17.1 Summary (i)],

(13) (αi, β) = 0, for i ∈ J.

If supp(α) ⊆ J , then α is an integral linear combination of αi with i ∈ J , and (α, β) = 0 by

Equation (13).

Now we prove (ii). We show that for at least one j ∈ supp(α), we have (αj, β) < 0, and for

all other k ∈ supp(α), (αk, β) ≤ 0. This would imply (α, β) < 0 as α ∈ ∆+ is a positive

integral linear combination of simple roots with indices in supp(α). Suppose supp(α) 6⊆ J . Since

|Rα(β)| > 1, one of α ± β must be a root, hence supp(α ± β) = supp(α) ∪ J is connected by

[Car05, Proposition 16.21]. Then there must be a j ∈ supp(α) \ J that is a neighbor of some

i ∈ J in the Dynkin diagram. By Equation (5), 〈αi, α
∨
j 〉 and (αi, αj) have the same sign. Since

〈αi, α
∨
j 〉 = Ai,j < 0, we have (β, αj) < 0. For other k ∈ supp(α), k is either not a neighbor of J ,

or k ∈ J . The former gives (β, αk) ≤ 0 as Ai,k ≤ 0 for i 6= k, while the latter implies (β, αk) = 0
by Equation (13). Therefore, (β, α) ≤ (β, αj) < 0. �

5.1. Zero inner product. We now assume that (α, β) = 0. Proposition 5.1 tells us that supp(α) ⊆
supp(β) =: J . By [Car05, Proposition 16.29], AJ is of affine type. In this subsection, we first

equate root multiplicities of g(A) with those of g(AJ), for roots in the intersection of ∆(g(AJ )) and

∆(g(A)) (Proposition 5.2), so that we need only consider the affine Kac–Moody algebra g(AJ).
Then by a collection of standard results regarding affine Kac–Moody algebras (Proposition 5.3),

we derive the main result Theorem 1.2.

Recall g(A) = g̃(A)/S(A) where S(A) is the maximal ideal of g(A) that intersects h trivially. For

i 6= j ∈ I , let S+
i,j(A) (respectively S−

i,j(A)) be the ideal of g̃(A) generated by (ad(ei))
−Ai,j+1ej

(respectively (ad(fi))
−Ai,j+1fj). The following is proven in detail in [Car05, Theorem 19.30],

assuming A is symmetrizable (c.f. Equations (1) and (2)):

(14) S+(A) =
∑

i 6=j∈I

S+
i,j(A), S−(A) =

∑

i 6=j∈I

S−
i,j(A).

We also point out that the ideals S+(A) and S−(A) are indeed graded by Q+ and Q− respectively.

See the proof of [Car05, Theorem 19.30]. For J ⊆ I , we write ΠJ for ΠAJ
, ∆±

J for ∆±(Aj) and

Q±
J for Q±

AJ
, so ΠJ = {αj}j∈J ⊆ Π, Q+

J = NΠJ , and Q−
J := −NΠJ (see Section 2).
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Proposition 5.2. Let A = (Ai,j)i,j∈I be a symmetrizable generalized Cartan matrix, and J ⊆ I .

Then for all β ∈ ∆+
J ∪∆−

J , we have

dim(g(A)β) = dim(g(AJ)β)

where g(AJ) is the Kac–Moody algebra of the submatrix AJ .

Proof. It suffices to consider β ∈ ∆+
J . Let ñ+J be the free subalgebra of ñ+ := ñ+(A) generated

by {ẽA,j}j∈J . By the universal property of free Lie algebras, the tautological map on generators

ẽAJ ,j 7→ ẽA,j uniquely lifts to a Lie algebra isomorphism

(15) ψ : ñ+(AJ) → ñ+J .

Write S+ for S+(A), and S+
i,j for S+

i,j(A). Now for all i, j ∈ J , we have ψ(S+
i,j(AJ)) = S+

i,j ∩ ñ+J .

As in Equation (14) above, we have

S+(AJ) =
∑

i 6=j∈J

S+
i,j(AJ) ⊆ ñ+(AJ), S+ =

∑

i 6=j∈I

S+
i,j ⊆ ñ+,

and hence

ψ(S+(AJ)) =
∑

i 6=j∈J

ψ(S+
i,j(AJ)) =

∑

i 6=j∈J

S+
i,j ∩ ñ+J .

By definition of S+
i,j , we get S+

i,j ∩ ñ+J = 0 if i /∈ J or j /∈ J . As a result, ψ(S+(AJ)) = S+ ∩ ñ+J ,

and ψ (Equation (15)) descends to an isomorphism

(16) ψ̄ : ñ+(AJ)/S
+(AJ) → ñ+J /(S

+ ∩ ñ+J )
∼= (ñ+J + S+)/S+.

The left side of Equation (16) is just n+(AJ) =
⊕

β∈∆+

J
g(AJ)β . The isomorphism on the right

side of Equation (16) is due to the Second Isomorphism Theorem.

Consider n+J :=
⊕

β∈∆+

J
g(A)β. This is the subalgebra in the quotient n+(A) = ñ+/S+ generated

by {eA,j}j∈J . The preimage of eA,j is ẽA,j . Consequently, the preimage of n+J is generated by

{ẽA,j}, equal to ñ+J by definition. Therefore n+J ⊆ (ñ+J + S+)/S+, and ψ̄ establishes an isomor-

phism between n+(AJ) =
⊕

β∈∆+

J
g(AJ)β and n+J :=

⊕
β∈∆+

J
g(A)β . As all the ideals considered

here are graded by Q+
J , such an isomorphism is a graded isomorphism. �

Next, we summarize the results of roots and multiplicities for affine Kac–Moody algebras. We

refer to a classic treatise by Carter [Car05, Section 18], (c.f. [Kac90]). We borrow notations from

[Car05] below. Let L0 be the finite semisimple Lie algebra associated with the generalized Cartan

matrix A of affine type, and H0 the Cartan subalgebra of L0. Let

L̂(L0) := C[t, t−1]⊗ L0 ⊕ Cc⊕ Cd

where c is a certain central element and d a derivation operator. Let H = (1 ⊗ H0) ⊕ Cc ⊕ Cd.

Let δ ∈ H∗ be defined by

(17) δ(H0) = 0, δ(c) = 0, δ(d) = 1.

The root δ is called the basic imaginary root. Then L̂(L0) accounts for all the untwisted affine Kac–

Moody algebras. By [Car05, Theorem 18.15], h(A) = h = H . Certain order 2 or 3 automorphisms

τ are defined on L̂(L0), and the fixed point subalgebras L̂(L0)τ account for the twisted affine Kac–

Moody algebras.

Proposition 5.3. Let g = g(A) where A is a generalized Cartan matrix of affine type. Then
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(i) Roots strings consisting entirely of real roots are bi-infinite in the direction of δ.

(ii) Imaginary roots are of the form kδ for k ∈ Z \ {0}.

(iii) Imaginary roots have at most two different multiplicities which occur periodically.

(iv) For k 6= −ℓ, [gkδ, gℓδ] = 0.

Proof. Part (i) follows from [Car05, Theorem 17.17] which contains a complete list of real roots.

In particular, a real root is always of the form of xα + yδ where α is a real root of L0, x is either

1 or 1
2
, and y ∈ Z, 2Z, 3Z, or Z − 1

2
. Part (ii) follows from [Car05, Theorem 16.27(ii)]. For

part (iii), in the untwisted case, we have gkδ = tk ⊗ H0 which has constant multiplicity dimH0,

while in the twisted case, we refer to [Car05, Corollary 18.10], which explicitly describes two

multiplicities in cases B̃t
ℓ, C̃

t
ℓ, F̃

t
4 and G̃t

2 that occur by a period equal to the order of τ , and to

[Car05, Corollary 18.15], which says the multiplicity of kδ is ℓ in C̃′
ℓ, and 1 in Ã′

1. Part (iv) is due

to the fact that gkδ is always a subspace of tk ⊗ H0 and we refer to a case-by-case discussion in

[Car05, Theorems 18.5, 18.9, and 18.14]. Then the definition of the Lie bracket on g ⊆ L̂(L0) (in

[Car05, Section 18.1]) tells us that

[tk ⊗H0, tℓ ⊗H0] = kδk,−ℓ〈H0, H0〉c = 0

for k 6= −ℓ. �

Theorem (1.2). Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im

be isotropic, and α ∈ ∆̄ be such that |Rα(β)| > 1. Suppose (α, β) = 0. Then Rα(β) is always

bi-infinite, and

(i) If α is real, Rα(β) consists only of real roots which have multiplicity 1.

(ii) If α is imaginary, Rα(β) consists only of imaginary roots, and their multiplicities take at

most 3 values, at most 2 of which occur periodically.

Proof. By Equation (3) and Equation (7), without loss of generality, we may assume α ∈ ∆̄+

and β ∈ K. Let J = supp(β). By [Car05, Proposition 16.29], AJ is of affine type. Then

by Proposition 5.2, it suffices to consider g(AJ). Take A = AJ in Proposition 5.3. Thus any

imaginary β must be a multiple of δ. By Proposition 5.3(i) and (ii), Rα(β) are bi-infinite. Now

part (i) follows from Proposition 2.1(iii). If both α and β are imaginary, then both are multiples of

δ. Thus part (ii) follows from Proposition 5.3(iii), where the third value comes from the possibility

that 0 ∈ Rα(β), which has multiplicity dim h. �

5.2. Negative inner product. We now assume that β ∈ ∆im is isotropic and α ∈ ∆̄ with (α, β) <
0. Note α 6= 0 in this case. In contrast to the non-isotropic case, we cannot use Corollary 2.7 or

[Kac90, Corollary 9.12(a)] when (β, β) = 0 as we did in the last section, nor could we focus on

an affine subalgebra as in the last subsection since we do not have supp(α) ⊆ supp(β) anymore.

Nonetheless, there exists a Heisenberg subalgebra H(β) of g, constructed below, that allows us

to consider its irreducible module in g. It turns out that this module is contained in Sα(β), and

is isomorphic to a certain induced module. The main result (Theorem 1.3) is proved by using the

Poincaré–Birkhoff–Witt theorem applied to this induced module.

Lemma 5.4. For α ∈ ∆+ such that (α, β) < 0, there exists k > 0 such that

α− kβ /∈ ∆

and Rα(β) ⊆ ∆+. In particular, Rα(β) is finite in the direction of −β.
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Proof. Recall that both α and β are assumed to be positive. By Proposition 5.1, supp(α) contains

some index i /∈ supp(β). Thus for some large k, the coefficient of αi in α − kβ is positive while

the coefficients of αj for j ∈ supp(β) are negative, which means α− kβ /∈ ∆. �

In contrast to the assertion in Lemma 5.4 about the direction of −β, we will show in Theorem 1.3

that Rα(β) is infinite in the direction of β and the growth along Rα(β) has a subexponential lower

bound. To prove Theorem 1.3, we will use the following observation. By Proposition 2.3 we have

dim gkβ ≥ 1, for k ∈ Z. Then, by Proposition 2.5, for each k ∈ Z>0, we can choose xk ∈ gkβ and

yk ∈ g−kβ such that (xk, yk) = 1/k. Let c = Λ−1(β) ∈ h ⊆ g. We define

H(β) := Cc⊕
⊕

i≥1

Cxi
⊕

j≥1

Cyj ⊆ g.

Observe that for i, j ∈ Z>0:

(i) We have [c, xi] = 〈iβ, c〉xi = (iβ, β)xi = 0 (similarly for yj), and thus c is central.

(ii) For i 6= j, since [giβ, gjβ] = 0 by Proposition 5.3(iv), we have [xi, xj] = [yi, yj] = 0.

(iii) Since [xk, yk] = (xk, yk)Λ
−1(kβ) = c, we have [xi, yj] = δijc.

Such Lie algebras are known as Heisenberg algebras. We further define

H(β)− := Cc⊕
⊕

i≥1

Cyi ⊆ H(β).

Let κ = (α, β) < 0 and Cκ be the one-dimensional H−(β)-module where c.1 = κ and yi.1 = 0.

Theorem (1.3). Let ∆ be the set of roots of a symmetrizable Kac–Moody algebra g. Let β ∈ ∆im

be isotropic, and α ∈ ∆̄ be such that |Rα(β)| > 1. Suppose (α, β) 6= 0. Then Rα(β) is semi-

infinite, and the growth along Rα(β) has a subexponential lower bound.

Proof. Suppose (α, β) 6= 0. First, if α ∈ ∆−, by Equation (3) and Equation (8), we may replace

α by −α ∈ ∆+. Thus it suffices to consider the case α ∈ ∆+. For β, by Equation (7), we may

assume that β ∈ ∆+
im. By Proposition 2.1(ii), Proposition 2.2, and Proposition 2.4(i), we may

further assume β ∈ K. Therefore, we must have (α, β) < 0 by (α, β) 6= 0 and the definition of K.

Let v ∈ gα, then Cv is an H(β)−-module where each yi acts as 0, and c acts as the scalar κ =
(α, β) < 0. Thus, Cv ∼= Cκ. We further let gv be the H(β)-module generated by v under the

adjoint action inside g, that is,

gv := U(H(β)) · v ⊆ g.

Consider the induced module

Iκ := Ind
H(β)
H(β)− Cκ

∼= U(H(β))⊗H(β)− Cv.

Since Cκ
∼= Cv, we have an H(β)−-map from Cκ to gv. Then by the universal property of

Iκ, there exists a unique H(β)-map from Iκ to gv. Thus gv is a quotient of Iκ. By [FLM88,

Proposition 1.7.2], Iκ is irreducible and therefore we have

gv ∼= U(H(β))⊗H(β)− Cv.

We remark that our xi and yj correspond to yj and xi in [FLM88, Section 1.7]. Since the construc-

tion of Heisenberg algebras is symmetric with respect to these generators, the result holds.
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By the Poincaré–Birkhoff–Witt theorem, we have the following basis for gv

{xi1 · · ·xis · v | s ≥ 0, i1 ≤ · · · ≤ is},
where the product is understood as the corresponding iterated Lie bracket. Additionally, as a

subspace of Sα(β), gv has an N-grading. Explicitly, gv =
⊕

k∈N g
k
v , where each gkv is spanned by

(18)
{
xi1 · · ·xis · v | i1 ≤ · · · ≤ is,

∑
ij = k

}
.

Note that xk ∈ gkβ acts as a raising operator on gv, adding kβ to the weight spaces of gv. In

particular, gkv ⊆ gα+kβ, meaning gα+kβ is non-zero, and α + kβ is a root. This shows Rα(β) is

infinite in the direction of β. Furthermore, by Equation (18), each subspace gkv has dimension p(k),
where p(k) counts the number of partitions of k. Hence

dim gα+kβ ≥ dim gkv = p(k).

The famous asymptotic formula

p(n) ∼ 1

4n
√
3
exp

(
π

√
2n

3

)

by Hardy and Ramanujan [HR18] is of growth E1/2 (see Section 3). This is clearly superpolynomial

but less than the exponential growth E1. Thus, the growth along Rα(β) has a lower bound that is

subexponential. �

6. A GENERAL LINEAR BOUND FOR ROOT MULTIPLICITIES

The previous two sections investigated the asymptotic behavior of root strings in the direction of an

imaginary root. In this section, we prove the following general linear bound on root multiplicities

locally. Let g = g(A) for a symmetrizable generalized Cartan matrix A as before. The main result

Theorem 1.4 is a direct application of Theorem 2.6, combined with Lemma 6.2 purely in the nature

of linear algebra.

Theorem (1.4). Let g = g(A) for a symmetrizable generalized Cartan matrix A. If α and β are

distinct roots of g such that (α, β) < 0, then

dim gα+β ≥ dim gα + dim gβ − 1.

To prove Theorem 1.4, we begin with the following result.

Lemma 6.1. Let U and V be finite dimensional vector spaces over C of dimensions m,n respec-

tively and let L be a subspace of U ⊗ V . Then if L contains no simple tensors, we must have

dimL ≤ (m− 1)(n− 1).

Proof. We choose bases for U and V and a dual basis for U∗. Let ψ denote the isomorphism from

U ⊗ V to the space of m × n complex matrices Mm,n with respect to these bases. Explicitly we

have End(U, V ) ∼= U∗ ⊗ V ∼= U ⊗ V .

Let R ⊆ Mm,n be the subset of matrices of rank ≤ 1. Then R is the image of the set of simple

tensors inU⊗V under ψ. LetL′ = ψ(L). We must show that if dimL = dim(L′) > (m−1)(n−1)
then L′ ∩ R 6= 0.
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If A = (Aij) ∈Mm,n and A ∈ R, all rows must be multiples of each other. This is equivalent to:

Ai,jA1,1 −Ai,1A1,j = 0, for 2 ≤ i ≤ m, 2 ≤ j ≤ n,

which are (m− 1)(n− 1) homogeneous quadratic equations that determine membership in R.

On the other hand, L′ ⊆ Mm,n is a subspace determined by mn − dimL′ homogeneous linear

equations. So L′∩R consists of the points satisfying the (m−1)(n−1) homogeneous polynomials

for membership in R and the mn − dim(L′) homogeneous polynomials for membership in L′.

Suppose dimL′ ≥ (m− 1)(n− 1) + 1. Then in total, there are at most

(m− 1)(n− 1) +mn− dim(L′) ≤ (m− 1)(n− 1) +mn− (m− 1)(n− 1)− 1 = mn− 1

homogeneous polynomial equations in mn variables over C that determine this membership. By

Bezout’s Theorem [Sha13, p. 246], there must be a non-zero solution. �

Lemma 6.2. Let U, V,W be vector spaces and f a bilinear map

f : U ⊗ V → W

such that for all u ∈ U \ {0}, v ∈ V \ {0}, f(u, v) 6= 0. Then

dimW ≥ m+ n− 1.

Proof. Let m = dim(U), n = dim(V ). By our assumptions on f , Kerf cannot have any simple

tensors u⊗ v, where u, v 6= 0. Then by Lemma 6.1,

dimKerf ≤ (m− 1)(n− 1).

By the rank–nullity theorem,

dim Im(f) = dimU ⊗ V − dimKerf ≥ mn− (m− 1)(n− 1) = m+ n− 1.

Therefore dimW ≥ dim Im(f) ≥ m+ n− 1. �

Proof of Theorem 1.4. By Theorem 2.6, the Lie bracket [·, ·] is a bilinear map satisfying the condi-

tions for Lemma 6.2. This allows us to conclude that if α1, α2 ∈ ∆̄ are distinct, then dim gα1+α2
≥

dim gα1
+ dim gα2

− 1, proving Theorem 1.4. �

By Proposition 4.1, for any non-isotropic root β, the root stringRα(β) is always infinite if |Rα(β)| >
1. We cannot have more than one root γ ∈ Rα(β) which satisfies (γ, β) = 0. Suppose (γ, β) = 0,

then (γ+sβ, β) = s(β, β) cannot be constant for s ∈ Z if |Rα(β)| > 1. SoRα(β) will always con-

tain a γ such that (β, γ) 6= 0. Now, by inductively applying Theorem 1.4, we derive the following

result.

Corollary 6.3. Let β ∈ ∆im be non-isotropic and let α ∈ ∆̄ be such that |Rα(β)| > 1. Then

Rα(β) is infinite in at least one direction. Moreover,

(i) If there is some root γ ∈ Rα(β) with (β, γ) < 0, then Rα(β) is infinite in the direction of β.

If dim gβ > 1, then dim gγ+iβ is strictly increasing in i.
(ii) If there is some root γ ∈ Rα(β) with (β, γ) > 0, then Rα(β) the root string is infinite in

the direction of −β. If dim gβ > 1, then dim gγ−iβ is strictly increasing in i.
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Corollary 6.3 can also be used to determine if the dimensions along bi-infinite root strings are

increasing. That is, if (β, γ) < 0 and γ − β, γ − 2β, . . . , γ −
⌈
(β,γ)
(β,β)

⌉
β are roots, then (β, γ −

⌈
(β,γ)
(β,β)

⌉
β) > 0 and by Corollary 6.3(ii), Rα(β) is also infinite in the direction of −β so Rα(β)

is bi-infinite. Additionally, dim gα+iβ is decreasing for i ≤ −
⌈
(β,γ)
(β,β)

⌉
, and increasing for i ≥ 1.

These statements are similarly true if (β, γ) > 0 and γ + β, γ + 2β, . . . , γ +
⌈
− (β,γ)

(β,β)

⌉
β are roots.

As another application of Theorem 2.6, the existence of semi-infinite root strings in the direction

of an imaginary root for any symmetrizable Kac–Moody algebra is always guaranteed.

Corollary 6.4. Let g be a symmetrizable Kac–Moody algebra with root system ∆ and symmetric

invariant bilinear form (·, ·). Let α, β ∈ ∆ be distinct with (α, β) < 0. Then α + β is a root. If in

addition, β is imaginary, then α+Nβ ⊆ Rα(β)with dim gα+mβ−dim gα+nβ ≥ (m−n)(dim gβ−1)
for any m > n.

Proof. By Theorem 2.6, [x1, x2] 6= 0 so gα+β 6= {0} and thus α+ β is a root. Suppose (β, β) ≤ 0.

Then as (α+kβ, β) ≤ (α, β) < 0, inductively we can show that α+kβ is a root for any k > 0. By

Theorem 1.4, again as (α+kβ, β) ≤ (α, β) < 0, we have dim gα+(k+1)β−dim gα+kβ ≥ dim gβ−1
for all k > 1. The assertion then follows inductively. �
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