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ABSTRACT

Context. The chromospheric emission estimated in the core of different lines, such as Ca II H & K, Na D1 and D2, and Hα, is not
always correlated between lines. In particular, the Ca II H & K and Hα emission time series are anti-correlated for a few percent of
the stars, contrary to what is observed on the Sun. This puzzling result has been observed for both solar-type stars and M stars.
Aims. Our objective is to characterise these relationships in more detail using complementary criteria, and based on a large set of
spectra obtained with HARPS for a large sample of M dwarfs. This should allow to evaluate whether or not additional processes are
required to explain the observations.
Methods. We analysed the time average and variability of the Ca, Na, and Hα emissions for 177 M stars ranging from subspectral
types M0 to M8, paying particular attention to their (anti-)correlations on both short and long timescales as well as slopes between
indices. We also computed synthetic Hα time series based on different assumptions of plage properties. We compared our findings
with observations in order to evaluate whether or not the main observed properties could be reproduced.
Results. The statistical properties of our sample, in terms of correlations and slopes between indices at different timescales, differ
from what we previously obtained for FGK stars: there are fewer stars with a null correlation, and the correlations we find show a
weaker dependence on timescale. However, there can be a large dispersion from one season to another for stars with a well identified
low or negative correlation. We also specify the complex relationship between the average activity levels, with a clear indication of
a change in the sign of the slope from the relation between Ca and Hα (and between Na and Hα) for the most massive M dwarfs. In
addition, we observe a change in slope in the Na–Ca relation at an intermediate activity level. At this stage, we are not able to find
simple plage properties that, alone, are sufficient to reproduce the observations. However, the simulations already allow us to point out
that it is not straightforward to compare the temporal variability correlation and the integrated indices. Our findings also demonstrate
the need for complex activity patterns to explain some of the observations.
Conclusions. We conclude that the relation between the three indices examined here exhibits a large diversity in behaviour over the
sample studied. More detailed simulations with complex activity patterns are necessary to understand these observations. This will
teach us about plage properties for this type of star.
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1. Introduction

A large fraction of M dwarfs are active stars characterised by a
strong chromospheric emission with a dependence on spectral
type (e.g. Reiners & Basri 2010; Reiners et al. 2012), or with
a photometric variability interpreted as being due to the pres-
ence of spots of plages (e.g. Suárez Mascareño et al. 2016). This
suggests a dynamo process at play in many of those stars, in-
cluding examples in the fully convective regime (Chabrier &
Küker 2006; Browning 2008; Yadav et al. 2015, 2016; Wright
& Drake 2016). This transition between partially convective and
fully convective occurs around spectral type M3.5 or a mass of
around 0.35 M⊙ (Chabrier & Baraffe 1997). The relationships
between the luminosity in X and the rotation period (e.g. Pizzo-
lato et al. 2003; Wright et al. 2011) and between the chromo-
spheric emission in Ca and the rotation period (e.g. Astudillo-
Defru et al. 2017; Wright et al. 2018) are other important diag-
noses of their variability: two regimes are observed, a saturated

⋆ Tables A.1 and A.2 are only available in electronic form at the
CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/.

regime for fast rotators (average activity level independent of ro-
tation) and a linear regime for slow rotators, typically above 10
days. In addition, long-term cycles have been observed in both
regimes and for both partially and fully convective stars (e.g.
Buccino et al. 2011; Suárez Mascareño et al. 2016; Ibañez Bus-
tos et al. 2019a,b, 2020; Mignon et al. 2023b). This has been
studied over limited samples (Gomes da Silva et al. 2011, 2012;
Robertson et al. 2013) and with larger samples, mostly in pho-
tometry or chromospheric emission (Savanov 2012; Robertson
et al. 2013; Vida et al. 2013, 2014; Suárez Mascareño et al. 2016;
Küker et al. 2019; Mignon et al. 2023b), and sometimes in com-
bination with a spectroscopic analysis (Suárez Mascareño et al.
2018). Stellar activity also affects exoplanet studies, impacting
the detectability of low-mass exoplanets around the above types
of stars (see Meunier 2021, 2022, for a review on processes), and
potentially influencing the habitability of the exoplanets (e.g. Ip
et al. 2004; Buccino et al. 2006, 2007; von Bloh et al. 2007; Se-
gura 2018; Vidotto 2022).

Studies of the chromospheric emission focused on typically
three indices, the emission in the Ca II lines (e.g. Astudillo-Defru
et al. 2017; Suárez Mascareño et al. 2018), in the Na doublet D1
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and D2 (e.g. Díaz et al. 2007; Gomes da Silva et al. 2012), and
in Hα (e.g. Robertson et al. 2013), either individually, combined
(e.g. Ibañez Bustos et al. 2023; Gomes da Silva et al. 2011), or
combined with the Ca infrared triplet (IRT) observations (La-
farga et al. 2021). Gomes da Silva et al. (2011) also considered
the He I line. These different indices have often been used while
assuming that they were providing equivalent information on the
activity level. This is particularly important for M dwarfs, be-
cause the usual log R′HK indicator, which is based on the Ca II
lines, is noisier than for FGK stars due to the low flux emitted in
the UV continuum by these stars. This means that the Hα emis-
sion is an interesting alternative as an activity proxy, because it
should allow a much better signal-to-noise ratio. However, these
emissions do not form at the same height in the atmosphere. The
Na lines form in the lower chromosphere (Mauas & Falchi 1994;
Andretta et al. 1997; Fontenla et al. 2016), the Ca II H & K lines
in the middle chromosphere (Mauas & Falchi 1994) to the up-
per chromosphere (Mauas 2000; Houdebine 2009; Fontenla et al.
2016), and the Hα line in the upper chromosphere (Mauas &
Falchi 1994; Fuhrmeister et al. 2005; Houdebine 2009; Fontenla
et al. 2016; Leenaarts et al. 2012). The relationship between
these indicators then proved to be complex, mostly from two
points of view.

A first issue concerns the relationship between averaged (in
time) activity indicators for a sample of stars. Although they are
globally correlated over a stellar sample (when taking temper-
ature effects into account), non-linearity between the Ca and
Hα emission is expected for M dwarfs at low activity levels.
Given the fact that when activity increases, the absorption in Hα
first increases before switching to emission (see also Stauffer
& Hartmann 1986; Cram & Giampapa 1987), Cram & Mullan
(1979) proposed that this should theoretically lead to a U-shape
of the Ca II–Hα relationship. Many attempts have been made to
observe this effect in M stars, first with non-simultaneous ob-
servations of Ca II and Hα (Giampapa et al. 1989; Robinson
et al. 1990; Strassmeier et al. 1990) and then on simultaneous
observations. On the other hand, a strong dispersion was also
observed (Houdebine & Stempels 1997; Gomes da Silva et al.
2011; Frasca et al. 2016). These latter authors found a flat rela-
tion at low Ca levels, usually with some large dispersion in Hα,
followed by an increase above a certain threshold. Rauscher &
Marcy (2006); Walkowicz & Hawley (2009) observed hints of
the effect in a sample of M stars, with a U-shaped lower enve-
lope in the relation between the equivalent width in Hα and Ca.
The U-shape was more clearly observed by Scandariato et al.
(2017), with a negative slope in the low-activity regime, albeit
with a limited sample of stars. Robinson et al. (1990) suggested
that the Ca emission is due to a strong heterogeneity in the cover-
age of the stellar surface by magnetic field (i.e. solar-like), while
the Hα emission is less variable because it is less sensitive to
local temperature and density, and could therefore be associated
with a more homogeneous chromospheric appearance (see also
Rauscher & Marcy 2006). Walkowicz & Hawley (2009) sug-
gested that this large dispersion is intrinsic and proposed sev-
eral qualitative scenarios concerning the importance of plages
on these stars, with different relative importance of active re-
gions compared to quiet chromosphere. It is therefore important
to study this effect in a much larger sample and to check whether
or not there is a dependence on spectral type.

A second issue was raised by Cincunegui et al. (2007), who
found that a few percent of the stars in their sample of 101 F-
M stars exhibited an anti-correlation between the Ca and Hα
time series instead of a positive correlation. This was later con-
firmed with a large sample of FGK stars (Gomes da Silva et al.

2014; Meunier et al. 2022) and for M dwarfs (Gomes da Silva
et al. 2011), although all stars in the sample of Ibañez Bustos
et al. (2023) were found to exhibit a positive or close-to-zero
correlation. A few individual studies also reported these effects.
For example, Robertson et al. (2013) found that GJ 581 exhibit
an anticorrelation between the Na and the Hα emission, while
Di Maio et al. (2020) observed an anticorrelation between Ca
and Hα for AD Leo, with a relationship that may depend on
timescale. Walkowicz & Hawley (2009) pointed out a large dis-
persion between Ca and Hα for this latter star, despite the fact
that it lies in the active regime where a correlation is expected.
Furthermore, our analysis of long-term variability in a large sam-
ple of M dwarfs (Mignon et al. 2023b, hereafter Paper I) showed
that the periodicities found in the different indices are not always
the same. The Ca variability is, for example, in some cases dom-
inated by a very long trend not seen in Hα and dominated by a
shorter variability. The possibility to interpret these anticorrela-
tions by the presence of filaments exhibiting some absorption in
Hα was proposed by Meunier & Delfosse (2009) and explored
(Meunier et al. 2022, hereafter Paper II) for FGK stars. Gomes
da Silva et al. (2022) also recently proposed that anticorrelation
could be sensitive to the bandpass used to compute the Hα index
for FGK stars.

The objective of the present paper is therefore to address
these two issues by studying a large sample of 177 stars. We
computed and analysed the three activity indices in Ca II, Na,
and Hα for this sample. We thus extend the work done for FGK
stars in Paper II to this large sample of M stars. This large
sample allows us to focus on the dependence on spectral type,
and to study both averaged indices and variability at different
timescales, which provide complementary information. The out-
line of this paper is as follows. In Sect. 2, we present the stellar
sample, and the chromospheric emission indices (Ca, Na, and
Hα) used in the analysis and in the selection process on the data.
In Sect. 3, we briefly focus on the study of averaged indices,
while Sect. 4 presents a detailed analysis of the relationships
between indices on different temporal scales. Synthetic series
based on simple plage models are analysed in Sect. 5. We con-
clude in Sect. 6.

2. Data and timescales

We first describe the stellar sample and the HARPS data used in
the analysis, and then the selection process and the activity in-
dices. We define the seasons we use to study the relation between
the different indices on short (typically below 150 days) and long
(above 150 days) timescales in Sect. 4 and 5. More details can
be found in Paper I.

2.1. Stellar sample and data

We retrieved all identified HARPS observations of M stars from
the ESO archive (Spectral Data Products Query Form1), as in
Mignon et al. (2023a,b) until 02-2020. These observations come
from many programs of M dwarfs (listed in the acknowledge-
ments). The sample of stars we study in this paper are the M
dwarfs of the solar neighbourhood, which we selected from dif-
ferent catalogues: Gaidos et al. (2014), Winters et al. (2014),
Winters et al. (2021), Stauffer et al. (2010), and Henry et al.
(2018). After a selection process described below (Sect. 2.3),

1 http://archive.eso.org/wdb/wdb/adp/phase3_spectral/
form
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for stars with multiple measurements on a given night, the in-
dices are averaged to give a single measurement per night. We
considered stars with at least ten nights of observations and a
long enough temporal coverage to be able to implement a study
of long-term variability as in Paper I (i.e. stars with a temporal
coverage shorter than six times the rotation period are removed),
which led to a sample of 177 stars, which are listed in Table A.1.

2.2. Activity indices

We computed chromospheric activity indices as in Paper I, fol-
lowing Gomes da Silva et al. (2011) and Astudillo-Defru et al.
(2017). This was done for the Ca II H & K lines, the Na dou-
blet D1 and D2, and the Hα line. This led to S indices for each
of them, noted in the following S Ca, S Na, and S Hα, correspond-
ing to the integrated flux in the lines divided by the continuum
levels. For the Ca II H & K lines, the integration in the core
of the lines is performed with a triangular window, while it is
performed with a simple square widow for Na and Hα as usual
(see Mignon et al. 2023b, for more details). The bandwidth is
0.5 Å and 1.6 Å for Na and Hα respectively. Uncertainties on
each measurement were computed as the quadratic sum of the
flux photon noise and the read-out noise as in Astudillo-Defru
et al. (2017) and Mignon et al. (2023b). Since we are mostly in-
terested in variability, the S indices are sufficient to compare the
variability between the three elements. The time-average indices
were also computed, and these are discussed more specifically
in Sect. 3.

Finally, for comparison of average activity levels between all
spectral types, we also computed the log R′HK from S Ca, follow-
ing the calibration by Astudillo-Defru et al. (2017), and includ-
ing a correction to ensure consistency with the Mount Wilson
program with the law they derived from the comparison with
Wright et al. (2004),

S M.W. = 1.053S HARPS + 0.026, (1)

where S HARPS was obtained from the HARPS spectra, and S M.W.
is the corrected value.

We chose a large Hα bandwidth as in previous works. How-
ever, Gomes da Silva et al. (2022) found that this choice appears
to impact the correlation between the Hα index and the S-index
for F-G-K stars. We therefore tested the lower bandwidth they
used, 0.6 Å, on a small sub-sample of stars representative of the
different configurations.

2.3. Selection process

We briefly describe our selection process, following Paper I. A
first step of selection consisted in removing bad quality spectra
based on the signal to noise ratio (hereafter S/N), using a fixed
threshold (1 on the S/N in the order of Calcium lines and 10
on the S/N in the median order, ∼ 550 nm). Examples of spectra
with low and high S/N are shown in Fig. B.1. We then eliminated
spectra with S/N values much lower than for the other observa-
tions of the star. Stars with a poor S/N but a very large number of
observations during the corresponding night were kept however,
since they were later averaged over the night, but these are very
rare (it concerns only five stars in the final sample, and in most
cases for one night only).

The second step of selection focuses on outliers and flares.
The analysis was based on the distribution of values from a given
time series: the gap between the bulk of the data and outliers
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Fig. 1. log R′HK versus V-K for the 177 stars in our nightly sample. Stars
in green correspond to the subsample of 60 stars with at least four sea-
sons of observations.

was estimated, and uncertainties were taken into account to re-
jected those outliers (both highest values and/or lowest values,
often corresponding to problem on the spectra). We note that the
highest values could be due to either problems in the spectra, or
strong flares, because we do not aim to characterise these events.
Importantly, all measurements rejected from the time series ob-
tained for a given activity index were also rejected for the other
two activity indices, to keep the same temporal sampling for the
three indices.

2.4. Global, short-term, and long-term analyses

The study of the variability and of the correlation between in-
dices was mostly based on the time series as described above
(one point per night, although there are naturally not an observa-
tion every night) for the sample of 177 stars, with more than ten
nights of observations. Such time series include both short-term
and long-term contributions of stellar activity.

Following Papers I and II, we also defined seasons for a sub-
sample of stars with a good temporal sampling, to apply sta-
tistical tests on those binned time series and then focus on the
long-term (hereafter LT) and short-term (hereafter ST) variabil-
ity separately as in Paper II: this is studied in Sect. 4.3. As in
Paper I, seasons are defined as independent bins of 150 days, to
average as well as possible the rotational modulation (the rota-
tion periods are longer than for FGK stars, Newton et al. 2016)
with at least five observations in the season, and gaps between
observations inside the bin shorter than 40 days. The subsample
includes stars with at least four seasons only, which leads to 60
stars: the number of seasons is then between 4 and 12, with a
median of 6. 37 stars have at least 6 seasons and 14 more than 8.
In summary, the short-term variability corresponds to variability
observed within seasons, while long-term variability deals with
variability from season to season.

3. Average activity indices

In this section, we first focus on time-averaged indices for each
star, to be able to put the variability study in context. We first
present and discuss the average activity level. Then we consider

Article number, page 3 of 33
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Fig. 2. Binned spectrum for the quiet star GJ 191 (log R′HK=-5.823). The
two arrows highlight the existence of an emission in the Ca II H & K
lines.

relationships between averaged (over time) indices in the differ-
ent bins in Teff .

3.1. Basal flux in the Ca II chromospheric emission

We wish to evaluate if the quietest stars in our sample correspond
to the basal flux (defined in this paper as the activity level due
to acoustic heating, with no magnetic contribution) and if those
stars still exhibit some kind of variability. In the latter case, all
stars are of interest for the study of the correlations between ac-
tivity indices. Figure 1 shows the time-averaged log R′HK of the
stars in our sample versus V-K. There is a decreasing trend, with
a lower envelope decreasing with increasing V-K. As already
seen in Paper II and Astudillo-Defru et al. (2017), this trend is
opposite to that of K stars, for which there is an increasing lower
envelope (see also Mittag et al. 2013; Boro Saikia et al. 2018;
Meunier 2018; Meunier et al. 2019). The lower envelope corre-
sponds to the least active stars in the sample. We point out that
this lower envelope does not correspond to the basal flux corre-
sponding to no activity, because the spectra for stars at the level
of this lower envelope still exhibits some emission in the core of
the Ca II H & K lines, even if it is weak, as illustrated for GJ 191
in Fig. 2 (log R′HK=-5.823, close to the lower envelope in Fig. 1).
In fact, some of these very "quiet" stars also exhibit some signif-
icant variability despite their very low level of emission, such as
GJ 191 for example, although with smaller amplitudes compared
to more active stars.

3.2. Relationship between averaged indices in Ca, Na and
Hα

Before focusing on temporal variability, we study the time-
averaged indices for the sample of 177 stars, to be able to place
the variability study in a broader context. This is very useful
when comparing simulated time series, since those should re-
produce not only the observed variability, but also the average
properties. The S-index computations do not include any nor-
malisation related to temperature effects. Martínez-Arnáiz et al.
(2011), Scandariato et al. (2017) and Di Maio et al. (2020) nor-
malised the spectra by subtracting the spectrum from a reference
star assumed to be quiet and close in spectral type. However,

these reference stars are not quiet, in the sense that there is some
emission in the core of the Ca II H & K lines and temporal vari-
ability2. Since we also found in the previous section that stars at
the level of the lower envelope in log R′HK still show an emission
in the core of the Ca II H & K lines, we consider that such a nor-
malisation is not reliable. Finally, Walkowicz & Hawley (2009)
subtracted the photospheric spectrum from a model, but used the
same model for all stars since they have all the same spectral type
(M3), which may be a limitation. It is beyond the scope of this
paper to build a new way to normalise these indices. We there-
fore consider here Teff bins of 100 K, inside which we consider
that there is sufficient homogeneity to look at the global relation-
ship between averaged indices. To be able to constitute the most
complete list of stars per bin, we estimated Teff for the 10 stars
for which we did not have a value from the literature, by fitting a
linear law between Teff and V-K for all other stars in our sample
and then using that law to estimate their Teff .

In the following, the time-averaged S Ca, S Na and S Hα for
each star are noted Cam, Nam and Hαm. The relationships be-
tween them are shown in Appendix D for all Teff bins, for the
whole range of activity levels, with a close-up on quiet stars.
Despite a global positive correlation (computed as the Pearson
coefficient) between averaged indices when considering all stars,
Hαm is fairly constant, and even decrease when Ca increases for
the most quiet stars for certain Teff bins and in the quiet star
regime.

The flat regime in the Cam-Hαm relation was observed in the
previous works cited above, usually associated with a large dis-
persion. The U-shape of the lower envelope was also observed
by Rauscher & Marcy (2006) and Walkowicz & Hawley (2009).
The negative slope was already observed by Scandariato et al.
(2017), based on a few stars only. We confirm this behaviour on a
much larger sample. This seems to be consistent with the predic-
tion of Cram & Mullan (1979), with an increased Hα absorption
when the Ca emission increases, before going into emission at
higher activity levels. This interpretation is discussed in Sect. 5.
The effect is also seen when considering Hαm versus Nam, but
not for the Ca-Na pair, although we observe a change in slope
for Cam around 0.9.

This behaviour is seen in the 3400-3900 K range only (with
113 stars in that Teff range), as illustrated in Fig. 3, for the rela-
tively quiet stars. To quantify this effect, we computed the slope
in the low activity regime, that is for Cam<0.9 3 for the two first
pairs of indices, and for Nam below 0.15 for the last one. All
slopes are shown versus Teff in Fig. 4. The change is sign is not
observed below 3400-3500 K, nor with mass bins below ∼0.4
M⊙, suggesting that the non-linear relationship between Ca (or
Na) and Hα is present only in partially convective stars.

4. Relationship between activity index time series

This section is devoted to the detailed analysis of the observed
variability in Ca, Na and Hα based on various criteria, and more
specifically on their relationship. We mostly study the correla-
tion between time-series, and the slope obtained from a linear fit
between time-series to quantify the relationship between activity
2 GJ205, GJ393, GJ273, and GJ4092 used in citemartinezarnaiz11 are
very active and variable (Mignon et al. 2023b; Gomes da Silva et al.
2011; Suárez Mascareño et al. 2016).
3 The 0.9 threshold in Cam roughly corresponds to a threshold in
log R′HK of around -5, although there is an overlap between the two dis-
tributions corresponding to stars below and above the 0.9 threshold. The
log R′HK values have been normalised to the Mount Wilson ones follow-
ing the law provided in Astudillo-Defru et al. (2017).
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Fig. 3. Relation between average indices —without the most active
stars— for the three pairs of indices (from top to bottom) and the 3400-
3900 K range. The values in ordinates have been shifted vertically to
take the temperature effect into account (We selected points with Cam
around 0.9 (for the two first plots) or Nam around 0.15 (for the last
plot), fitted a linear function to the index versus Teff and applied the
resulting correction to all points.). The red points and lines correspond
to averages in bins in abscissa.

indicators. We also compare these criteria at different timescales.
The analysis was performed on the three time series for each star,
S Ca, S Na, and S Hα, corresponding to the three pairs of indices.

4.1. Examples of relationships between time series

We first illustrate the diversity in the behaviours that are ob-
served in our large sample with a few typical examples that are
representative of the different configurations. They are are shown
in Fig. D.1 and Fig. D.2. For each star, we first show the three
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Fig. 4. Slopes between averaged indices for stars in the low-activity
regime versus Teff (upper panel), and the number of stars in each Teff
bin (lower panel), corresponding to the three pairs of indices. Slopes
correspond to Hα versus Ca (black), Na versus Ca (red), and Hα versus
Na (green, divided by 10 for clarity). The number of star per bin in black
corresponds to the Hα-Ca and Na-Ca pairs, while the number of stars
in green corresponds to the Hα-Na pair.

time series, corresponding respectively to Ca, Na, and Hα. Then,
we show the relationships for the three corresponding pairs. This
illustrates the wide range of observed configurations. Some stars
exhibit a very good correlation (GJ 588, GJ 674) or moderate
correlation (GJ 9592, GJ 273) between all indices, while for oth-
ers stars some indices are correlated (most often Ca-Na, for ex-
ample GJ 191 or GJ 832) while other indices are anti-correlated
(GJ 191) or not correlated (GJ 832). Finally, GJ 406 exhibits
a particular behaviour, with a correlation between Na and Hα,
while Ca is not correlated with either of those indices. The cor-
relation is very poor for all pairs of indices for GJ 3470. We
study these correlations in more details in the next section, for
the whole sample.

The two main stars with a strong Ca-Hα anticorrelation are
GJ 191, followed by GJ 87: There is a striking difference be-
tween the behaviour of those stars compared to a star with a very
good correlation (Fig. 5). We confirm the anticorrrelation found
for GJ 581 by Robertson et al. (2013), but not the poor correla-
tion obtained by Di Maio et al. (2020) or Buccino et al. (2014)
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Fig. 5. Hα versus Ca indices for GJ 674 (upper panel) and GJ 191 (lower
panel). Hα uncertainties (method described in Sect. 2.2) are hardly vis-
ible because they are much smaller than the Ca uncertainties.

for GJ 388 (even without observations corresponding to flares),
which in our case is very well correlated. The sample studied
in Ibañez Bustos et al. (2023) includes 13 stars which are also
in our sample: there is a qualitative agreement between the dif-
ferent observed behaviour, the main exception being GJ 388 as
well. We recall that during the selection process (Sect. 2.3), we
eliminated the strongest flares. However, medium size flares may
still impact in the time series and degrade the correlation, espe-
cially for the most active fast rotators Ibañez Bustos et al. (2023).

We tested the impact of using a narrow bandwidth in Hα such
as in Gomes da Silva et al. (2022) on a few stars that are repre-
sentative of the different configurations we observe. We found
that they do not show any significant difference. In particular,
the strong anticorrelation observed for GJ 191 and GJ 87 remains
similar.

4.2. Global variability

In this section, we analyse the correlations (defined as the Pear-
son coefficient), denoted C, between the time series for the three
pairs of indices of our sample of 177 stars and compare them.
The correlations are shown in Table A.2 for all stars. We first

analyse how these correlations depend on stellar properties, and
then study their distributions, their dependence on timescale, and
the relationship between the different correlations. The correla-
tion between indices are then compared with the parameters of a
linear fit between indices.

4.2.1. Dependence of the correlations on stellar properties

Given the large diversity of configurations, we first study how
they depend on stellar parameters. This is particularly interesting
for M dwarfs, which exhibit two regimes, the fully convective
and partially convective ones. None of the correlations exhibits
any trend with V-K (upper panels of Fig. 6) nor with Teff . Ibañez
Bustos et al. (2023) did not observe any such correlation either
on their sample of 29 M dwarfs.

On the other hand, a moderate correlation is observed be-
tween C and the average activity level characterised by the aver-
age log R′HK (middle panels of Fig. 6) We observe in both cases
an increasing lower envelope, which is not unlike what we ob-
served for FGK stars in Paper II, although the transition was
much sharper for FGK stars. We also observe a lack of stars with
very strong correlations (above 0.9) for the quietest star. Ibañez
Bustos et al. (2023) found no strong dependence of the Ca-Hα
correlation on log R′HK on their sample of 29 stars, however their
less correlated star is also the less active. may be due to the fact
that the stars with a very strong correlation between indices tend
to be stars that are dominated by the rotational modulation and
a strong short-term variability, which may not be detectable in
very quiet stars. The main exception to the general pattern is
GJ 406, already mentioned above, which is a very low mass
and active star with very weak correlations between indices. Our
sample includes very few very low mass stars and therefore it is
difficult to generalise.

Finally, we analyse the relationship between C and metal-
licity, for the 170 stars for which we found an estimate in the
literature. Scandariato et al. (2017) indeed already mentioned a
weak correlation between the two, but found that it was not sig-
nificant enough to conclude. There is a moderate correlation for
the pairs with Hα, similar to the correlation with log R′HK (lower
panels of Fig. 6). The interpretation of this significant correlation
with metallicity is complex however, because there is also a rela-
tionship between the log R′HK and FeH (see Appendix F for more
details: the cause could be an age-metallicity relation (AMR)
among the stars in the solar vicinity, the oldest stars being less
active because their rotation has slowed down. Several publica-
tions suggesting that such a correlation was indeed present in the
disc of the Milky Way, with the oldest stars being statistically
the least metallic (Twarog 1980; Rocha-Pinto et al. 2000; Soubi-
ran et al. 2008). But more recent studies show that this question
is still highly debated, with Haywood et al. (2013), Bergemann
et al. (2014) or Rebassa-Mansergas et al. (2016) concluding that
the AMR is very noisy or even absent for stars in the galactic
disk with ages between 0 and 7 Gyr. The interpretation of these
disagreements is often attributed to the difficulty of determining
precise stellar ages. It is therefore not easy to disentangle the
different effects. Furthermore, as shown in Appendix D, the re-
lationship between activity, correlations with Hα and FeH seems
to be present for quiet stars only, for Teff above 3400 K (no dif-
ference is seen for active stars), which corresponds to a thresh-
old similar to the change in slope in Sect. 3. The trend is also
opposite to what is observed for FGK stars (Jenkins et al. 2008;
Meunier et al. 2007). This points towards different dominant pro-
cesses controling the correlations for M and FGK stars.
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Fig. 6. Global correlation between pairs of indices versus V-K (upper panels), log R′HK (middle panels), and metallicity (lower panels) for the 177
stars in our sample, for the three different correlations (from left to right): Ca–Hα, Ca–Na, and Na–Hα.

We conclude that the correlations involving Hα differs from
the Ca-Na relation, as for the time-averaged studies in Sect. 3,
with a sensitivity on the average activity level.

4.2.2. Distribution of the correlations

We first compare the correlations of the different pairs through
their distribution, in particular to establish if the anticorrelations
are seen only with Hα. These are also a useful reference for com-
parison with the distribution of correlations computed at differ-
ent timescales. The curves in black in Fig. 7 show this distribu-
tion of the C values for the three pairs of indices for the whole
sample of 177 stars. They are globally similar, with many more
stars in the correlated regime, with few stars strongly anticorre-
lated. We recall that the choice of the Hα bandwidth does not
significantly impact those measurements. Those exhibit small

Table 1. Global correlation rates

Selection FGK M
Ca-Hα Ca-Hα Ca-Na Na-Hα

C>0.5 31.1 54.2 60.5 54.8
C>0.3 42.6 67.8 76.3 71.2
C<-0.5 2.9 2.3 0.6 4.0
C<-0.3 8.8 4.5 1.7 7.9
C , 0 (1σ) 81.9 89.3 92.7 94.4
C , 0 (3σ) 55.8 79.7 75.7 85.3
|C| <0.2 36.3 18.1 13.6 14.1

Notes. Percentage of stars in different correlation (C) regimes for the
sample of 441 FGK stars in Meunier et al. (2022) and for the 177 M
stars in the present paper.
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Fig. 7. Distribution of the global correlations for the whole sample of
177 stars (thick black lines) for the three pairs of indices (from top to
bottom). Distributions in colour are for the subsample of stars with a
sufficient number of seasons covered by our data. We show global cor-
relations (red), long-term correlations (purple), and short-term correla-
tions (blue).

uncertainties4 for the pairs with Hα, and are therefore signifi-
cant. For the Ca-Na anticorrelations however, fewer stars are in
this regime, and they exhibit high uncertainties, so that they may
be compatible with no correlation rather than representing a sig-
nificant anticorrelation. Furthermore, there are many less stars
(about twice less, Table 1) with a correlation between indices
close to zero compared to FGK stars (Paper II), for which there
was clearly a peak in the distribution of the Hα-Ca correlation
around zero, corresponding to a very specific behaviour (Fig. 8).

4.2.3. Relations between correlations

We now analyse how the correlations relate to each other in more
details and how these relations depend on activity level. The first
panel in Fig. 9 shows the Ca-Na correlation versus the Hα-Ca
correlation, where the quietest stars are indicated in red. There
is a large amount of stars in the upper right corner, which corre-
sponds to stars for which all activity indices are well correlated.
For the other stars, we observe a large dispersion and a large di-
versity, which is schematised in the diagram shown in the second
panel, with three directions, starting from this regime with very
good correlations:

– Stars conserving a good Ca-Na correlation, but with a de-
graded Ca-Hα correlation (red arrow). Those are mostly
quiet stars, which is coherent with the relationship be-
tween this correlation and the activity level seen above. The
strongly anticorrelated (in Ca-Hα) stars in category B (5
stars), and those with this correlation close to zero in cate-
gory C (11 stars). Examples are illustrated in Fig. D.2 and
the most representative stars are GJ 191, GJ 87 (category B),
and GJ 667C GJ 832 GJ 3341 GJ 433 (Hα usually not corre-
lated with Na), GJ 3634 with a good Na-Hα correlation, and
GJ 3804 for which Hα anticorrelates with Na (category C).

– Stars conserving a good Ca-Hα correlation, with a degraded
Ca-Na correlation (green arrow). Those are mostly active or
moderately active stars. 6 stars have |C| <0.2 for Ca-Na (cat-
egory E), some examples being 2MASSJ19301369-5456193
(Hα not correlated with Na), and GJ 43, GJ 639 (with a Na-
Hα anticorrelation but a large uncertainty).

– Stars for which both Ca-Hα and Ca-Na are degraded (blue
arrow). There are very few cases (7 stars with both |C| <0.2),
the most prominent one being GJ406 (Hα remains relatively
correlated to Na), already mentioned above, and GJ 2049,
GJ 9201 (Hα not correlated with Na). Apart from GJ 406,
they are usually quiet stars (category D) that are not in the
saturated regime: the low rotation rate may lead to a vari-
ability with a worse signal-to-noise ratio, hence a correlation
closer to zero. In the case of FGK stars, a large fraction of
the stars in this regime corresponded to well-defined corre-
lations, despite a usually low average log R′HK with a signif-
icant Ca variability (they correspond to stars with a corre-
lation close to zero and low uncertainties in Fig. 8). Such a
population appears to be absent in our M dwarf sample.

The general panorama is therefore complex, with a large
diversity of configurations when considering the three pairs of
indices. In addition, the degradation of the Ca-Hα and Ca-Na
do not correspond to stars with similar activity levels, and may
therefore involve different processes.

4 Uncertainties on the Pearson correlations are computed with a
Monte-Carlo approach to propagate the uncertainties on individual mea-
surements on the final correlation.
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Fig. 8. Distribution of the Ca–Hα correlations for the 177 M stars (upper panel, this paper) and for the sample of 441 FGK stars in Meunier et al.
(2022). The right panels show the uncertainty on the correlation versus the correlation.

4.2.4. Relationship between correlations and slopes

We now analyse the slopes between the activity indices for each
star as a complementary criterion, and compare them with the
global slopes based on average values (Sect. 3.2): We expect
them to have the same sign than the correlation, but they also
contain information about the respective amplitude of the vari-
ability. This comparison is particularly useful when comparing
with simulations in Sect. 5. We use the following linear fit, for
example for the Ca-Hα pair for a given star:

SHα(t) = S ind × SCa(t) + k (2)

where S ind is the slope and k an offset. The slopes are shown in
Table A.2 for all stars. Figure 10 (left panels) shows the slope
between pairs of indices versus the global correlation. There is a
strong, expected relationship between the two. When consider-
ing stars with a good positive correlation, there is some disper-
sion, which is mostly due to temperature effects (related to dif-
ferent variability amplitudes, see Sect. 3): S ind is indeed directly
affected by these effects, while the correlation is not. A simi-
lar plot for FGK stars from the data in Paper II would be similar.
However, we note that the most anticorrelated star in our sample,
GJ 191 (lower left corner of the Ca-Hα and Na-Hα plots) departs
from the general trend, as it corresponds to a much stronger Hα

variability than the other stars (about a factor 3), relatively to the
Ca or Na variability. There is no such drop for the Ca-Na plot,
which shows few stars in the lower-left corner of these plots.

4.2.5. Relationship between slopes and average index
behaviour

In this section, we compare the behaviour derived from the av-
erage indices in Sect. 3, with those derived from the variability
of each star based on the various indices studied in Sect. 4 to un-
derstand what controls those slopes and correlations. We wish to
check whether the two are similar, or if their relationship is more
complex. Indeed, we found that although the stars exhibiting an
anticorrelation, that is with a negative S ind (Eq. 2, Sect. 4.2.4).
were in the quiet star regime (in which there was negative slope
for the average Hα versus Ca or Na in the 3400-3900 K range,
Fig. 4) some stars in this low activity regime do have positive
S ind values. Using the result of Sect. 3, we attribute a value of
this slope, hereafter denoted S av, to each star, to compare with
S ind.

We first focus on the relationship between Hα and Ca. Fig-
ure 11 (upper panel) shows the distribution of the two slopes
for stars in the 3500-3900 K range in two activity regimes. In
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Fig. 9. Ca–Na correlations versus Ca–Hα correlations (upper panel)
for quiet stars (red) and active stars (black). The lower panel shows a
schematic representation of the relationship between the different cor-
relations (the different categories are discussed in the main text).

the high activity regime (Cam>0.9), all S ind values are positive,
which is compatible with S av. However, for the 37 stars in the
quiet activity regime (red curves), we observe S ind with both
signs, despite the fact that we are in a regime with a negative
S av (red dashed curve). Even if |S av| is high, the individual vari-
ation in Hα over time may be more flat, and sometimes reversed.
We conclude that even if both the negative S av and the existence
of stars with anticorrelation between Ca and Hα suggest that
this could be explained by the properties of the non-monotonous
variation of the Hα emission Cram & Mullan (1979), their re-
lationship is sufficiently complex and not unequivocal, so that a
better understanding is necessary.

For the Na-Ca relationship, S ind and S av are both mostly pos-
itive. The two distributions, shown separately in the low and high
activity regimes (lower panel in Fig. 11) are very different for
S av, but they are not for S ind. The change in slope that we no-
ticed in Sect. 3 is not seen for S ind: it is therefore unlikely to be
due to a property that varies over time, but rather to a property
intrinsic to the star, for example its fundamental parameters.

4.3. Long-term and short-term variability

We now consider how the correlations and slopes behave at dif-
ferent temporal scales, on a subsample of 60 stars for which we
defined at least four seasons, allowing to derive ST (typically
below 150 d) and LT (above 150 d) variabilities, as defined in
Sect. 2.4. This approach proved to be very useful for FGK stars

(Paper II) because it allowed to identify that scenarii based on
plages only had difficulties to reconcile the observations at all
timescales simultaneously.

4.3.1. Distributions of the correlations

As in Sect. 4.2.2 for the global correlations, a first step is to com-
pare the distributions of the correlations Figure 7 shows the dis-
tributions of the correlations for the three pairs of indices at long
and short timescales. The Kolmogorov-Smirnov probability be-
tween those distributions shows that there is in general no sig-
nificant difference between them (which is again very different
from FGK stars), the only exception being the LT Na-Ca corre-
lation, which exhibits a small deficit in low correlations.

4.3.2. Comparison with the global correlations

We directly compare the LT and ST correlations with the global
ones in Fig. 12. These are in general in good agreement, with the
exception of the anticorrelations, with closer to -1 in the LT case
compared to the global correlations, and closer to 0 in the ST
case. This is not observed for the positive correlation, conversely
to the FGK stars. The Ca-Na LT and ST correlations are also
very similar on average to the global correlation, although there
is a significant dispersion, in particular for the LT correlations.
As a consequence, the comparison between the correlations at
different timescales is not very discriminant, except for the few
anticorrelated stars.

4.3.3. Variability over different seasons

We now analyse how the ST correlations vary over time. The
ST variability should be strongly dominated by rotation. If the
structures responsible for the variability have a lifetime that is
not smaller than the rotation period for example, the modulation
therefore corresponds to the same structures over time and not
to a variation of the actual activity level at the surface of the star
(conversely to what could happen for LT variability, which could
also be due to some diffuse network structures with no impact on
ST variability). Figure 13 shows the rms between the ST Ca-Hα
correlations of each star versus the global correlation. Plots for
the other pairs of indices are similar. We observe a larger disper-
sion in rms toward lower global correlations: This means that for
a given star, some seasons can be well correlated, while other can
be poorly correlated or even anticorrelated, suggesting different
activity pattern configurations over time, especially anticorre-
lated or poorly correlated stars. This is illustrated in the right
panels of Fig. 10: In general, the ST points lie along the global
values, and the points appear to lie in different regimes depend-
ing on the season. If the anticorrelations are due to plages prop-
erties in relation with the activity level as suggested by Cram
& Mullan (1979) and the relationship between averaged indices
(Sect. 3), we then expect the ST correlations to be related to the
average activity level of the stars. We therefore performed tests
to estimate the slope between the ST correlations and the aver-
age activity level for each of the stars, but the results are unfor-
tunately not significant. Apart for possibly GJ 667C, the slope is
never significantly different from zero, and it is not possible to
conclude.
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Fig. 10. Slope between indices versus correlation for the different pairs of indices (from top to bottom). We show global quantities for all stars
(left) and with superposition of the ST slopes for individual seasons (right), for stars for which we have data covering at least six seasons. The ST
slopes of a given star all have the same colour. A few stars are indicated with a larger symbol and are discussed in the text: GJ 191 (pink), GJ 87
(purple), and GJ 581 (light blue).

4.3.4. Observed Hα variability compared to Ca II and Na at
different timescales

The last property we study from the observed time series is the
variability at different timescales for the different indices, which
are then compared. The variability is defined here as the rms
of the indices, either globally, during a season (ST), or between
the season-averaged values (LT). This proved to be an important
criteria when analysing the relationship between the Ca and Hα
variabilities in Paper II.

To compare the ST and LT variabilities, we computed the ra-
tio between the Hα and Ca rms at short timescale (i.e. over each

season, which are then averaged over the seasons of the star), and
compare it with the same ratio from the LT time series. The same
computation is performed for the other pairs of indices. The re-
sults are shown in Fig. 14. The relationship between the Hα-Ca
ratio at the two timescales follows the y=x line, with some dis-
persion: This is in contrast with the FGK results in Paper II, for
which there were many stars significantly above this line, with
an excess of Hα emission at ST compared to LT variability, rel-
atively to the Ca variability, which could not be explained by the
presence of noise. The same is true for the Hα to Na ratio. On the
other hand, the Na-Ca relation shows a small lack of Na emis-
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Fig. 11. Distribution of the slopes S ind (solid lines; slope on the stel-
lar time series defined in Sect. 4̃.2.4) and S av (dashed lines; slope on
average indices defined in Sect. 4̃.2.5), for Ca versus Hα (upper panel)
and Ca versus Na (lower panel). We show only the values for the 3500-
3900K range, for Cam<0.9 (red) and Cam>0.9 (black).

sion at short timescales compared to long timescales, relatively
to the Ca variability, which remains to be understood.

We note that we observe a significant variability on short
timescales, even in the low activity regime, which questions the
interpretation by Robinson et al. (1990) that the flat regime by
the fact that the Hα emission was spread over the whole sur-
face: The periodogram analysis performed in Paper I shows that
among the stars in the low activity regime (3400-3900 K range),
we found 23 stars with a peak a low period above the 1% false
alarm probability level, suggesting rotational modulation: 8 of
these stars have a negative slope, but 15 have a positive slope
despite the fact that they are in this regime (see discussion in
Sect. 4.2.5).

5. Synthetic correlations and slopes based on a
local emission law in plages

Our objective is now to build models to test which conditions
allow to retrieve the main properties of the observations found
in the previous section. We follow two approaches. The first one
is similar to Paper II: We build synthetic Hα and Na time series

from the Ca observed one. This approach is described in Ap-
pendix ??: It failed to reproduce moderate correlations, so that a
more complex model is necessary. Also, conversely to the FGK
analysis, ST and LT analysis does not allow to discriminate be-
tween assumptions.

In the second approach, described here, we build several toy
models with very simple configurations and increasing complex-
ity. They are based on several parameters relating the emission in
plages for Ca and Hα, based on a local law following the general
prescription of Cram & Mullan (1979) for Hα. The objective is
not to reproduce all the complexity in this preliminary analysis,
but to better understand the impact of the different parameters af-
fecting the measurements and confront them with observations.
We first discuss these parameters, and then present results from
simple models corresponding to different assumptions on these
parameters. These models are compared with some of our obser-
vations to identify what is well reproduced and what is missing.

5.1. General considerations

It has been suggested that the expected relation between Hα and
Ca emissions from Cram & Mullan (1979) could explain the ob-
served relation between averaged indices, which we observe in
the 3500-3900 K range, as well as possibly stars with a negative
correlation and slope. However, it is important to point out that
the causal effect is not necessarily direct. Indeed, the prediction
concerns the emission in one point of the atmosphere (either a
quiet region, or plage), or in other words for a homogeneous at-
mosphere, while the observations correspond to the integrated
emission over the disc. We know however that the atmosphere
is heterogeneous, since emission spectra can not be reproduced
with a single component (e.g. Houdebine 2010a, 2011). We also
observe some modulation at the rotational timescales (Paper I)
in all indices, including Hα, suggesting the presence of struc-
tures at the surface. We can therefore expect that the process
of averaging over the disc may lead to specific effects. In par-
ticular, we observed that the slope between indices for a given
star is different (and often even the sign) from the slope derived
from the averaged indices. In addition, we found stars in the flat
regime (identified from the averaged index analysis) that are sig-
nificantly variable.

An example of effect occurring during the averaging pro-
cess is the following (see also the discussions in Walkowicz &
Hawley 2009). Two main parameters can impact the averaged
indices: the filling factor (hereafter ff) of plages (or structures
in general), and the local properties as defined by the local re-
lationship from Cram & Mullan (1979) for example. A small ff
corresponding to a strong emission could correspond to a rela-
tively low averaged emission but a positive correlation between
indices. On the other hand, a large ff (corresponding for exam-
ple to many very small structures, plages or similar to the solar
network) and a weak emission, could be in the Hα absorption
regime, leading to an anticorrelation, while both configurations
correspond to a similar average activity level defined by the Ca
level (in the following, reference to the activity level of a star
corresponds to the Ca level). Another effect is the role of the
basal flux (defined here as the flux with no magnetic field), cor-
responding to stars which would have not magnetic activity at
all. However, the rest of the atmosphere (outside plages) is not
necessarily quiet either, as shown in the solar atmosphere, with
many network structures (by analogy with the solar case). This
also includes some Ca flux in the quiet Sun (Meunier 2018),
which also shows some cycle-related variability. This should
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Fig. 12. LT (left panels) and ST (right panels) correlations versus global correlation for the three pairs of indices (from top to bottom). The red line
indicates the average LT or ST, respectively, averaged in bins of global correlations. The dotted line is the y=x line.

therefore affect the position of the stars in the plot such as the
one shown in Sect. 3 (Fig. 3).

5.2. General set-up

In the following, we describe the variation of the local Hα emis-
sion (Hαloc) as a function of the local Ca emission (Caloc) fol-
lowing the general prescription of Cram & Mullan (1979), that
is first an absorption and then a emission when the Ca level is
high enough. We did not find any quantitative prescription in the
literature, we therefore use a simple second degree polynomial
law to represent a decrease followed by an increase, as follows:

Hαloc = aCaloc
2 + bCaloc (3)

This law therefore goes through a minimum (maximum absorp-
tion in Hα) for a Ca level of x0, for which the Hα emission is
y0 (negative value), and then increases again and becomes pos-
itive for a Ca level of 2x0. With these notations, a=-y0/x2

0 et

b=2×y0/x0. This law can be applied to localised structures such
as plages or to the other components of the atmosphere (expected
to have a low level in Ca emission compared to plages). An il-
lustration of the law is shown in the upper panel of Fig. 15.

We then considered the following general model for the in-
dices we computed from observed spectra at a given time:

S Ca = Ca0 + Caqs × (1 − ff) + Capl × ff (4)

S Hα = Hα0 + Hαqs × (1 − ff) + Hαpl × ff (5)

where ff is the filling factor of plages, the subscript "pl" corre-
sponds to the local emission Caloc or Hαloc in plages according
to Eq. 3, the subscript "qs" correspond to the local emission Caloc
or Hαloc outside plages (quiet star) according to the same equa-
tion, and subscript 0 refers to a constant basal flux over time.
Caqs is in principle very small. Ca0 and Hα0 should take values
in the proximity of the upper left points in the Hα versus Ca
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Fig. 13. Root mean square between ST Ca–Hα correlations versus the
global correlation for stars for which our data cover at least four seasons.
Points in red correspond to stars for which our data cover at least six
seasons.

plots in Fig. C.1 (i.e. close to the most quiet stars in the sample,
for a given Teff bin). The temporal dependence is not explicitly
written here for simplification, and is specified in the following
sections. A noise typical of the observed time series is added to
these synthetic indices. Different tests are then conducted in the
following sections according to those models.

5.3. Test #1: Temporal variability based on ff(t) only

In this first test, we consider that for a given star, the variabil-
ity in Eqs. 4 and 5 is due to ff alone, while Capl is always the
same for that star (i.e. all plages of a given star have the same Ca
emission per unit surface), and Caqs is the same for all stars. We
consider a generic ff(t), varying between a minimum and max-
imum values, where the variability could be due to rotation or
structure evolution.

We first consider that Caqs=0. In this case, we can easily
write ff(t) as a function of S Ca(t) from Eq. 4, which, combined
with Eq. 5, provides an expression for S Hα(t) versus S Ca(t). The
slope is equal to Hαpl/Capl and therefore has the same sign as
Hαpl. Different regimes, corresponding to different Capl values
and ff ranges, are illustrated in the lower panel in Fig. 15. All
stars with Capl > 2x0 have positive slopes, and all stars with
Capl < 2x0 have negative slopes. The global pattern is therefore
incompatible with observations: in order to obtain both positive
and negative slopes in the quiet star regime, we need to have stars
with a small ff(t) and a large Capl above the Hα0 level, which is
not what we observe, since stars with different slope signs are
below that level. The offset is equal to Hα0 − Ca0Hαpl/Capl, and
is a decreasing function of Capl, which is compatible with obser-
vations.

We now relax the Caqs=0 assumption. If Caqs is different
from zero and the same for all stars, the different straight lines
(which are shown in the lower panel of Fig. 15) are shifted down-
wards. Lines corresponding to different values of Capl will not
cross each other in exactly the same point due to the (1-ff) fac-
tor however. If Caqs is small, we expect this effect to be small as
well, and this may not be sufficient to shift the high Capl lines
in the low activity regime sufficiently to reach Hαm level below
Hα0. To do that, we may need a high Caqs value for those more
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Fig. 14. Ratio between the ST rms and the LT rms for the three pairs
of indices (from top to bottom). Filled circles correspond to the most
variable stars (i.e. with a better S/N), the threshold is a global Ca rms
higher than 0.1. The solid line is the y=x line. One outlier in the middle
panel (at a LT ratio of ∼1) is not shown here for clarity.

active stars, which would strongly shift the lines downward. This
may be expected if we extrapolate from the solar configuration,
for which there is significant flux (chromospheric network and
internetwork) outside plages (Meunier 2018), which could be
higher for more active stars. However, doing so will also shift
the points corresponding to those stars to high Cam as well, and
therefore may not explain the diversity of slopes (of both signs)
in the low activity regime.

To better understand the properties of this simple model and
estimate its limitations, we computed time series according to
Eqs. 4 and 5. The details are given in App. G. We explored a
range of (x0,y0) parameters compatible with the range covered
by Cam and Hαm level and constraints on ff for the two Teff
bin 3500-3600 and 3600-3700 K (chosen in the negative slope
regime and with a large number of stars, respectively 38 and
27). For each set of (x0,y0), we explored a range in ff (in practice
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Fig. 15. Illustration of the law from Eq. 3 (upper panel). The lower
panel illustrates the range covered by S Hα(t) versus S Ca(t) for different
Caloc (corresponding to different slopes) and different ff ranges: 0.5-0.6
(orange), 0.1-0.2 (red), and 0.01-0.02 (green), in a model with Caqs=0.
The black stars correspond to ff=1.

between minimum and maximum values representing a range
covered over time by the emission of a star) and Capl, and then
compare the properties of these time series with observations.
An example of such a comparison is shown in Fig. 16. We find
that these simple models does not allow to reproduce the ob-
served complexity, since correlations are always very close to
1 or -1 only. In addition, individual slopes are not well repro-
duced either when considering the same (x0,y0) pair for all stars
in a given Teff bin. However, other general properties could be
reproduced, such as the typical range covered by the slopes, as
illustrated in App. G. In addition, we concluded that it is likely
that there is an underlying relation between ff and Capl, larger ff
being associated to stronger local emission.

5.4. Towards a better agreement with observed slopes

We found that although the statistical behaviour of the slopes
(Hα vs Ca) was in reasonable agreement with observations
(proper dispersion), they never matched exactly each observa-
tion, leading to wrong offsets (defined as the Hα value for a Ca
index of 0 when performing a linear fit.) as well. A first improve-

ment of the simple model used in Test #1 would be to consider
an additional source of temporal variability: in addition to ff(t),
plages properties, namely Capl(t), can be different over time for a
given star (i.e. all plages do not have the same properties). In this
case, the expected variability over time is therefore no more the
straight line illustrated in Fig. 15 for Test #1, but is non-linear.
This would therefore affect the slopes. The precise impact how-
ever depends on the exact relationship chosen between Capl(t)
and ff(t).

Another possibility to improve the agreement with the ob-
served slope would be to consider that Caqs depends on the star.
In Test #1, we considered that stars in a given Teff bin share the
same properties in terms of x0 and y0 (same law from Eq. 3)
but also the same amount of emission in the quiet star chromo-
sphere: they only differed by the plage properties (different Capl
regimes). Even if it was small, the quiet star emission already
played an important role on the slope. If we relax the condition
that Caqs is the same for all stars, this would allow to shift the
straight line in Fig. 15 to a different level for each star, which
could increase the mixing in slope sign for a given Cam and al-
low for an adjustment for each star. This would for example be
expected from the solar case compared to other solar-type stars,
since the emission in the quiet chromosphere must change from
one star to the other to explain the observations (Meunier 2018).
A comparison between the retrieved slopes and the observed one
in Test #1 shows that the difference between the two is signifi-
cantly lower, and in general small, compared to |y0|, showing that
changing slightly Caqs might be sufficient to retrieve the proper
slopes.

5.4.1. Test #2: towards a better agreement with observed
correlations

The results obtained in Test #1 also led to the important conclu-
sion that the simple models based on two components can not
reproduce the observed correlations different from 1 or -1. An
additional level of complexity for a given star then appears to
be necessary to reproduce the correlation which we studied in
Sect. 4. In this section, we therefore check if a complex activity
pattern consisting of different plages with different properties for
a given star, still associated to the law in Eq. 3, could help rec-
oncile observations and models, especially for the correlations.
If plages of a given star have different values of Capl and Hαpl,
they may correspond to different regimes law described in Eq. 3:
Some of those plages then could be in the absorption regime,
while others are at the same time in the emission regime, lead-
ing to some complex temporal variability and a departure from a
good correlation between the Ca and Hα time series.

It is beyond the scope of this paper to cover all possible pa-
rameters, so we chose to explore the possible space with a few
values. We chose an average total filling factor (over the sphere)
of four different levels (2%, 5%, 10%, and 30%) and considered
three ranges for plage sizes. For each of these 12 configurations,
we performed 1000 realisations of the time series for each set of
parameters, in which (x0,y0) and α (the slope between Capl and ff
over the stars in the Teff bin) were varied randomly, in the range
used for Test #1. We also assumed that Caqs=0 for simplification.
Each time series is built as follows. We use a time step, over of
1 day, over 1000 days, and a rotation period of 25 days. The
star is seen edge-on. Structures of various sizes and lifetimes are
added over time depending on how many previous plages have
been eliminated, to keep close to the objective in terms of total
ff. Capl depends on the ff of each plage as in equation 6. Hαpl
can therefore be positive or negative depending on its size and α.
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Fig. 16. Example of the Cam and Hαm emission covered by the simulation (Test #1) for a given (x0,y0) pair (x0=5,y0=-5). The colour code
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grid is 10 times denser). Superposed straight lines indicate the position of constant Capl values (from 1.1 in yellow to 15.6 in blue). The observed
points for stars in the 3600-3700 K bins are represented in red.

There are therefore usually plages in both regimes at the surface
of the star, in proportion that depends on the parameters (mostly
α and range in size). The range of parameters considered here
corresponds to configurations with a number of plages at a given
time between typically 4 and 40.

Qualitatively, we find that low α and ff of individual plages,
as well as the total ff, control the resulting Cam. Conversely to
simulations performed in the previous sections, it is possible to
reach any correlation, including close to zero, thanks to the pres-
ence of plages in different regimes at the same time. Very low
values of α always lead to negative correlation, between 0 (very
low α) and -1 (moderate α). Above a certain threshold, which
depends on the other parameters, positive correlations can be ob-
tained as well as negative ones. Finally, in the most active states,
only positive correlations are reached, which is compatible with
observations. However, for these few configurations, although
there are domains of Cam where both signs of the slope coexist,
as observed, this never occurs for the lowest activity level (typi-
cally below 1): a larger range of parameters should be explored
to see if this could be produced in the activity range correspond-
ing to observations.

6. Conclusion

We studied the relation between three chromospheric indices
from a large sample of M stars in detail; namely Ca II H &
K, Na D1 and D2, and Hα, first from their time-averaged val-
ues and then in more detail from the relationship between the
corresponding time series. The originality of our approach lies

in the fact that we consider the relationship on short and long
timescales in order to find clues about the differences between
their behaviour. In addition, we compared the observed proper-
ties with our findings for FGK stars in Meunier et al. (2022),
and with simple models. Our main results can be summarised as
follows:

– Our analysis of the averaged indices reveals a U-shaped
lower envelope for the Hα versus Ca and Hα versus Na re-
lationships, and a significantly negative slope in the lowest-
activity regime. This may be compatible with expectations
based on the findings of Cram & Mullan (1979). However,
we observe this behaviour only for M dwarfs with Teff above
3400-3500 K; that is, in the partially convective regime. The
quietest stars in our sample also always exhibit significant
emission in the core of the Ca II H & K lines, meaning that
no star is completely inactive. Finally, the Na versus Ca re-
lationship exhibits a different slope in the two regimes (quiet
and active stars), again for partially convective stars, which
may not be related to the variability of the star but rather to
its fundamental parameters.

– The correlations between the three activity indices are very
diverse. These correlations are not significantly impacted by
the choice of Hα bandwidth, as opposed to the case of solar-
type stars (Gomes da Silva et al. 2022). We find stars for
which all indices are well correlated with each other: for
44% of the stars, both correlations are above 0.5, and they
are above 0.8 for 13% of the stars. There are also stars for
which only the Ca and Hα indices are correlated, or only the
Ca and Na indices, with many different configurations when
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considering the three pairs of indices, highlighting the com-
plex behaviour between the three indices. The degradation of
the Ca–Hα and Ca–Na correlations does not correspond to
stars with similar activity levels, and may therefore involve
different processes. Concerning the relation between Ca and
Hα, we find only a few anticorrelated stars (below 5% of the
sample); this is the case for FGK stars, but compared to these
latter, many fewer of the stars studied here show a correla-
tion close to zero. However, similarly to the case for FGK
stars (Meunier et al. 2022), we find no dependence of these
correlations on spectral type; the low correlations or anti-
correlations tend to occur for relatively quiet stars (very low
log R′HK) but still with significant variability. The dependence
on metallicity is complex, because we show that the relation
between metallicity and activity level depends on Teff (this
may be due to a slower breaking for later-type stars, leading
to a different proportion of active stars at a given age), as
opposed to the case of FGK stars, pointing to different pro-
cesses: metallicity and log R′HK are more strongly correlated
for quiet stars and in the Teff regime where there is a nega-
tive slope in the average index relationship. The star with the
strongest anticorrelation exhibits much higher Hα variability
compared to the Ca variability than in all other stars.

– As opposed to the case for FGK stars, there is little differ-
ence in the correlations and variability between the short and
long timescales. This suggests that the variability could in
principle be more easily explained by the presence of plages
without adding another process (such as the filaments pro-
posed for FGK stars; Meunier & Delfosse 2009; Meunier
et al. 2022). The decrease in Hαm versus Cam in the low-
activity regime could be related to the theoretical work of
Cram & Mullan (1979). However, some stars in that regime
have a positive slope (variability in Hα versus Ca). In addi-
tion, for a given star, the correlation computed for different
seasons may vary greatly, suggesting that the star may be in
different regimes over time.

– Simple toy models show that the link between such a local
law and the integrated indices over the whole disc is com-
plex, especially when considering all observables. We ob-
serve that stars in a regime where the Hαm does not change
significantly with activity level are in fact variable in time
in Hα. The interpretation in terms of a stronger absorption
in Hα when activity increases before going to emission at a
higher activity level would necessitate the presence of com-
plex activity patterns on the surface of some of those stars to
explain such an observation. It also suggests that plages with
different properties exist for a given star. There also appears
to be an underlying relationship between the local emission
and the filling factor of plages. Basal fluxes (corresponding
to no magnetic activity) that are different from one star to the
other may also be necessary to explain the observations.

We will therefore implement more complex models in the fu-
ture to better explain the relation between Ca and Hα variability.
This should also allow us to introduce long-term variability and
to compare the short- and long-timescale variability and correla-
tions.

Finally, for about half of the stars, all three indices are not
well correlated. Therefore, when using one particular index to
eliminate false positives when searching for exoplanets in radial
velocity, one should be cautious because a lack of activity vari-
ability at a certain period in a given index does not guarantee a
lack of activity variability in the other indices: one should there-
fore always consider a larger panel of indices when studying re-
lationships with radial velocity.
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Appendix A: Sample and correlations

Table A.1. Stellar sample

Name V-K Teff FeH Number log R′HK S Ca rms S Na rms S Hα rms Season
(K) of nights S Ca S Na S Hα

CD-246144 3.55 3922 -0.17 12 -4.62 1.18 0.10 0.13 0.00 0.66 0.01
CD-4114656 3.41 3925 -0.68 18 -4.67 0.97 0.05 0.14 0.00 0.67 0.01
GJ1 4.03 3589 -0.45 38 -5.51 0.41 0.05 0.10 0.00 0.82 0.01
GJ43 6.31 3616 - 17 -6.38 0.65 0.18 0.13 0.01 0.79 0.01
GJ54.1 5.65 3200 -0.40 202 -4.59 7.07 2.38 0.48 0.12 1.84 0.37 (S)
GJ87 3.96 3700 -0.31 136 -5.36 0.49 0.09 0.13 0.00 0.81 0.01 (S)
GJ91 4.23 3757 0.01 21 -4.89 1.17 0.10 0.17 0.00 0.76 0.01
GJ93 3.78 3860 - 12 -5.17 0.61 0.06 0.15 0.00 0.75 0.01
GJ105B 5.03(d) 3200 -0.02 20 -5.51 0.75 0.11 0.10 0.01 0.89 0.02
GJ126 3.87 3830 -0.29 29 -5.00 0.76 0.09 0.15 0.01 0.76 0.01
GJ149B 2.66 4149(*) -0.16 29 -4.69 0.54 0.08 0.11 0.00 0.54 0.01
GJ157B 4.55 3545 -0.02 10 -4.44 6.83 0.91 0.37 0.02 2.09 0.08

Notes. Main parameters of the stars in our sample and activity from our
analysis. V-K values are from the CDS when available, or derived from
the relationship between G-K versus V-K when V is not available (indi-
cated by "d", concerns 15 stars), as in Mignon et al. (2023b). Teff values
are from the CDS. When missing, the reported value, indicated by (*),
means that we have estimated it from a Teff versus V-K linear law (see
text, concerns 10 stars). The metallicities (FeH) are from Casagrande
et al. (2008), Neves et al. (2013), Kordopatis et al. (2013), Gaidos et al.
(2014), Gáspár et al. (2016), Houdebine et al. (2016), Aganze et al.
(2016), Passegger et al. (2018), Maldonado et al. (2019), Hojjatpanah
et al. (2019), Kuznetsov et al. (2019), Maldonado et al. (2020), Birky
et al. (2020), Steinmetz et al. (2020), Hojjatpanah et al. (2020), Jönsson
et al. (2020), Sarmento et al. (2021), Buder et al. (2021), Marfil et al.
(2021), and Hubbard-James et al. (2022). The number of nights, average
log R′HK , average of the three indices and their rms are from the present
paper. The flag (S) indicates if the star is in the subsample with more
than four seasons (Sect. 2.4). Only the beginning of the table is shown
here, the full table is available at the CDS.

Table A.2. Global correlations and slopes

Name C(Ca-Hα) C(Na-Ca) C(Na-Hα) Slope Hα versus Ca Slope Na versus Ca Slope Hα versus Na
CD-246144 0.903±0.028 0.839±0.056 0.772±0.056 0.085± 0.006 0.024± 0.003 2.550± 0.290
CD-4114656 0.259±0.130 0.497±0.145 0.343±0.102 0.033± 0.018 0.023± 0.007 1.016± 0.300
GJ1 -0.156±0.015 0.900±0.010 -0.278±0.017 -0.056± 0.003 0.068± 0.001 -1.035± 0.053
GJ43 0.061±0.172 0.072±0.217 -0.715±0.111 -0.000± 0.006 0.003± 0.005 -0.926± 0.154
GJ54.1 0.868±0.003 0.858±0.004 0.938±0.001 0.135± 0.001 0.044± 0.000 2.880± 0.009
GJ87 -0.327±0.015 0.685±0.016 -0.303±0.015 -0.050± 0.002 0.043± 0.001 -0.859± 0.042
GJ91 0.663±0.041 0.687±0.052 0.562±0.046 0.067± 0.004 0.030± 0.002 1.405± 0.117
GJ93 -0.052±0.145 0.212±0.174 0.743±0.101 -0.013± 0.016 0.012± 0.009 1.608± 0.302
GJ105B 0.671±0.070 0.200±0.130 0.195±0.060 0.109± 0.014 0.009± 0.006 0.334± 0.130
GJ126 0.016±0.109 0.676±0.089 -0.030±0.091 -0.013± 0.008 0.035± 0.005 -0.228± 0.125
GJ149B 0.542±0.046 0.849±0.037 0.594±0.057 0.043± 0.003 0.029± 0.002 1.377± 0.125
GJ157B 0.467±0.026 0.598±0.037 0.847±0.019 0.055± 0.003 0.021± 0.001 2.815± 0.099

Notes. Global correlations and slopes for the 177 stars in our sample,
with their 1-σ uncertainty. Only the beginning of the table is shown
here, the full table is available at the CDS.

Appendix B: Examples of spectra

Appendix C: Relationship between average indices

Figures C.1 (Hαm versus Cam), C.2 (Nam versus Cam), and C.3
(Hαm versus Nam) show the relation between the three pairs of
averaged indices for all Teff bins. They are studied in Sect. 3.
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Fig. B.1. Example of spectra in the three bands: Ca II H & K (left panels), Na D1 and D2 (middle panels), and Hα (left panels), corresponding to
a high S/N (GJ388, upper panel, S/N around 10 in the Ca band) and a low S/N (GJ54.1, lower panels, S/N around 1 in the Ca band).

Table E.1. Relationship with metallicities

Selection FeH<-0.2 |FeH|<0.2 FeH>0.2
M FGK M FGK M FGK

Quiet 22 74 23 160 0 33
Active 9 9 64 57 9 3

Notes. Number of stars with low, medium, and high metallicity in our
3400-3900 K range, for quiet and active stars (127 stars). Similar num-
bers are computed for FGK stars from Paper II (360 stars for Teff be-
tween 5100 and 6100 K).

Appendix D: Examples of time series

We illustrate the different categories of relationships with a few
examples in Fig. D.1 (examples with a good correlation) and
Fig. D.2 (examples with a degraded correlation). The categories
(A-E) are represented in the lower panel of Fig. 9 and in the
figures in Sect. 3.

Appendix E: Metallicity effects

Figure E.1 shows the metallicity (FeH) versus log R′HK (weak
correlation of 0.32), trend already observed by Scandariato et al.
(2017). There is therefore a trend for the least active stars to
be submetallic. This is shown more clearly in the middle panel
of Fig. E.1, showing the average FeH versus Teff separately for
quiet and active stars. There is no significant metallicity depen-
dence for the active stars. However, there is a difference for quiet
stars above 3400 K. Table E.1 illustrates this for stars in the range
3400-3900K, and compares with FGK, which does not show this
behaviour. In fact, interestingly, a plot (not shown here) similar
to the middle panel of Fig. E.1 for FGK stars shows no differ-
ence between quiet and active stars, and the correlation between
log R′HK and FeH is -0.15, which is less marked and of the op-
posite sign compared to M stars. Such a relationship for FGK
stars has been shown in Jenkins et al. (2008) and Meunier et al.
(2017), and is weak, and the main difference between active and
quiet stars is mostly a larger spread in FeH for quiet stars.

In addition, a relationship between log R′HK and FeH could
be attributed to very different causes, either at a deep level from
different dynamo processes, or affecting the production of spec-
tral lines in the atmosphere. First, metallicity could impact the
turnover time at the base of the convective zone and therefore
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differential rotation and the dynamo (Bessolaz & Brun 2011; van
Saders & Pinsonneault 2012; Brun et al. 2017). Younger stars
also tend to be more active and also more metallic. On the other
hand, metallicity could also affect the contrasts (Shapiro et al.
2014, 2015). Houdebine (2011) showed that the Ca emission in-
creased with the abondance of Ca II ion, which at first order
increases with metallicity.

Coming back to the relationship between our correlations C
and FeH, the lower panel of Fig. E.1 shows the Hα-Ca correla-
tion as a function of FeH, separately for the quiet stars, with a
correlation of 0.46 (a similar computation for FGK stars leads
to a negative correlation, with the strongly anticorrelated stars
being surmetallic) and the active stars (correlation of -0.04, i.e.
no correlation). The relationship between activity, correlations
with Hα and FeH seems to be present for quiet stars only, and
is opposite to what is observed for FGK stars. This point toward
different dominant processes for M and FGK stars.

Appendix F: Synthetic time series based on Ca
observed time series

In this approach, we built Hα and Na synthetic time series based
on different scalings of the observed Ca time series as in Paper
II. Once they are generated, we computed the correlation, slope,
and variability as for the observations in the previous section and
compared them with the observed ones.

Appendix F.1: Building of the time series

We explore three assumptions to build the Hα and Na synthetic
time series. The first assumption (hypothesis A) is based on the
properties of stars with perfect correlations between Hα (or Na)
and Ca. The scaling factor between Hα (or Na) and Ca that will
allow to build the time series is described below and follows
a procedure similar to Paper II. With the second assumption
(hypothesis B), the scaling factor between Ca and Hα (or Na)
time series is the slope computed from the averaged indices in
Sect. 4.2 for each star. Finally, the third assumption (hypothesis
C) leads to a scaling factor equal to the individual slope com-
puted for the star. To build the synthetic time series, the observed
Ca time series is multiplied by the scaling factor corresponding
to the chosen hypothesis and index. Some noise is added as pre-
scribed by the observed uncertainty for each star and index, and
an offset is added to match the observed level. The details are
given in the following sections.

We detail here how hypothesis A is built. We consider here,
as in Paper II, the factor relating these emissions for perfectly
correlated stars. For this purpose, we compute, for stars in each
bin in Teff (100 K), the average slope for different selections of
stars, that is with correlation above a certain threshold. An exam-
ple is given for the 3600-3700 bin in the left panels of Fig. F.1.
The resulting relationship is then extrapolated to a correlation of
1, indicated in red. This slope is then used for that Teff bin to
convert a Ca emission into a Hα emission. They are shown as a
function of Teff in the right panels of Fig. F.1.

Appendix F.2: Correlation and slope obtained with synthetic
Hα and Na time series

With hypothesis A, the correlations are very close to 1, typically
higher than 0.9 for Ca-Hα, and most are above 0.8 (except 10
stars) for Ca-Na. The slopes are on average too high: there is a
very large dispersion and no correlation between observed and

synthetic slopes. Hypothesis B leads to a larger range of cor-
relations, as shown in Fig. F.2. However, we observe important
differences with observations: 1/ the distribution of the correla-
tions is still strongly biased towards correlations close to 1 for
Na-Ca, while it is too strongly biased towards correlations close
to -1 for the correlations with Hα; 2/ for stars with a positive
simulated correlation, the slopes cover a realistic range only for
those with correlations very close to 1, otherwise the slopes are
much smaller than observed, and there is in fact no strong cor-
relation between the observed and synthetic slopes; 3/ The few
stars with a strong synthetic anticorrelation do not show the drop
in slope as observed for GJ191. Finally, hypothesis C leads to
correlations with a slightly better agreement with observations
than with hypothesis B, but they are still always too high (in
absolute value). The slopes are naturally in agreement by con-
struction.

This means that even with a factor typical of the one derived
from the time-averaged or individual indices, and taking into ac-
count the noise on the data, we lack weak correlations. The rela-
tion between indices is therefore more complicated than what is
described here in such a simple models, even with a underlying
complex variability (from the Ca observations).

Appendix F.3: Expected Hα and Na variability from Ca
variations

As in Sect. 4.3.4, we also compute the ST and LT rms for the
different indices, and then the ratio between indices at these two
timescales, to be compared with the observations in Fig. 14.

For Hα versus Ca, hypothesis A leads to a reasonable range
for the LT ratio, but the ST ratio does not show a trend with the
LT ratio as in the observations. Hypothesis C also leads to rms
that are often too small. On the other hand, the ST versus LT
ratio for Ca/Na presents similarities with Fig. 14 for the three
hypothesis.

Appendix F.4: Conclusion

We conclude from these simple simulations that: 1/ they fail
to reproduce moderate correlations, even when taking the noise
into account, and the factor based on the slopes from averaged
indices does not always give the proper sign, and therefore a
unique factor applied to the whole time series is insufficient; 2/
There is not a strong difference between ST and LT behaviours,
which is similar to the observations (conversely to the FGK anal-
ysis, for which there was a strong difference, which led us to ex-
plore the possibility for filaments to explain the observed results
Meunier & Delfosse 2009), but the amplitude in both Hα and Na
is often under-estimated.

Appendix G: Toy model protocols for Test #1

In this section, we provide details for the toy models discussed
in Sect. 5.3.

Appendix G.1: Range of input parameters covered by the
simulations

We built a large amount of time series according to Eq. 4 and
Eq. 5 to compare their properties with observations. We first con-
sider 104 pairs of (x0,y0) values (related to a and b in Eq. 3), with
x0 chosen in the range [1.6;36] and y0 in [-13;-0.56] respectively.
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We determined these limits based on conservative assumptions
on the ff values of the most active stars in the sample as follows.

– We considered that the most active stars probably have a ff
(in fraction of the disc) larger than 0.3 because Houdebine
(2010b) found that active M dwarfs had ff of at least several
times 0.1. Also, given the shape of our function, with Hαloc
equal to zero for 2×x0, we wish to be able to go up to at least
2.5×x0 to have at least a small positive slope regime between
SHα(t) and SCa(t). Given the observed maximum Cam and
Hαm compared to the quiet star levels in the 3500-3900 K
range (to be conservative), respectively around 9 and 1.6, this
leads to x0<36 and y0>-13.

– Furthermore, since we want to reach at least 2.5×x0, then a
very large ff would be necessary to reach the observed Cam
if x0 is too small: since ff cannot exceed 1, this provides a
lower limit for x0. We consider here that for 2x0, we have
ff<0.6, leading to x0>1.6.

– Finally, given the lowest observed values of Hα (0.17 com-
pared to the quiet star level), if y0 is too small, then the ff
values required to reach this level would also be too high.
We consider a ff threshold of 0.3 in this regime, leading to
y0<-0.56.

Then, for each (x0,y0) simulation, a grid in ff (minimum and
maximum) and Capl is systematically explored. We chose ffmin
and ffmax to vary between 0.1% and 60% and considered 50
regularly-sampled values of this parameter. We chose the 60%
threshold according to Houdebine (2009). Capl is chosen be-
tween a small value (x0/20, chosen arbitrarily) and a maximum
value which depends on (x0,y0): Each Capl value corresponds
to a straight line in the Ca-Hα space (Fig. 15), and increasing
Capl corresponds to higher SHα. We therefore chose the maxi-
mum Capl so that all observed values (for stars in a given Teff
bin) are below the corresponding straight line. We considered
250 regularly-sampled values of Capl. Finally, Caqs is arbitrar-
ily chosen to be small, randomly between 0 and x0/20, and Ca0
and Hα0 are chosen randomly in the ranges [0.1-0.2 and [0.8-
0.9] respectively, that is close to the low activity regime of the
observations.

Appendix G.2: Production of the time series

For each of these time series, we add some noise (which is cho-
sen equal to the typical uncertainty in our observations). This
leads to a large set of Ca and Hα time series, corresponding to a
given pair of (x0,y0).

For each pair of time series, SCa(t) and SHα(t), which corre-
sponds to a given Capl, ffmin and ffmax (and therefore an average
ff) in the grid, we computed several quantities: Cam and Hαm, the
correlation between the two time series, the slope and the offset
from the linear fit SHα(t) versus SCa(t). Those quantities can then
be compared with observations.

Appendix G.3: Analysis of the time series

For a given (x0,y0), we compared the simulations and the obser-
vations for the N stars in a Teff bin as follows. We first check
if there is a complete overlap between observed properties and
those in the simulation for each (x0,y0) pair when representing
Hαm versus Cam, or if many stars are completely outside the
range covered by the simulations for a given (x0,y0). If we are
in the second case, this means that the considered (x0,y0) is not

compatible with the observations in this simple model, other-
wise they may be compatible. We illustrate this in Fig. 16 for a
given (x0,y0) pair verifying the condition, with a general shape
corresponding to that shown in the lower panel in Fig. 15. This
figure provides interesting insights on the impact of the local law
in Eq. 3 on the average values. The dispersion derived from the
range covered by the simulations for the whole grid of param-
eters is indeed much larger than the observation. Since each re-
gion in this diagram corresponds to a different Capl and ff regime,
this suggests that there is an underlying relationship between
Capl and ff. The colour code in the figure is related to different
ff regimes. Note that in the very low activity regime, different
ff values can be superposed on the figure (and therefore corre-
spond to different Capl). In the high activity regime, there is a
clear variation of the ff regime across the diagram. Superposed
on this colour code, several lines corresponding to a fixed Capl
are also represented. Different (x0,y0) values will show some de-
parture from this example but with similar trends. Depending on
(x0,y0), the observed points will correspond to different regimes
(in ff or Capl) and therefore to a different relationship between ff
and Caloc.

For each realisation of (x0,y0) verifying this condition, we
identified the closest time series in this 2D space (S Hα versus
S Ca) for each of the N stars and retrieved the quantities com-
puted for that time series as well as the corresponding Capl and
ff. These retrieved quantities are then affected to the star. We
computed a χ2 to evaluate the difference between the closest
point to each observed star for the quantities corresponding to
observations, summed over all stars. The χ2 are normalised by
the observed uncertainties.

In addition, we computed a few additional criteria. We per-
formed a linear fit over the N values of Capl vs ff, whose slope
is denoted α, to evaluate if the two are correlated. We also per-
formed a linear fit of the retrieved offset values versus the Cam
(for Cam<2) for the N stars, whose slope can be compared with
the observed one. We also considered the average and rms (over
the N retrieved values) in slope for Cam in the low activity
regime.

Appendix G.4: Selection of realisations and results

We discuss here the results for Teff bin 3600-3700 K (27 stars).
Results are similar for the 3500-3600 K bin. Out of 2 104 re-
alisations of (x0,y0) pairs, 1912 are compatible according to the
above criterion, so that all stars are included in the range covered
by the simulations in Cam and Hαm, as illustrated in Fig. 16.

We now analyse in more details this selection (hereafter se-
lection #1) of realisations. The χ2 corresponding to the Cam and
Hαm are usually low, with many values below 1. However, the
χ2 corresponding to the slope is never excellent (minimum value
of ∼4.5) and it is far worse for the offset. In addition, we never
reproduce proper correlations between time series, as they are
always close to 1 or -1 in this simple model, as in Sect. 5.1. This
means that the model lacks the complexity necessary to produce
a diversity of complex time series that would allow to produce
the proper correlations and slopes for each star.

Two representative examples of the comparison are illus-
trated in Fig. G.1 for a given (x0,y0) pair corresponding to a rea-
sonably good agreement. For each example, the upper left panel
shows that according to this criteria, there is indeed a time series
corresponding to each star in the Hαm-Cam space for that partic-
ular (x0,y0) pair. The upper right panel for each example shows
the slope derived from those time series in comparison with the
observed slope. For each star, there is a poor agreement, espe-
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cially in the first example, leading to the fact that the offset of
the linear fits (on the time series) does no exhibit the proper de-
pendence on Cam (lower left panel). However, the dispersion in
slope, large compared to the observations, is well reproduced in
the second example. So even if the detailed behaviour of the ob-
served stars is not retrieved because some ingredients are miss-
ing in the model, some properties can already be reproduced. A
similar simulation but with Caqs=0 leads to very different prop-
erties for the slope: at a given Ca level, they all have the same
sign (as in Fig. 15). Therefore a small Caqs value different from
0, even if the same for all stars, is sufficient to introduce some
degree of mixity in the slope signs in some of the realisations(but
not all, as illustrated in the first example). This is true despite the
fact that the best Caqs are small: the explored range is [0,x0/20]
but they are usually lower than x0/100, as illustrated below.

In a second step, we therefore selected all realisations of
(x0,y0) for which the average and dispersion in slope in the low
activity regime is close to the observed values: The average of
the N retrieved slopes is selected between -0.1 and 0.1, and the
average below 0.1. This leads to a selection of 591 realisations
(hereafter selection #2). We then refined this selection by adding
the constraint that the largest ff (out of the N stars) should be
larger than 0.2 (hereafter selection #3, 401 stars). We study the
properties of these selections in more details, as illustrated in
Fig. G.2. The x0 and y0 values from selection #1 covers a good
fraction of the whole range (although we see that our minimum
x0 value is well chosen). Selection #2 also covers a large range,
however only small x0 values are compatible with selection #3.
This is logical, because x0 controls the necessary ff necessary to
fit the observations (upper right panel).

We now discuss an interesting property between the retrieved
ff and Capl values for each star which is illustrated in the lower
right panel of each example in Fig. G.1. This relationship is sim-
ply characterised here by the slope between Capl and ff over the
N stars. When considering all realisations in selection #1, both
signs are present, with most realisations corresponding to nega-
tive α values for large maximum ff values (and small x0). How-
ever, after selection of the stars with the best statistical proper-
ties regarding the slope (selection #2) and ff range (selection #3),
the remaining realisations have mostly positive α values. Such a
positive slope is something we might expect from the solar case
for which such a relation is observed, with a stronger Ca local
chromospheric emission when the plages are larger, because they
are associated to a larger local magnetic field (Harvey & White
1999). It is therefore possible that a similar relationship exists
for M dwarfs. We note however that a linear fit on the retrieved
Capl versus ff does not go through zero, and corresponds to Capl
values for ff=0 that are typically between a few units and 20.
It does not means that there is no small structures with a weak
emission, but this simple model is not sensitive to those if they
exist. The shape of the observed Hαm versus Cam makes it very
difficult to reach the very low Capl regime in Fig. 16.
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Fig. C.1. Relation between Hαm and Cam in different Teff bins (from top to bottom), for all stars (left panels) and without the most active stars
(right panels). Circles in green and red correspond to stars with anticorrelation between indices (see Sect. 4, below -0.5 and -0.3 respectively). The
orange straight lines correspond to the linear fit between indices for that star, plotted for the covered range in S Ca(t).
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Fig. C.2. Same as Fig. C.1 for Nam versus Cam.
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Fig. C.3. Same as Fig. C.1 for Hαm versus Nam.
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Fig. D.1. Examples of very well (first 2) or moderately well (last 2) correlated time series (category A).
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Fig. D.2. Examples of uncorrelated time series (categories B, C, D, and E).
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Fig. E.1. FeH versus log R′HK (upper panel), versus Teff for quiet stars,
in red, and active stars, in back (middle panel), and Ca-Hα correlation
versus FeH separately for quiet and active stars (lower panel).
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Fig. F.1. Slope versus lower threshold on the correlation for stars in the 3600-3700K range (left panels), with the slope extrapolated to a correlation
of 1 in red, and extrapolated slope versus Teff (right panels), in two cases: For the Hα-Ca relation (upper panels) and for the Na-Ca relation (lower
panels).
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Fig. F.2. Slope versus observed slope (left panels) and correlation versus
observed correlation (right panels), for the three hypothesis A, B, and C
(from top to bottom).
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Fig. G.1. Example of a comparison between simulation (Test #1, selection #3) and observation: Hαm versus Cam (upper left panel), S Hα-S Ca slope
versus Cam (upper right panel), S Hα-S Ca offset versus Cam (lower left panel), and average ff versus Carmpl (lower right panel). The retrieved values
from the simulations are shown in black, and the observed values (stars in the 3600-3700 range) in red.
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Fig. G.2. Range of input and retrieved parameters from Test #1: all tested parameters (dots), selection #1 (stars), selection #2 (coloured stars, red
and green), and selection #3 (red stars): x0 versus y0, maximum ff (over all stars) versus x0, α versus x0, α versus maximum ff, Hα0 versus Ca0,
Caqs versus x0.
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