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Abstract. In this paper we prove a quantitative closing Lemma for
manifolds of negative sectional curvature. As an application we study
partner and pseudo-partner orbits for self-crossing closed geodesic.

1. Introduction

In this paper we provide a quantitative closing Lemma for closed Rie-
mannian manifolds of negative sectional curvature. More precisely, let (M, g)
be a closed Riemannian manifold of dimension d ≥ 2 whose sectional curva-
ture K is bounded by −κ22 ≤ K ≤ −κ21 for some 0 < κ1 ≤ κ2 < ∞ and let
ϕt : SM → SM be the geodesic flow on the unit tangent bundle SM of M .
The metric d induced by g on M yields a metric d1 on SM given by

d1(v, w) = max
t∈[−1,1]

d(cv(t), cw(t))

where cv, cw are geodesics in M with initial vector v and w, respectively.
Under these assumptions we obtain the following quantitative version of the
closing Lemma (see Theorem 3.14 in Section 3).

Theorem 1. There exist δ0 = δ0(κ1, κ2) ∈
(
0, 12
)
and t0 = t0(κ1, κ2) > 1

such that for all δ ≤ δ0, all T ≥ t0 and all w ∈ SM with d1(w, ϕ
T (w)) ≤ δ

there exist u ∈ SM , T ′ > 0, with ϕT ′
(u) = u and

|T − T ′| ≤ 2Cδ,

where the constant C is given by

C =
4π

κ1

(2κ2
κ1

+ 3
)
.

Furthermore,

d1(ϕ
s(w), ϕs(u)) ≤ (5C + 1)δ ∀ s ∈ [0, T ].

A first consequence of the closing Lemma is the existence of so called
partner orbits of closed geodesics with small self-crossing angle. A closed
geodesic cw : [0, T ] → M with cw(T1) = cw(0) for 0 < T1 < T has a
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self-crossing at p = cw(0) at time T1 and we denote by ∢p(w,−ċw(T1)) its
crossing angle.

Partner orbits have been studied by physicist to explain universal be-
haviour of the spectrum of the associated quantized systems (see [1] for
more details). These partner orbits are new closed geodesics with slightly
smaller length whose image lies in a very small neighbourhood of the origi-
nal closed geodesic. For surfaces they have been first studied by Sieber and
Richter [11, 10] and such pairs are sometimes referred to as Sieber-Richter
pairs. A rigorous mathematical treatment has been provided for closed sur-
faces of constant negative curvature by Huynh and Kunze in [7] and Huynh
in [6]. While in [7] and [6] the authors used an algebraic approach, we will
use more geometric techniques which work for Riemannian manifolds with
variable negative curvature and arbitrary dimension (see Theorem 4.1 in
Section 4).

w

−ċw(T1)

ε

cu

Figure 1.1. Geodesic cw with self-crossing with small cross-
ing angle ε = ∢p(w,−ċw(T1)) and its partner orbit cu.

Theorem 2. Let M be a compact Riemannian manifold with sectional cur-
vature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 := π

16
κ1

κ1+κ2
and let

T0 = t0(κ1, κ2) > 1 be the one from Prop. 3.8. Then for all closed geodesic
cw : [0, T ] → M of period T with a self-crossing at p = cw(0) at time T1

and crossing angle ε ≤ ε0 and T1, T − T1 ≥ T0 there exists a closed orbit
cu : [0, T ′] → M of period T ′ < T satisfying

T − T ′ ≤
(18
κ1

+
16κ2
κ21

)
ε,

and such that

d(cu(s), cw[0, T ]) ≤
(
25

κ1
+

24κ2
κ21

)
ε

for all s ∈ [0, T ′].

For surfaces we can improve the estimate of the action difference obtained
in Theorem 2 (see Theorem 5.3 in Section 5). In particular, if the pinching
constant of the Gaussian curvature is at least 1

2 the action difference is of

order ε2 in the crossing angle ε. This result confirms the findings of Sieber
and Richter [11, 10], and agrees with the result of Huynh and Kunze [7] for
surfaces of constant negative Gaussian curvature. More precisely, we obtain:
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Theorem 3. Let (M, g) be a compact Riemannian surface with Gaussian
curvature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 := π

16
κ1

κ1+κ2
and let

T0 = t0(κ1, κ2) > 1 be as in Proposition 3.8. Then for all closed geodesic
cw : [0, T ] → M of period T with a self-crossing at p = cw(0) at time T1 with
crossing angle ε ≤ ε0 and T1, T − T1 ≥ T0, there exists a closed geodesic
cu : [0, T

′] → M of period T ′ < T such that

C1ε
2 ≤ T − T ′ ≤

{
C2ε

4κ1
κ2

κ1
κ2

∈
(
0, 12
)
,

C3ε
2 κ1

κ2
∈
[
1
2 , 1
]
,

where Ci are suitable positive constants depending on the curvature bounds
and the injectivity radius of M .

A second consequence of the closing Lemma is the existence of so called
pseudo-partner orbits for closed geodesic with large crossing angle, that is
the existence of a pair of two closed geodesics remaining close to the loops of
the original self-crossing geodesic. Their lengths are comparable, although
smaller, with the the length of the loops (see Theorem 6.1 in Section 6).

w ċw(T1)

ε

cu1 cu2

Figure 1.2. Geodesic cw with a self-crossing of large cross-
ing angle ∢p(w,−ċw(T1)) ∈ [π − ε, π] and its pseudo-partner
orbit.

Precisely we prove the following:

Theorem 4. Let M be a compact Riemannian manifold with sectional cur-
vature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 := π

16
κ1

κ1+κ2
and let

T0 = t0(κ1, κ2) > 1 be the one from Prop. 3.8. Then for all closed geodesic
cw : [0, T ] → M of period T with a self-crossing at p = cw(0) at time T1

such that ∢p(w, ċw(T1)) = ε ≤ ε0 and T1, T2 := T − T1 ≥ T0 there exists a

pair of closed geodesics cu1 and cu2 of period T̂1 and T̂2, satisfying

0 ≤ T1 − T̂1 ≤
8

κ1

(
κ2
κ1

+ 1

)
ε and 0 ≤ T2 − T̂2 ≤

8

κ1

(
κ2
κ1

+ 1

)
ε.
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Furthermore,

d(cu1(s), cw(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for s ∈ [0, T1], and

d(cu2(s), cw(s+ T1)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for s ∈ [0, T2]. In particular,

d(cu1(T̂1), cu2(0)) ≤
32

κ1

(
κ2
κ1

+ 1

)
ε.

The paper is organized as follows: in Section 2 we recall important facts
about Hadamard manifolds and we prove some trigonometric estimates
which we will need in the sequel. In Section 3 we obtain the quantita-
tive version of the Anosov closing Lemma formulated in Theorem 1. In
Section 4 we derive the existence of Sieber-Richter pairs for any dimension,
together with the estimate for the action difference stated in Theorem 2,
while in Section 5 we analyse Sieber-Richter pairs for surfaces and obtain
an improved estimate for their action difference (see Theorem 3). Finally in
Section 6 we prove the existence of pseudo-partner orbits (see Theorem 4).

2. Basic facts on Hadamard manifolds

In this section we recall certain standard facts on Hadamard manifolds, i.e,
complete simply connected Riemannian manifolds of non-positive curvature
which we will need in the sequel. We start with the construction of the
boundary at infinity and a discussion on Busemann functions. We then
prove some basic estimates for geodesic triangle under the assumption of
negative pinched curvature and we conclude this section with a quantitative
version of the Anosov closing Lemma, on which the construction of partner
orbits will be based.

For the rest of this section, X denotes a Hadamard manifold of dimension
d ≥ 2.

2.1. Boundary at infinity. To introduce the boundary at infinity of X,
we follow [4, 3] and we start by defining an equivalence relation on the set
of geodesics in X.

Definition 2.1. Two geodesic rays c1, c2 : [0,∞) → X are called asymptotic
if supt≥0 d(c1(t), c2(t)) < ∞. This is an equivalence relation; we write ∂X
for the set of equivalence classes and call its elements points at infinity. We
denote the equivalence class of a geodesic ray (or geodesic) c by c(∞).

Given v ∈ SX, let cv be the unique geodesic with ċv(0) = v. The following
is proved in [3, Propositions 1.5 and 1.14].

Lemma 2.2. Given any p ∈ X and ξ ∈ ∂X, there is a unique geodesic ray
c = cp,ξ : [0,∞) → X with c(0) = p and c(∞) = ξ. Equivalently, the map
fp : SpX → ∂X defined by fp(v) = cv(∞) is a bijection.
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Following Eberlein and O’Neill [4] we equip ∂X with a topology that
makes it a compact metric space homeomorphic to Sn−1. Fix p ∈ X and let
fp : SpX → ∂X be the bijection v 7→ cv(∞) from Lemma 2.2. The topology
(sphere-topology) on ∂X is defined such that fp becomes a homeomorphism.
Since the map f−1

q fp : SpX → SqX is a homeomorphism for all q ∈ X [3],
the topology is independent of the reference point p.

The topologies on ∂X and X extend naturally to X̄ := X ∪ ∂X by
requiring that the map φ : B1(p) = {v ∈ TpX : ∥v∥ ≤ 1} → X̄ defined by

φ(v) =

{
expp

(
v

1−∥v∥

)
∥v∥ < 1

fp(v) ∥v∥ = 1

is a homeomorphism. This topology, called the cone topology, was also
introduced by Eberlein and O’Neill in [4]. In particular, X̄ is homeomorphic
to a closed ball in Rn. The relative topology on ∂X coincides with the
sphere topology, and the relative topology on X coincides with the manifold
topology.

Every geodesic c : R → X determines two distinct points c(−∞) and
c(+∞) on ∂X. We will use the notation

(2.1) v− := cv(−∞) and v+ := cv(+∞).

We also write

(2.2) ∂2X := {(ξ, η) ∈ (∂X)2 : ξ ̸= η}

and consider the endpoint map

(2.3) E : SX → ∂2X, v 7→ (v−, v+).

By [3, Proposition 1.7], every pair of distinct points on ∂X is joined by
exactly one geodesic, so the map E is onto. Note that E is continuous by
the definition of the topology on ∂X.

2.2. Busemann functions. Given v ∈ SX, the function bv : X → R
defined by

bv(q) := lim
t→∞

(d(q, cv(t))− t)

is called the Busemann function associated to v. Busemann functions are of
class C2, as proved by Heintze and Im Hof in (the proof of) [5, Proposition
3.1], see also the references therein for an unpublished result of Eberlein. For
a discussion on the regularity of Busemann functions in the more general
context of no conjugate points see [8] and [9].

Definition 2.3. Given p ∈ X and ξ ∈ ∂X, let v ∈ SpX be the unique
unit tangent vector at p such that cv(∞) = ξ. We call bξ(q, p) := bv(q) the
Busemann function based at ξ and normalized by p (bξ(p, p) = 0).

The zero set of the Busemann function bξ(q, p) given by

Hξ(p) := {q ∈ X | bξ(q, p) = 0}
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is called the horosphere through p centred at ξ. The Busemann function
fulfils the following cocycle property :

(2.4) bξ(p, q) = bξ(p, r) + bξ(r, q) for all ξ ∈ ∂X and p, q, r ∈ X.

Note also that

(2.5) bξ(p, q) = −bξ(q, p) for all ξ ∈ ∂X and p, q ∈ X.

Furthermore, gradbξ(q, p) = −ċq,ξ(0) and is, in particular, independent of p.
For q ∈ X and ξ, η ∈ ∂X we denote by

∢q(ξ, η) = ∢q(ċq,ξ(0), ċq,η(0)) = cos⟨gradbξ(q, p), gradbη(q, p)⟩
the angle of ξ, η as seen from q (visibility angle).

Lemma 2.4. Let X be a Hadamard manifold. Then for any pair of points
ξ, η ∈ ∂X the visibility angle f(q) = ∢q(ξ, η) defines a C1 function on q ∈ X.
If the sectional curvature K of X satisfies −κ2 ≤ K for some κ ≥ 0, then
the norm of the gradient of f is bounded by κ. In particular, f is Lipschitz
continuous with Lipschitz constant κ.

Proof. Since Busemann functions are C2, it follows from the definition of the
visibility angle that f is a C1 function. Since the Hessian of the Busemann
function is positive semi-definite and bounded from above by κ, we obtain
the estimate for the gradient of f . □

2.3. Some trigonometrical estimates for pinched negatively curved
Hadamard manifolds. In this subsection we present some results related
to geodesic triangles, angles, and orthogonal projections in a Hadamard
manifold X with bounded sectional curvature K.

In the following, we denote by ∆(p1, p2, p3) a geodesic triangle with ver-
tices p1, p2, p3. We may also use the notation ∆•(p1, p2, p3) to specify in
which manifold the triangle lives. The angles with vertices pi are denoted
by αi and the lengths of the sides opposite to αi by ℓi, i = 1, 2, 3.

We start by recalling the law of cosine and sine in the case of non-constant
negative curvature.

Lemma 2.5. Let X be a Hadamard manifold with −κ22 ≤ K ≤ −κ21 for
some 0 < κ1 ≤ κ2 < ∞, and let ∆(p1, p2, p3) ⊂ X as described above. Then

(2.6) cosh(κ1ℓ3) ≥ cosh(κ1ℓ1) cosh(κ1ℓ2)− sinh(κ1ℓ1) sinh(κ1ℓ2) cos(α3),

and

(2.7) cosh(κ2ℓ3) ≤ cosh(κ2ℓ1) cosh(κ2ℓ2)− sinh(κ2ℓ1) sinh(κ2ℓ2) cos(α3).

Moreover, if α3 =
π
2 we have

(2.8) sin(αi) ≤
sinh(κ1ℓi)

sinh(κ1ℓ3)
i = 1, 2,

and

(2.9) sin(αi) ≥
sinh(κ2ℓi)

sinh(κ2ℓ3)
i = 1, 2.
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Equality in all of the above holds if κ1 = κ2.

The above inequalities give us the next lemma.

Lemma 2.6. Let X be a Hadamard manifold with K ≤ −κ21 for some κ1 > 0
and let ∆(p1p2p3) be as in the beginning of this subsection. Then

(2.10)
2α2

3

π2
≤ 2 sin2(

α3

2
) ≤ cosh(κ1ℓ3)− 1

sinh(κ1ℓ1) sinh(κ1ℓ2)
.

Furthermore assume that α3 =
π
2 ,then

(2.11) cosh(κ1ℓ1) ≤
1

sin(α2)

and

(2.12) sin(α1) ≤
cot(α2)

sinh(κ1ℓ3)
.

Proof. We start by proving (2.10). The addition theorem for hyperbolic
functions yields

cosh(κ1ℓ1) cosh(κ1ℓ2) = sinh(κ1ℓ1) sinh(κ1ℓ2) + cosh(κ1(ℓ2 − ℓ1)).

Therefore, by the law of cosine (2.6) we obtain

cosh(κ1ℓ3) ≥ sinh(κ1ℓ1) sinh(κ1ℓ2)(1− cos(α3)) + cosh(κ1(ℓ2 − ℓ1))

≥ sinh(κ1ℓ1) sinh(κ1ℓ2)(1− cos(α3)) + 1.

Using 1−cos(α3) = 2 sin2(α3
2 ) and the inequality sinα ≥ 2

πα for all α ∈ [0, π2 ]
we obtain (2.10).

We now turn to the proof of (2.11) and (2.12). The law of cosine (2.6)
with α3 = π/2 and (2.8) yield

cosh2(κ1ℓ1) ≤
cosh2(κ1ℓ3)

cosh2(κ1ℓ2)
=

cosh2(κ1ℓ3)

1 + sinh2(κ1ℓ2)

≤ cosh2(κ1ℓ3)

1 + sin2(α2) sinh
2(κ1ℓ3)

=
1 + sinh2(κ1ℓ3)

1 + sin2(α2) sinh
2(κ1ℓ3)

≤ 1

sin2(α2)
,

which proves (2.11). Equation (2.12) is a consequence of (2.8) and the
estimate just proved:

sin2(α1) ≤
sinh2(κ1ℓ1)

sinh2(κ1ℓ3)
=

cosh2(κ1ℓ1)− 1

sinh2(κ1ℓ3)

≤
1

sin2(α2)
− 1

sinh2(κ1ℓ3)
=

1− sin2(α2)

sin2(α2) sinh
2(κ1ℓ3)

=
cos2(α2)

sin2(α2) sinh
2(κ1ℓ3)

=
cot2(α2)

sinh2(κ1ℓ3)
.

□
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The corollary below gives relations among sides, angles, and distances
from a vertex to the opposite side in a geodesic triangle, assuming that one
of the angles is large enough and the lengths of the sides starting at its
vertex are bounded from below.

Corollary 2.7. Let X be a Hadamard manifold with K ≤ −κ21 for some
κ1 > 0, ∆(p1, p2, p3) be as in at the beginning of this subsection, and assume

α3 ∈ [π− ε, π] for some ε ∈ (0, π2 ). Set a(ε) = 1
κ1

arcosh
(

1
cos(ε)

)
and denote

further by c1 the geodesic connecting p3 and p2, by c2 the geodesic connecting
p3 and p1, and by c3 the geodesic connecting p1 and p2. Then

(2.13) c1([0, ℓ1]), c2([0, ℓ1]) ∈
{
q ∈ X | d(q, c3) ≤ a

(ε
2

)}
.

Assume furthermore that ℓi ≥ Ri for some Ri > 0, i = 1, 2, then

(2.14) ℓ3 ≥ R1 +R2 − 2a
(ε
2

)
,

and

(2.15) sin(αi) ≤ tan(ε) sinh−1(κ1Rj) i, j ∈ {1, 2}, i ̸= j.

Proof. We first observe that the functions t 7→ d(c1(t), c3) and t 7→ d(c2(t), c3)
are convex and therefore

max
q∈c1∪c2

d(q, c3) = d(p3, c3).

Since α3 ≥ π/2, the foot-point projection p of p3 onto c3 is contained in the
geodesic segment between p1 and p2. Consider the angles φ1 = ∢p3(p1, p)
and φ2 = ∢p3(p2, p). Since at least one of the angles φi is bigger or equal
than α3

2 , and π
2 − ε

2 ≤ α3
2 ≤ π

2 , Eq. (2.11) in Lemma 2.6 implies

d(p3, c3) = d(p3, p) ≤
1

κ1
arcosh

(
1

sin(φi)

)
≤ 1

κ1
arcosh

(
1

sin
(
α3
2

)) ≤ 1

κ1
arcosh

(
1

cos
(
ε
2

)) = a
(ε
2

)
,

proving (2.13). The equation (2.14) is a direct consequence of the triangle
inequality:

ℓ3 = d(p1, p) + d(p, p2) ≥ R1 − a(ε/2) +R2 − a(ε/2).

We now turn to the proof of (2.15). Eq. (2.12) applied to ∆(pi, p3, p),
i = 1, 2, yields

sin(αi) ≤
cot(φi)

sinh(κ1Rj)

for i, j ∈ {1, 2} with i ̸= j. Since π−ε ≤ φ1+φ2 ≤ π and φi ≤ π
2 , we obtain

φ2 ≥ π − ε− φ1 ≥ π
2 − ε and similarly φ1 ≥ π

2 − ε. Therefore, we obtain

cot(φi) ≤ cot(
π

2
− ε) = tan ε,

which implies the claim. □
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The next lemma tells us that the angle between points at infinity is small
if their corresponding vectors are close w.r.t. to the metric on SX defined
by

d1(v, w) = max
t∈[−1,1]

d(cv(t), cw(t)),

where the metric d is induced by the Riemannian metric on X. Note that
by definition the metric is flip-invariant, i.e. d1(v, w) = d1(−v,−w).

Lemma 2.8. Let X be a Hadamard manifold with sectional curvature K ≤
−κ21 for some κ1 > 0 and let SX be endowed with the metric d1 defined
above. Let v, w ∈ SX such that d1(v, w) ≤ δ for δ ∈

(
0, 12
]
. Then for

p = πw we have

∢p(cv(+∞), cw(+∞)) ≤ f(δ) and ∢p(cv(−∞), cw(−∞)) ≤ f(δ),

where f(δ) = 2 arcsin
(

sinh(κ1δ)
sinh(κ1(1−δ))

)
.

Remark 2.9. Since the function f(δ) is convex and attains its maximum at
1
2 with value π, it holds

f(δ) ≤ 2πδ ∀δ ∈
(
0,

1

2

]
.

Proof. By the flip-invariance of d1 it is enough to prove ∢p(cv(+∞), cw(+∞)) ≤
f(δ). Let s > 1 and set α(s) := ∢cw(0)(cw(+∞), cv(s)), β := ∢cw(0)(cv(1), cw(1))
and α̃(s) = ∢cw(0)(cv(1), cv(s)). Then

∢p(cv(+∞), cw(+∞)) = lim
s→∞

α(s) ≤ lim
s→∞

α̃(s) + β.

It is enough to show that β+α̃(s) is bounded by f(δ) := 2 arcsin
(

sinh(κ1δ)
sinh(κ1(1−δ))

)
.

By assumption we have d(cv(0), cw(0)) ≤ δ and d(cv(1), cw(1)) ≤ δ. Let
q be the foot-point projection of cv(1) onto cw and consider the triangle
∆(cw(0), q, cv(1)). Then we have β = ∢cw(0)(cv(1), q) and by (2.8) we have

sin(β) ≤ sinh(κ1d(cv(1), q))

sinh(κ1d(cw(0), cv(1)))
.

By the triangle inequality we have

d(cw(0), cv(1)) ≥ d(cw(0), cw(1))− d(cw(1), cv(1)) ≥ 1− δ

and therefore we obtain

sin(β) ≤ sinh(κ1δ)

sinh(κ1(1− δ))
,

which implies β ≤ 1
2f(δ).

For the angle η := ∢cv(1)(cw(0), cv(0)), we have η ≤ 1
2f(δ), with a similar

argument as before considering the triangle ∆(cw(0), cv(1), q1), where q1 is
the foot-point projection of cw(0) onto cv.

Consider now the triangle ∆(cw(0), cv(s), cv(1)) with angles α̃(s), η1 and γ
at the points cw(0), cv(1) and cv(s), respectively. Since η1 is the complement
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of the angle η and α̃(s) + η1 + γ ≤ π, we have π − η + α̃(s) + γ ≤ π, which
implies α̃(s) ≤ η.

We conclude

β + α̃(s) ≤ f(δ)

for all s > 1 and the claim follows. □

We conclude this subsection with a result for orthogonal projections on
geodesics in 2-dimensional Hadamard manifolds.

c(t1)

c(t2)

r1

r2

x1

x2β

α

p1 = q1

p3 = q2

r1

r2

q3
β′

α′

p2

X Xκ2

Figure 2.1. The 4-gons in Lemma 2.10.

Lemma 2.10. Let X be a Hadamard manifold of dimension 2 with sectional
curvature −κ22 ≤ K < 0 for some κ2 > 0. Let c be a geodesic in M and let
x1 ̸= x2 ∈ X not lying on c and such that the geodesic connecting x1 and
x2 does not cross the geodesic c. Let further ri = d(xi, c) = d(xi, c(ti)) for
i = 1, 2, then

(2.16) sinh2
(
κ2

d(x1, x2)

2

)
≤ cosh(κ2r1) cosh(κ2r2) sinh

2
(
κ2

|t2 − t1|
2

)
+ sinh2

(
κ2

|r2 − r1|
2

)
,

with equality if K = κ2.

Proof. We first consider the case K = −κ2 = −κ22. The general case follows
by a comparison argument.

Assume that t2 > t1. Set s := d(x1, c(t2)) and let α = ∢c(t2)(c(t1), x1).
Since the angle at c(t1) is equal to π/2 we have

cosh(κs) = cosh(κ(t2 − t1)) cosh(κr1).

Since dimX = 2 we have β := ∢c(t2)(x2, x1) = π/2− α and so

cos(β) = sin(α) =
sinh(κr1)

sinh(κs)
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by law of sine in negative constant curvature. By the law of cosine we also
have

cos(β) =
cosh(κs) cosh(κr2)− cosh(κd(x1, x2))

sinh(κs) sinh(κr2)
.

We therefore obtain

sinh(κr1) sinh(κr2) = cosh(κs) cosh(κr2)− cosh(κd(x1, x2))

= cosh(κr1) cosh(κr2) cosh(κ(t2 − t1))− cosh(κd(x1, x2)).

Using cosh(x) = 2 sinh2(x/2) + 1 for x = κ(t2 − t1) and x = κd(x1, x2) we
obtain

sinh(κr1) sinh(κr2) = 2 cosh(κr1) cosh(κr2) sinh
2
(
κ
t2 − t1

2

)
+ cosh(κr1) cosh(κr2)− 2 sinh2

(
κ
d(x1, x2)

2

)
− 1.

Since cosh(κ|r2−r1|) = cosh(κr1) cosh(κr2)−sinh(κr1) sinh(κr2), and using
again cosh(κ|r2 − r1|) = 2 sinh(κ|r2 − r1|/2) + 1 the claim follows.

Let now X be with sectional curvature −κ22 ≤ K ≤ 0. Consider the
triangles ∆X(c(t1), x1, c(t2)) and ∆X(c(t2), x2, c(t1)). Denote by Xκ2 the
Hadamard manifold of the same dimension with sectional curvature equal
to −κ22. Consider the triangle ∆Xκ2

(p1, p2, p3) such that

∢p1 = ∢c(t1) = π/2, dXκ2
(p1, p2) = dX(c(t1), x1) = r1, dXκ2

(p1, p3) = t2−t1

(we again assume t2 > t1). By Toponogov’s theorem

dXκ2
(p2, p3) ≥ dX(c(t2), x1).

Similarly consider the triangle ∆Xκ2
(q1, q2, q3) such that

∢q2 = ∢c(t2), dXκ2
(q2, q1) = t2 − t1, dXκ2

(q2, q3) = dX(c(t2), x2) = r2.

Again we have

dXκ2
(q1, q3) ≥ dX(c(t1), x2).

Glue ∆Xκ2
(q1, q2, q3) and ∆Xκ2

(p1, p2, p3) along the edge with common length
such that q2 = p3 and q1 = p1 and so that the points q2 = p3, q1 = p1, p2
and q3 are vertices of a 4-gon in Xκ2 , see Figure 2.3.

Let now α′ = ∢p3(p1, p2) and α = ∢c(t2)(c(t1), x1). We have

sin(α′) =
sinh(κ2r1)

sinh(κ2dXκ2
(p2, p3))

≤ sinh(κ2r1)

sinh(κ2dX(c(t2), x1)
≤ sin(α).

Since α′, α < π/2 and sine is increasing on [0, π/2], we conclude α′ ≤ α.
Setting β = ∢c(t2)(x1, x2) and β′ = ∢q2(p2, q3), we have β′ = π/2 − α′ ≥
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π/2− α = β. Therefore

cosh(κ2dXκ2
(p2, q3)) = cosh(κ2r2) cosh(κ2dXκ2

(p2, p3))

− sinh(κ2r2) sinh(κ2dXκ2
(p2, p3)) cos(β

′)

≥ cosh(κ2r2) cosh(κ2dX(c(t2), x1))

− sinh(κ2r2) sinh(κ2dX(c(t2), x1)) cos(β)

≥ cosh(κ2dX(x1, x2)),

and we conclude dXκ2
(p2, q3) ≥ dX(x1, x2). Hence

sinh2
(
κ2

dX(x1, x2)

2

)
≥ sinh2(κ2dXκ2

(p2, q3)/2)

= cosh(κ2r1) cosh(κ2r2) sinh
2
(
κ2

t2 − t1
2

)
+ sinh2

(
κ2

|r2 − r1|
2

)
,

as claimed. □

3. A quantitative closing lemma

Let M = X/Γ be a closed d-dimensional manifold, d ≥ 2, with sectional
curvature −κ22 ≤ K ≤ −κ21 for some 0 < κ1 ≤ κ2 < ∞, where X is
its universal cover and Γ is the group of deck transformations. The map
pr: X → M denotes the canonical projection, while we denote with π :
SM → M the foot-point projection defined by π(v) = p for all v ∈ SpM .
Furthermore, we will denote by ϕt the geodesic flow on M , i.e. the map
ϕt : SM → SM , ϕt(v) = ċv(t), where cv is the unique geodesic with cv(0) =
π(v) and ċv(0) = v. By abuse of notation, we will also denote by π and
ϕt the foot-point projection from SX onto X and the geodesic flow on X,
respectively.

The class of closed geodesics on M is in one-to-one correspondence with
the conjugacy classes in the group Γ of deck transformations. We here recall
some elements of this correspondence, which we will use in the next sections.

Given a closed geodesic c̄ : R/ℓZ → M , the length ℓ > 0 is such that
c̄(t + ℓ) = c̄(t) for all t ∈ R, and thus for every lift c of c̄ there is a unique
γ ∈ Γ such that

(3.1) c(t+ ℓ) = γc(t) for all t ∈ R.

Definition 3.1. If c, γ, and ℓ > 0 are such that (3.1) holds, then we say
that γ is the axial isometry of (c, ℓ), and c is an axis of γ.

If c is an axis of some γ, then it follows immediately that c̄ = pr ◦ c is a
closed geodesic on M . Moreover, every axial isometry γ of c fixes c(±∞).

Lemma 3.2. Given any geodesic c on X such that c̄ = pr ◦ c is closed, the
set of γ ∈ Γ fixing c(−∞) and c(∞) is an infinite cyclic subgroup.
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The preceding discussion lets us go from closed geodesics to deck trans-
formations. We will also need to go in the other direction.

Definition 3.3. Given γ ∈ Γ \ Id, the length of γ is

|γ| := inf{d(q, γq) : q ∈ X}.

Lemma 3.4. For every γ ∈ Γ\Id, there exists q0 ∈ X such that d(q0, γq0) =
|γ| ≥ 2inj(M). Moreover, if c : R → X is a geodesic joining q0 and γq0, then
c(t+ |γ|) = γc(t) for all t ∈ R, so c̄ := pr ◦ c is a closed geodesic.

Using Busemann functions we can define the so called Hopf map.

Definition 3.5. The Hopf map H : SX → ∂2X × R for p0 ∈ X is

(3.2) H(v) := (v−, v+, s(v)), where s(v) := bv−(πv, p0).

Given disjoint sets P,F ⊂ ∂X, the set H−1(P× F× {0}) represents the
set of all v ∈ SX whose past history under ϕt is given by P, whose future
evolution is given by F, and such that bv−(πv, p0) = 0. We will use the
following choice of P,F: given our fixed choice of v0 ∈ Sp0X, we consider
for each θ > 0 the sets

(3.3)
P = Pθ(v0) := {w− | w ∈ Sp0X and ∢p0(w, v0) ≤ θ},
F = Fθ(v0) := {w+ | w ∈ Sp0X and ∢p0(w, v0) ≤ θ}.

Lemma 3.6. Let c : R → X be a geodesic with c(∞) ∈ Fθ(v0) and c(−∞) ∈
Pθ(v0) and p0 = πv0.Then

d(p0, c) ≤ a(θ) :=
1

κ1
arcosh

(
1

cos(θ)

)
.

Proof. By assumption there are v, w ∈ Sp0X such that ∢p0(v, v0) ≤ θ,
∢p0(w,−v0) ≤ θ, v+ = c(∞), and w+ = c(−∞). Then ∢p0(v, w) ≥ π − 2θ
and Corollary 2.7 yields the claim. □

Now consider

(3.4) Γ∗
θ(v0) := {γ ∈ Γ | γFθ(v0) ⊂ Fθ(v0) and γ−1Pθ(v0) ⊂ Pθ(v0)}.

Lemma 3.7. Given any γ ∈ Γ∗
θ(v0), there exists an axis c for γ such that

c(−∞) ∈ Pθ(v0) and c(+∞) ∈ Fθ(v0).

Proof. By the Brouwer fixed point theorem, γ has one fixed point in Pθ(v0)
and one in Fθ(v0). By Lemma 3.4, it has up to parametrization a unique
axis c whose endpoints are the fixed points of γ. □

The following definition is justified by Lemma 3.6.

(3.5) Aθ(v0) := {v ∈ SX | (v−, v+) ∈ Pθ(v0)× Fθ(v0)

and d(πv, πv0) ≤ a(θ)}.
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Further we define

(3.6) Γθ(v0, t) := {γ ∈ Γ | Aθ(v0) ∩ ϕ−tγ∗Aθ(v0) ̸= ∅}.
The next proposition will be crucial for the proof of the quantitative

closing Lemma. Its proof is inspired by the one given in [2, Lemma 4.9].

Proposition 3.8. Consider the constant θ0 = π
8

κ1
κ2+κ1

and the function

ρ(θ) := 2(κ2
κ1

+ 1)θ. Then there exists t0 = t0(κ1, κ2) > 0 such that for all

θ ∈ [0, θ0], t ≥ t0 and all γ ∈ Γθ(v0, t) we have

γFρ(θ)(v0) ⊂ Fρ(θ)(v0) and γ−1Pρ(θ)(v0) ⊂ Pρ(θ)(v0).

In particular, Γθ(v0, t) ⊂ Γ∗
ρ(θ)(v0).

Remark 3.9. It is possible to determine t0 explicitly. In particular, t0 > 1.

y1

w2

y2
x1

x2

γy1

w+
2

v−2

γ−1x1

γx2
η

γ−1y2

v+0

γη

p

Fθ(v0)

Pθ(v0)

Aθ(v0)

v+2

z

Figure 3.1. Proving the inclusion γFρ(θ,t) ⊂ Fρ(θ,t) in
proposition 3.8.

Proof. We prove the first inclusion; the second is similar. Consider γ ∈
Γθ(v0, t) for some t > 0. Then the set Aθ(v0) ∩ ϕ−tγ∗Aθ(v0) is non-empty
and therefore the sets

γ−1
∗ Aθ(v0) ∩ ϕ−tAθ(v0) and ϕtAθ(v0) ∩ γ∗Aθ(v0)

are non-empty as well. Therefore, there exist v1, w1 ∈ Aθ(v0) with γ−1
∗ v1 ∈

ϕ−tAθ(v0) and γ∗w1 ∈ ϕtAθ(v0) and consequently there exist v2, w2 ∈ Aθ(v0)
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with γ−1
∗ v1 = ϕ−tv2 and γ∗w1 = ϕtw2. From the definition of Aθ(v0) we

obtain that cv2(−∞) = v−2 ∈ Pθ(v0) and cw2(∞) = w+
2 ∈ Fθ(v0).

We show that for all 0 ≤ θ ≤ θ0 := π
8

κ1
κ2+2κ1

, all t ≥ t0 > 0 for a t0
depending only on κ1, κ2, and all γ ∈ Γθ(v0, t) we have

γFρ(θ)(v0) ⊂ Fρ(θ)(v0),

where ρ(θ) is defined as in the statement of the proposition. Consider η ∈
Fρ(θ)(v0), i.e ∢p0(v

+
0 , η) ≤ ρ(θ). The triangle inequality yields

∢p0(v
+
0 , γη) ≤ ∢p0(v

+
0 , w

+
2 ) + ∢p0(w

+
2 , γη)

≤ θ + ∢p0(w
+
2 , γη).

Denote by xi = πvi and yi = πwi. Since a(θ) ≤ 2
κ1
θ for θ ≤ θ0 ≤ π

4 , we
obtain

∢p0(w
+
2 , γη) ≤ κ2d(p0, y2) + ∢y2(w

+
2 , γη)

≤ κ2d(p0, y2) + ∢y2(w
+
2 , γx2) + ∢y2(γx2, γη)

≤ κ2a(θ) + ∢y2(γy1, γx2) + ∢γ−1y2(x2, η)

≤ 2
κ2
κ1

θ + ∢y2(γy1, γx2) + ∢γ−1y2(x2, η).

Since d(y2, γy1) = t and d(y2, γx2) ≥ d(y2, γy1) − d(γy1, γx2) ≥ t − 2a(θ),
the estimate (2.10) in Lemma 2.6 yields a constant b depending on κ1 such
that

∢y2(γy1, γx2) ≤ be−κ1(t−d(y1,x2))a(θ)

≤ be−κ1(t−2a(θ))a(θ) ≤ 2b

κ1
e−κ1(t−2a(θ))θ.

(3.7)

In particular this implies that we can choose t1 ≥ 0 only depending on
κ1, κ2 such that ∢y2(γy1, γx2) ≤ θ

2 for all t ≥ t1. Now we want to estimate
∢γ−1y2(x2, η) from above. Note that

∢x2(η, v
+
2 ) ≤ κ2d(p0, x2) + ∢p0(v

+
2 , η)

≤ κ2d(p0, x2) + ∢p0(v
+
2 , v

+
0 ) + ∢p0(v

+
0 , η)

≤ κ2a(θ) + θ + 2(
κ2
κ1

+ 1)θ

≤ 4
κ2
κ1

+ 3θ.

From the triangle inequality we obtain

π = ∢x2(γ
−1x1, v

+
2 ) ≤ ∢x2(γ

−1x1, γ
−1y2) + ∢x2(γ

−1y2, η) + ∢x2(η, v
+
2 ),

and therefore

∢x2(η, γ
−1y2) ≥ π − ∢x2(η, v

+
2 )− ∢x2(γ

−1x1, γ
−1y2)

≥ π − 4
κ2
κ1

− 3θ − b′e−κ1(t−2a(θ)) 2

κ1
θ,



16 MICHELA EGIDI AND GERHARD KNIEPER

where the estimate ∢x2(γ
−1x1, γ

−1y2) ≤ b′e−κ1(t−2a(θ)) 2
κ1
θ follows as in (3.7)

and b′ > 0 is a constant only depending on κ1. In particular, one can choose
t2 ≥ t1 such that

∢x2(η, γ
−1y2) ≥ π − 4(

κ2
κ1

+ 1)θ

for all t ≥ t2. Let z be the orthogonal projection of x2 onto the geodesic ray
connecting γ−1y2 and η. Using Corollary 2.7 we obtain

d(z, x2) ≤ a(2(
κ2
κ1

+ 1)θ) ≤ 4(κ2 + κ1)

κ21
θ

for all θ ≤ π
8

κ1
κ2+κ1

= θ0. Finally, inequality (2.9) in Lemma 2.5 yields the
requested upper bound

∢γ−1y2(x2, η) = ∢γ−1y2(x2, z) ≤ arcsin(
sinh(4(κ2+κ1)

κ2
1

θ)

sinh(κ1d(γ−1y2, z))
)

of ∢γ−1y2(x2, η). Using

d(γ−1y2, z) ≥ d(γ−1y2, x2)− d(x2, z) ≥ t− 2a(θ)− 4(κ2 + κ1)

κ21
θ

and the estimate (3.7) we can choose t0 ≥ t2 such that for all t ≥ t0 we have

∢y2(γy1, γx2) + ∢γ−1y2(x2, η) ≤ θ,

which yields

∢p0(w
+
2 , γη) ≤ 2

κ2
κ1

θ + θ.

Hence

∢p0(v
+
0 , γη) ≤ ∢p0(v

+
0 , w

+
2 ) + ∢p0(w

+
2 , γη) ≤ 2(

κ2
κ1

+ 1)θ,

which implies the assertion.
□

From Proposition 3.8 follows that any γ ∈ Γθ(v0, t) for θ small enough and
t large enough has an axis whose length is comparable with t and which is
not far away from a geodesic with γ- recurrent initial vector. More precisely:

Proposition 3.10. Let θ0, t0, and ρ(θ) as in Prop. 3.8. Then for all θ ≤ θ0
and all t ≥ t0 any γ ∈ Γθ(v0, t) has an axis c with c(−∞) ∈ Pρ(θ)(v0) and
c(+∞) ∈ Fρ(θ)(v0) whose length satisfies

(3.8) t− 4

κ1

(2κ2
κ1

+ 3
)
θ ≤ |γ| ≤ 4

κ1
θ + t.

Moreover any geodesic cv : [0, t] → X with ċv(0) = v ∈ SX such that v ∈
Aθ(v0) ∩ ϕ−tγ∗Aθ(v0) satisfies

(3.9) d(c(s), cv(s)) ≤
6

κ1

(2κ2
κ1

+ 3
)
θ ∀ s ∈ [0, t].
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Proof. Let ρ(θ) = 2
(
κ2
κ1

+1
)
θ. The existence of an axis c of γ with c(−∞) ∈

Pρ(θ)(v0) and c(+∞) ∈ Fρ(θ)(v0) follows directly from Proposition 3.8 and
Lemma 3.7.

To prove the estimate for |γ|, we consider a vector v ∈ Aθ(v0)∩ϕ−tγ∗Aθ(v0).
Hence, v ∈ Aθ(v0) and ϕt(v) ∈ γ∗Aθ(v0). The definition of Aθ(v0) implies
(v−, v+) ∈ Pθ(v0)×Fθ(v0), d(πv0, πv) ≤ a(θ) and d(γ(πv0), πϕ

t(v)) ≤ a(θ).
Using the triangle inequality we obtain

a(θ) ≥ d(γ(πv0), πϕ
t(v)) ≥ d(γ(πv0), πv)− d(πv, πϕt(v))

≥ d(γ(πv0), πv0)− d(πv0, πv)− t

≥ d(γ(πv0), πv0)− a(θ)− t,

and therefore d(γ(πv0), πv0) − t ≤ 2a(θ). Since |γ| = infp∈X d(p, γp) and

a(θ) ≤ 2
κ1
θ for θ ≤ θ0 ≤ π

4 , we obtain

|γ| − t ≤ 2a(θ) ≤ 4

κ1
θ.

To obtain a lower bound for |γ| we assume that the axis c is parametrized
such that d(πv0, c(0)) = d(πv0, c). We then obtain

(3.10) d(πv0, c(0)) = d(πv0, c) ≤ a(ρ(θ)) ≤ 2

κ1
ρ(θ),

due to (c(−∞), c(+∞)) ∈ Pρ(θ)(v0) × Fρ(θ)(v0) and Lemma 3.6. Since
γc(0) = c(|γ|), the triangle inequality implies

|γ| = d(c(0), γc(0)) ≥ d(πv0, γπv0)− d(γc(0), γ(πv0))− d(πv0, c(0))

≥ d(πv0, γπv0)−
4

κ1
ρ(θ)

≥ d(πv, πϕt(v))− d(πϕt(v), γπv0)− d(πv0, πv)−
4

κ1
ρ(θ)

≥ t− 2a(θ)− 4

κ1
ρ(θ),

which yields the lower bound

|γ| = T ≥ t− 4

κ1
(θ + ρ(θ)) = t− 4

κ1

(2κ2
κ1

+ 3
)
θ,

as claimed.
Finally, let cv : [0, t] → X be the geodesic with ċv(0) = v. Since d(πv0, πv) ≤

a(θ), ċv(t) = ϕt(v) ∈ γ∗Aθ(v0) and using Eq. (3.10), we have

d(c(0), cv(0)) ≤ d(c(0), πv0) + d(πv0, cv(0)) ≤ a(ρ(θ)) + a(θ),

and

d(c(|γ|), cv(t)) ≤ d(c(|γ|), γ(πv0)) + d(γ(πv0), cv(t))

≤ a(ρ(θ)) + a(θ),
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where we also used that γc(0) = c(|γ|) and that γ is an isometry. The above
estimate together with (3.8) implies

d(c(t), cv(t)) ≤ d(c(t), c(|γ|) + d(c(|γ|), cv(t))
≤ |t− |γ||+ a(ρ(θ)) + a(θ)

≤ 2a(ρ(θ)) + 2a(θ) + a(ρ(θ)) + a(θ) = 3a(ρ(θ)) + 3a(θ).

By convexity of the function s 7→ d(c(s), cv(s)) and the estimates for a(θ)
and a(ρ(θ)) we obtain

d(c(s), cv(s)) ≤ 3a(ρ(θ)) + 3a(θ) ≤ 6

κ1

(2κ2
κ1

+ 3
)
θ,

for all s ∈ [0, t] which concludes the proof. □

The estimate in the above proposition can be somewhat improved if we
additionally assume that the vector v satisfies γπv = πϕt(v).

Proposition 3.11. Let θ0, t0, and ρ(θ) as in Prop. 3.8 and let γ ∈ Γθ(v0, t)
with θ ≤ θ0 and t ≥ t0. Assume further that there exists a vector v ∈
Aθ(v0) ∩ ϕ−tγ∗Aθ(v0) such that γπv = πϕt(v). Then γ has an axis c with
c(−∞) ∈ Pρ(θ)(v0) and c(+∞) ∈ Fρ(θ)(v0) whose length satisfies

(3.11) 0 ≤ t− |γ| ≤ 4

κ1

(2κ2
κ1

+ 3
)
θ.

Furthermore

(3.12) d(c(s), cv(s)) ≤
6

κ1

(2κ2
κ1

+ 3
)
θ ∀s ∈ [0, t],

where cv : [0, t] → X is the geodesic with starting vector v.

Proof. Let ρ(θ) = 2
(
κ2
κ1

+ 1
)
θ. As in the previous proposition, the existence

of the axis c such that c(−∞) ∈ Pρ(θ)(v0) and c(+∞) ∈ Fρ(θ)(v0) follows
directly from Proposition 3.8 and Lemma 3.7. Clearly, the length of c is |γ|.

Since |γ| = infp∈X d(p, γp) and γπv = πϕt(v), we have

t = d(πv, πϕt(v)) = d(πv, γπv) ≥ |γ|.

Parametrizing c such that d(πv0, c(0)) = d(πv0, c), we have

d(γπv, γc(0)) = d(πv, c(0)) ≤ d(πv, πv0) + d(πv0, c(0)) ≤ a(θ) + a(ρ(θ)),

which follows from Lemma 3.6 and the assumption v ∈ Aθ(v0).
Using the reverse triangle inequality we obtain

|γ| = d(c(0), γc(0)) ≥ d(γπv, πv)− d(πv, c(0))− d(γπv, γc(0))

≥ d(πϕt(v), πv)− 2a(θ)− 2a(ρ(θ)) ≥ t− 4

κ1
θ − 4

κ1
ρ(θ),

which implies the estimate (3.11) using the definition of ρ(θ) and the esti-
mate a(θ) ≤ 2

κ1
θ for θ ≤ θ0 ≤ π

4 .
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It remains to estimate the distance between c(s) and cv(s) for s ∈ [0, t].
Since

d(c(|γ|), cv(t)) = d(c(|γ|), πϕt(v)) = d(γc(0), γπv)

= d(c(0), πv) ≤ a(θ) + a(ρ(θ)),

we have

d(c(t), cv(t)) ≤ d(c(t), c(|γ|)) + d(c(|γ|), cv(t))
≤ t− |γ|+ a(θ) + a(ρ(θ)) ≤ 3a(θ) + 3a(ρ(θ)).

By convexity of the function s 7→ d(c(s), cv(s)), we have

d(c(s), cv(s)) ≤ 3a(θ) + 3a(ρ(θ)) ≤ 6

κ1

(2κ2
κ1

+ 3
)

∀s ∈ [0, t].

□

Remark 3.12. If one further assumes that πv = πv0, the estimates (3.11)
and (3.12) become

0 ≤ t− |γ| ≤ 8

κ1

(κ2
κ1

+ 1
)
θ

and

d(c(s), cv(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
θ ∀s ∈ [0, t],

respectively, since d(πv, c(0)) = d(πv0, c(0)) ≤ a(ρ(θ)).

We can finally state the announced quantitative version of the closing
lemma for the geodesic flow on the manifold (M, g). For that we recall the

definition of the dynamical metrics d1 on SM and introduce its lift d̃1 onto
SX:

d1(v, w) = max
t∈[−1,1]

d(cv(t), cw(t)), for all v, w ∈ SM

and
d̃1(v, w) = max

t∈[−1,1]
d̃(cv(t), cw(t)), for all v, w ∈ SX,

where d is the metric on M and d̃ its lift on X. We also need the following
Lemma.

Lemma 3.13. Consider the function a(θ) := 1
κ1

arcosh
(

1
cos(θ)

)
introduced

in Lemma 3.6. Then β ≤ a(κ1β) for all β ∈ [0, π
2κ1

] and a is monotonically

increasing on [0,min
{
π
2 ,

π
2κ1

}
].

Proof. The function β 7→ a(κ1β) is non-negative on [0, π
2κ1

] and assumes the

values 0 resp. ∞ at 0 resp. π
2κ1

. Note, that β ≤ a(κ1β) is equivalent to

g(β) := cosh(κ1β) cos(κ1β) ≤ 1.

Since g(0) = 1 and g( π
2κ1

) = 0, it is enough to prove that g′(β) ≤ 0 for all

β ∈ [0, π
2κ1

]. We have

g′(β) = κ1 sinh(κ1β) cos(κ1β)− κ1 cosh(κ1β) sin(κ1β),
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which in particular implies g′(0) = 0 and that g′( π
2κ1

) < 0. Since

g′′(β) = −2κ21 sinh(κ1β) sin(κ1β)) ≤ 0

we obtain g′(β) ≤ 0 on [0, π
2κ1

], which proves the first part of the lemma.

Finally, for θ ∈ [0, π/2) the function a(θ) is monotonically increasing,
hence also on the interval

[
0,min

{
π
2 ,

π
2κ1

}
].

□

Theorem 3.14. There exist δ0 = δ0(κ1, κ2) ∈
(
0, 12
)
and t0 = t0(κ1, κ2) > 1

such that for all δ ≤ δ0, all T ≥ t0 and all w ∈ SM with d1(w, ϕ
T (w)) ≤ δ

there exist u ∈ SM , T ′ > 0, and C = 2
κ1

(
2κ2
κ1

+ 3
)
max{2π, κ1} such that

ϕT ′
(u) = u,

|T − T ′| ≤ 2Cδ,

and
d1(ϕ

s(w), ϕs(u)) ≤ (5C + 1)δ ∀ s ∈ [0, T ].

Proof. Let cw : [0, T ] → M be the geodesic such that ϕt(w) = ċw(t) for all
t ∈ [0, T ].

Consider the lift c̃ of cw on the universal cover X of M , let p = c̃(0) and
v0 = ˙̃c(0).

From the assumption d1(w, ϕ
T (w)) ≤ δ follows the existence of γ ∈ Γ \ Id

such that d̃1(γ∗v0, ˙̃c(T )) ≤ δ, i.e. d̃(γ(c̃(s)), c̃(T + s))) ≤ δ, for s ∈ [−1, 1].
We first observe that

δ ≥ d̃1(γ∗(v0), ˙̃c(T )) = d̃1(v0, γ
−1
∗ ϕT (v0)) = d̃1(v0, ϕ

Tγ−1
∗ (v0)).

From Lemma 2.8 and Remark 2.9 follows

(3.13) (γ−1
∗ ϕT (v0))

+ ∈ F2πδ(v0) and (γ−1
∗ ϕT (v0))

− ∈ P2πδ(v0)

for all δ ∈ (0, 12).
Let now θ0 and t0 as in Proposition 3.8, and set θδ := max{2π, κ1}δ.

Choose δ0 ∈ (0, π
2κ1

] such that θδ ≤ θ0 for all δ ∈ (0, δ0], and let T ≥ t0.
Recall that

(3.14) Aθ(v0) := {v ∈ SX | (v−, v+) ∈ Pθ(v0)× Fθ(v0)

and d̃(πv, πv0) ≤ a(θ)}.
We claim that

Aθδ(v0) ∩ ϕ−Tγ∗Aθδ(v0) ̸= ∅.
Since v0 ∈ Aθδ(v0) it is enough to show that ϕ−Tγ∗(v0) ∈ Aθδ(v0). From
(3.13) and the definition of θδ it follows

((γ−1
∗ ϕT (v0))

−, (γ−1
∗ ϕT (v0))

+) ∈ Pθδ(v0)× Fθδ(v0).

Since

d̃(π(v0), πϕ
−Tγ∗(v0)) ≤ d̃1(v0, ϕ

Tγ−1
∗ (v0)) ≤ δ ≤ a(κ1δ) ≤ a(θδ),

by Lemma 3.13 and by the choice of θδ, the claim is proved.
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Proposition 3.10 now implies the existence of an axis c of γ of length T ′

such that

|T − T ′| ≤ 4

κ1

(2κ2
κ1

+ 3
)
θδ

≤ 4

κ1

(2κ2
κ1

+ 3
)
max{2π, κ1}δ =: 2Cδ

(3.15)

and

d̃(c̃(t), c(t)) ≤ 6

κ1

(2κ2
κ1

+ 3
)
θδ = 3Cδ ∀ t ∈ [0, T ].

Since d1(w, ϕ
T (w)) ≤ δ we have for the lift c̃ of cw that

d̃(γc̃(s), c̃(s+ T )) ≤ δ

for s ∈ [−1, 1]. This implies for s ∈ [0, 1]

d̃(c̃(T + s), c(T + s)) ≤ d̃(c̃(T + s), c(T ′ + s)) + d̃(c(T ′ + s), c(T + s))

= d̃(c̃(T + s), γc(s)) + |T − T ′|

≤ d̃(c̃(T + s), γc̃(s)) + d̃(γc̃(s), γc(s)) + |T − T ′|

≤ δ + d̃(c̃(s), c(s)) + 2Cδ

≤ δ + 3Cδ + 2Cδ = (5C + 1)δ.

For s ∈ [−1, 0] we calculate

d̃(c̃(s), c(s)) = d̃(γc̃(s), γc(s))

≤ d̃(γc̃(s), c̃(s+ T )) + d̃(c̃(s+ T ), c(s+ T )) + d̃(c(s+ T ), c(s+ T ′))

≤ δ + 3Cδ + |T − T ′| ≤ (5C + 1)δ,

since γc(s) = γ(s + T ) and s + T ∈ [T − 1, T ] ⊂ [0, T ]. Putting all the
estimates together yields

d̃(c̃(t), c(t)) ≤ (5C + 1)δ

for all t ∈ [−1, T + 1] and therefore,

d̃1( ˙̃c(t), ċ(t)) ≤ (5C + 1)δ

for all t ∈ [0, T ] where C is the one from (3.15). By projecting onto M we
obtain the closed geodesic cu = pr ◦c with starting vector u ∈ SM of period
T ′ satisfying (3.15). In particular u is such that u = ϕT ′

(u) and

d1(ϕ
t(u), ϕt(w)) ≤ (5C + 1)δ

for all t ∈ [0, T ] as desired. □

If w and ϕT (w) have the same foot-point projection, the underlying closed
geodesic is a geodesic loop and assuming d1(w, ϕ

T (w)) to be small enough,
it is easy to see that the deck transformation associated to (the lift of) the
geodesic loop has an axis giving the existence of a closed geodesic nearby.
In this case, Proposition 3.11 gives slightly improved action difference and
distance estimate.
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Theorem 3.15. There exist δ0 = δ0(κ1, κ2) ∈
(
0, 12
)
and t0 = t0(κ1, κ2) > 1

such that for all δ ≤ δ0, all T ≥ t0 and all w ∈ SM such that d1(w, ϕ
T (w)) ≤

δ and πw = πϕT (w) there exist u ∈ SM , T ′ > 0, and C̃ = 4π
κ1

(
κ2
κ1

+ 1
)
such

that ϕT ′
(u) = u,

0 < T − T ′ ≤ 4C̃δ,

and

d1(ϕ
s(w), ϕs(u)) ≤ (10C̃ + 1)δ ∀ s ∈ [0, T ].

Proof. Using the same notation as in Theorem 3.14, the assumptions imply
the existence of γ ∈ Γ \ Id such that γp = c̃(T ) and d̃1(γ∗v0, ˙̃c(T )) ≤ δ.

Let t0 and θ0 be as in Proposition 3.8 and choose δ0 =
1
2πθ0. Further, let

T ≥ t0 and set θδ = 2πδ for all δ ∈ [0, δ0]. Then θδ ≤ θ0 for δ ≤ δ0.
As before, we prove that γ−1

∗ ϕT (v0) ∈ Aθδ(v0). We have

0 = d̃(γp, c̃(T )) = d̃(p, γ−1c̃(T )) = d̃(p, πγ−1
∗ ϕT v0),

and

(γ−1
∗ ϕT (v0))

+ ∈ Fθδ(v0) and (γ−1
∗ ϕT (v0))

− ∈ Pθδ(v0)

for all δ ∈ (0, 12) by Lemma 2.8 and Remark 2.9, which proves the claim.
By Proposition 3.11 and Remark 3.12 there exists an axis c of γ of length

T ′ < T satisfying

0 ≤ T − T ′ ≤ 8

κ1

(κ2
κ1

+ 1
)
θδ =

16π

κ1

(κ2
κ1

+ 1
)
δ =: 4C̃δ,

and such that

d̃(c(t), c̃(t)) ≤ 12

κ1

(κ2
κ1

+ 1
)
θδ = 6C̃δ ∀t ∈ [0, T ].

For s ∈ [0, 1] we follow the estimate of the previous proposition to obtain

d̃(c(T + s), c̃(T + s)) ≤ d̃(c(T + s), γc(s)) + d̃(γc(s), γc̃(s)) + d̃(γc̃(s), c̃(T + s))

≤ T − T ′ + 6C̃δ + δ = (10C̃ + 1)δ.

Similarly, for s ∈ [−1, 0] we obtain d̃(c(s), c̃(s)) ≤ (10C̃ + 1)δ. Projecting
onto M we obtain the desired claim. □

4. Construction of partner orbits

Using the results of Section 3 we can now prove the existence of partner
orbits of self-crossing geodesics, together with the fact that they have smaller
period and that they remain close to the original geodesic.

We recall that a closed geodesic cw has a self-crossing at p = cw(0) with
crossing angle ε if there is a time T1 ∈ (0, T ) such that cw(0) = cw(T1)
and ∢πw(w,− ˙cw(T1)) = ε. We will also refer to such geodesics as closed
geodesic with self-crossing at p at time T1 to emphasise the time at which
the intersection takes place.
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Theorem 4.1. Let M be a compact Riemannian manifold with sectional
curvature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 := π

16
κ1

κ1+κ2
and let

T0 = t0(κ1, κ2) > 1 be the one from Prop. 3.8. Then for all ε ≤ ε0, all
T1, T2 ≥ T0 and all closed geodesic cw : [0, T ] → M of period T = T1 + T2

with a self-crossing at p = cw(0) at time T1 and crossing angle ε there exists
a closed orbit cu : [0, T ′] → M of period T ′ < T satisfying

T − T ′ ≤
(18
κ1

+
16κ2
κ21

)
ε,

and such that for some T3 ∈ [0, T ′] we have

d(cu(s), cw[0, T1]) ≤
(
25

κ1
+

24κ2
κ21

)
ε

for s ∈ [0, T3] and

d(cu(s), c−w[0, T2]) ≤
(
25

κ1
+

24κ2
κ21

)
ε,

for s ∈ [T3, T
′]. Summarizing both inequalities yields

d(cu(s), cw[0, T ]) ≤
(
25

κ1
+

24κ2
κ21

)
ε

for all s ∈ [0, T ′].

Proof. Let cw : [0, T ] → M be as in the statement of the theorem and denote
by cw,1 : [0, T1] → M , cw,1(t) = cw(t) and cw,2 : [0, T2] → M , cw,2(t) =
cw(T1 + t), where T2 := T − T1 the associated geodesic loops. Consider
the geodesic loop c̄w,2 : [0, T2] → M given by c̄w,2(t) = cw(T − t) reversing
the orientation of cw,2. Let c̃w,1 and c̃w,2 be the lifts of cw,1 and cw,2 to the
universal cover X such that c̃w,1(T1) = c̃w,2(0) =: p1 and let γ1 and γ2 be the
deck transformations with γ1(c̃w,1(0)) = c̃w,1(T1) and γ2(c̃w,2(0)) = c̃w,2(T2).
Then α̃ : [0, T2] → X with α̃(t) = c̃w,2(T2−t) is a lift of c̄w,2 with initial point

α̃(0) = c̃w,2(T2) = γ2p1 and therefore c̃2(t) = γ−1
2 α̃(t) is a lift of c̄w,2 such

that c̃2(0) = p1. Set c̃1 = c̃w,1, p0 := c̃1(0), v0 := ˙̃c1(0) and p2 := c̃2(T2).

Then p2 = γ−1
2 α̃(T2) = γ−1

2 (p1) and ∢p1( ˙̃c1(T1), ˙̃c2(0)) = ε. Furthermore,

∢p2((γ
−1
2 γ1)∗v0, ˙̃c2(T2)) = ∢πw(w,−ċw,2(0)) = ε.

Finally, let c̃3 : [0, T̂ ] → X be the geodesic connecting p0 and p2, where

T̂ = d(p0, p2). In particular, the points p0, p1, p2 form a geodesic triangle in
X. We observe that Eq. (2.14) in Corollary 2.7 together with the triangle
inequality yields

(4.1) 0 ≤ T − T̂ ≤ 2a
(ε
2

)
≤ 2

κ1
ε,

where the last inequality is due to the fact that ε ≤ ε0 < π/4. Moreover,

T̂ ≥ Ti ≥ T0 for i = 1, 2. Indeed if T̂ < T1, then by Corollary 2.7 we
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would obtain T1 + T2 − 2a(ε/2) ≤ T̂ < T1, leading to T2 < 2a(ε/2), which

contradicts Proposition 5.1. A similar contradiction holds assuming T̂ < T2.
Set θ1 := ∢p0(v0, ˙̃c3(0)) and θ2 := ∢p2( ˙̃c3(T̂ ), ˙̃c2(T2)). Clearly, θi ≤ ε for

i = 1, 2 and setting v := ˙̃c3(0) we have v ∈ Aθ1(v0) ⊂ A2ε(v0), since

(v−, v+) = (c̃3(−∞), c̃3(+∞)) ∈ (Pθ1(v0),Fθ1(v0)).

We also have

(4.2) πϕT̂ (v) = c̃3(T̂ ) = p2 = γ−1
2 γ1p0 = γ−1

2 γ1πv0 = γ−1
2 γ1πv,

and

∢p0(v0, (γ
−1
2 γ1)

−1
∗ ϕT̂ (v)) = ∢γ−1

2 γ1p0
((γ−1

2 γ1)∗v0, ϕ
T̂ (v)) = ∢p2((γ

−1
2 γ1)∗v0, ˙̃c3(T̂ ))

≤ ∢p2((γ
−1
2 γ1)∗v0, ˙̃c2(T2)) + ∢p2( ˙̃c2(T2), ˙̃c3(T̂ ))

≤ ε+ θ2 ≤ 2ε.

This implies that (γ−1
2 γ1)

−1
∗ ϕT̂ (v) ∈ A2ε(v0) and therefore v ∈ ϕ−T̂ (γ−1

2 γ1)∗A2ε(v0).
In particular

v ∈ A2ε(v0) ∩ ϕ−T̂ (γ−1
2 γ1)∗A2ε(v0),

which implies γ−1
2 γ1 ∈ Γ2ε(v0, T̂ ). Since the vector v satisfies the assump-

tions of Proposition 3.11 and Remark 3.12, T̂ ≥ T0 and ε ≤ ε0, there exists
an axis c of γ−1

2 γ1 of length T ′ := |γ−1
2 γ1| satisfying

(4.3) 0 ≤ T̂ − T ′ ≤ 16

κ1

(κ2
κ1

+ 1
)
ε,

and

(4.4) d(c(s), c̃3(s)) ≤
24

κ1

(κ2
κ1

+ 1
)
ε ∀ s ∈ [0, T̂ ].

Moreover, estimates (4.3) and (4.1) yield

0 ≤ T − T ′ = (T − T̂ ) + (T̂ − T ′)

≤ 2

κ1
ε+

16

κ1

(κ2
κ1

+ 1
)
ε =

(18
κ1

+
16κ2
κ21

)
ε.

(4.5)

Let now p3 be the orthogonal projection of p1 onto c̃3 and T3 ∈ [0, T̂ ] such
that c̃3(T3) = p3. Since ∢p1(p0, p2) ∈ [π − ε, π] and ε ∈ [0, π/2), we obtain
from Corollary 2.7 that d(p1, p3) ≤ a( ε2). Then d(c̃1(0, T1], c̃3(s)) ≤ a( ε2) for

all s ∈ [0, T3] and d(c̃2(0, T2], c̃3(s)) ≤ a( ε2) for s ∈ [T3, T̂ ]. We then obtain

d(c(s), c̃1[0, T1]) ≤ d(c(s), c̃3(s)) + d(c̃3(s), c̃1(0, T1])

≤ 24

κ1

(κ2
κ1

+ 1
)
ε+ a(

ε

2
) ≤ 24

κ1

(κ2
κ1

+ 1
)
ε+

ε

κ1

=

(
25

κ1
+

24κ2
κ21

)
ε
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for all s ∈ [0, T3]. Similarly

d(c(s), c̃2[0, T2]) ≤ d(c(s), c̃3(s)) + d(c̃3(s), c̃2(0, T2])

≤
(
25

κ1
+

24κ2
κ21

)
ε

for all s ∈ [T3, T̂ ]. Finally, projecting s 7→ c(s) onto M we obtain a closed
geodesic cu(s) = pr ◦c(s) on M of period

T ′ ∈
(
T −

(18
κ1

+
16κ2
κ21

)
ε, T

)
.

Using the estimates above and the fact that T ′ ≤ T̂ we obtain

d(cu(s), cw[0, T1]) ≤
(
25

κ1
+

24κ2
κ21

)
ε ∀s ∈ [0, T3]

and

d(cu(s), c−w[0, T2]) ≤
(
25

κ1
+

24κ2
κ21

)
ε ∀s ∈ [T3, T

′].

Summarizing both inequalities yields

d(cu(s), cw[0, T ]) ≤
(
25

κ1
+

24κ2
κ21

)
ε ∀s ∈ [0, T ′].

□

c̃1

c̃2

˙̃c1(T1)

˙̃c2(T2)

v0

−(γ1)∗v0

v = ˙̃c3(0)

c̃3

(γ−1
2 γ1)∗v0

p0

Figure 4.1. Proving Theorem 4.1.
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5. Construction of partner orbits for surfaces

In the case that the manifold M has dimension 2, it is possible to improve
the estimate for the action difference in Theorem 4.1 by means of Lemma
2.10. This new estimate is consistent with the result in [7]. To this end,
we need an estimate from above for the length of closed geodesic loops in
M , and one from above and below for the difference between the lengths of
sides in a geodesic triangle.

Proposition 5.1. Let M be a compact d-dimensional manifold, d ≥ 2,
with sectional curvature −κ ≤ K ≤ 0, for some κ > 0. Assume that the
injectivity radius inj(M) = ρ

2 is positive. Let c : [0, r] → M be a geodesic
loop, i.e. c(0) = c(r) and assume ∢(ċ(0),−ċ(r)) ≤ ε > 0. Then

(5.1) r ≥ 1

κ
arcosh

(
b

1− cos(ε)
+ 1

)
with b = 2(cosh(κρ)− 1).

Proof. Let c̃ : [0, r] → X be a lift of c and let ˙̃c(0) = v ∈ SpX. Then there

exits γ ∈ Γ with γ(p) = c̃(r). Furthermore, ∢(γ∗(v),− ˙̃c(r)) ≤ ε and γc̃(t)
is the geodesic with initial condition γ∗(v). Since by the assumption on the
injectivity radius we have d(c̃( r2), γ(c̃(

r
2)) ≥ ρ. Using (2.7) in Lemma 2.5 we

obtain

cosh(κρ) ≤ cosh(κd(c̃(
r

2
), γ(c̃(

r

2
)) ≤ cosh2(κ

r

2
)− sinh2(κ

r

2
) cos(ε)

= 1 + sinh2(κ
r

2
)(1− cos(ε))

= 1 +
1

2
(cosh(κr)− 1)(1− cos(ε))

which yields

2

1− cos(ε)
(cosh(κρ)− 1) ≤ cosh(κr)− 1

and therefore

1

κ

(
arcosh

(
b

1− cos(ε)
+ 1

))
≤ r

where b = 2(cosh(κρ)− 1), as claimed. □

Lemma 5.2. Let X be the universal cover of a compact manifold M = X/Γ
of dimension d ≥ 2 with sectional curvature −κ22 ≤ K ≤ −κ21 with 0 < κ1 ≤
κ2. Let ∆(p1, p2, p3) be a geodesic triangle in X such that ∢p3(p1, p2) = π−ε
for some ε ∈ (0, π) and such that Ti = d(p3, pi) satisfies (5.1) with Ti instead
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of r for i = 1, 2. Let T ′ = d(p1, p2) and T = T1 + T2, then

− 1

κ2
log
(
1− 1

π2

(
1− 8(b+ 2)2

(b+ 2)4 + 24

)
ε2
)
≤ T − T ′

≤ − 1

κ1
log
(
1− ε2

4
−
( ε√

2b

) 4κ1
κ2

)
.

Proof. The proof is essentially an application of Lemma 2.5. We start with
the upper bound. By (2.6) in Lemma 2.5, the addition theorem for hyper-
bolic cosine, and the fact that 1− cos(ε) = 2 sin2(ε/2) we estimate

cosh(κ1T
′) ≥ cosh(κ1T1) cosh(κ1T2)− sinh(κ1T1) sinh(κ1T2) cos(π − ε)

= cosh(κ1(T1 + T2)) + (cos(ε)− 1) sinh(κ1T1) sinh(κ1T2)

= cosh(κ1(T1 + T2))− 2 sin2(ε/2) sinh(κ1T1) sinh(κ1T2).

(5.2)

Moreover

sinh(κ1T1) sinh(κ1T2)

cosh(κ1T )
=

1

2

(eκ1T1 − e−κ1T1)(eκ1T2 − e−κ1T2)

eκ1T + e−κ1T

=
(1− e−2κ1T1)(1− e−2κ1T2)

2(1 + e−2κ1T )
≤ 1

2
.

(5.3)

Using (5.2) and (5.3) and since ex/2 ≤ cosh(x) ≤ (ex + 1)/2, we then
estimate

eκ1T ′
+ 1

eκ1T
≥ cosh(κ1T

′)

cosh(κ1T )
≥ 1− sin2(ε/2).(5.4)

Using the assumption that Ti satisfies (5.1) for i = 1, 2 and again the fact
that 1− cos(ε) = 2 sin2(ε/2), we obtain

(5.5) eκ2Ti ≥ cosh(κ2Ti) ≥
b

1− cos(ε)
+ 1 =

b+ 2 sin2(ε/2)

2 sin2(ε/2)
,

so that

e−κ1T ≤ exp
(2κ1
κ2

log
( 2 sin2(ε/2)

b+ 2 sin2(ε/2)

))
=
( 2 sin2(ε/2)

b+ 2 sin2(ε/2)

) 2κ1
κ2 .

Therefore from (5.4) we obtain

eκ1(T ′−T ) ≥ 1− sin2(ε/2)− e−κ1T

≥ 1− sin2(ε/2)−
( 2 sin2(ε/2)

b+ 2 sin2(ε/2)

) 2κ1
κ2

≥ 1− ε2

4
−
( ε√

2b

) 4κ1
κ2
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and consequently

T ′ − T ≥ 1

κ1
log
(
1− ε2

4
−
( ε√

2b

) 4κ1
κ2

)
,

which proves the upper bound.
For the lower bound we proceed similarly using (2.7) in Lemma 2.5:

cosh(κ2T
′) ≤ cosh(κ2T ) + (cos(ε)− 1) sinh(κ1T1) sinh(κ2T2)

= cosh(κ2T )− 2 sin2(ε/2) sinh(κ1T1) sinh(κ2T2).

Since T ′ ≤ T we have

cosh(κ2T
′)

cosh(κ2T )
=

eκ2T ′
+ e−κ2T ′

eκ2T + e−κ2T
= eκ2(T ′−T ) 1 + e−2κ2T ′

1 + e−2κ2T
≥ eκ2(T ′−T ).

Moreover, using (5.5) we estimate

sinh(κ2T1) sinh(κ2T2)

cosh(κ2T )
=

(1− e−2κ2T1)(1− e−2κ2T2)

2(1 + e−2κ2T )

≥

(
1−

(
2 sin2(ε/2)

b+2 sin2(ε/2)

)2)2
2
(
1 +

(
2 sin2(ε/2)

b+2 sin2(ε/2)

)4) >
1

2
− 4(b+ 2)2

(b+ 2)4 + 24
,

since the function (1−x2)2

1+x4 is decreasing for x ∈ (0, 1) and 2 sin2(ε/2)

b+2 sin2(ε/2)
∈

(0, 2
b+2) for ε ∈ (0, π). Therefore

eκ2(T ′−T ) ≤ cosh(κ2T
′)

cosh(κ2T )
≤ 1− 2 sin2(ε/2)

(1
2
− 4(b+ 2)2

(b+ 2)4 + 24

)
≤ 1− 2

π2

(1
2
− 4(b+ 2)2

(b+ 2)4 + 24

)
ε2,

since sin(x) ≥ 2
πx for x ∈ (0, π/2), and consequently

T ′ − T ≤ 1

κ2
log
(
1− 1

π2

(
1− 8(b+ 2)2

(b+ 2)4 + 24

)
ε2
)
.

□

We are now ready to prove Theorem 3 stated in the introduction.

Theorem 5.3. Let M be a 2-dimensional compact Riemannian manifold
with sectional curvature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 :=

π
16

κ1
κ1+κ2

and let T0 = t0(κ1, κ2) > 1 as in Proposition 3.8. Then for all ε ≤ ε0, all
T1, T2 ≥ T0 and all closed geodesics cw : [0, T ] → M of period T = T1 + T2

with a self-crossing at p = cw(0) at time T1 and crossing angle ε ≤ ε0 there
exist constants C1, C2, C3 > 0, depending on the curvature bounds and on
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the injectivity radius of M , and a closed geodesic cu : [0, T
′] → M of period

T ′ < T such that

C1ε
2 ≤ T − T ′ ≤

{
C2ε

4κ1
κ2

κ1
κ2

∈
(
0, 12
)
,

C3ε
2 κ1

κ2
∈
[
1
2 , 1
]
,

Proof. Let cw be as in the statement and denote by cw,1 : [0, T1] → M ,
cw,1(t) = cw(t) and cw,2 : [0, T2] → M , cw,2(t) = cw(T1 + t), where T2 :=
T − T1, its geodesic loops. Let also c̄w,2 such that c̄w,2(t) = cw(T − t), and
γ1, γ2 be the deck transformation associated to c̃1 = c̃w,1, c̃w,2, respectively,
which denote the lifts of cw,1 and cw,2. Following the beginning of the proof

of Theorem 4.1 consider the geodesic c̃2(0) = γ−1
2 α̃(t) and set p0 := c̃1(0),

v0 := ˙̃c1(0), and p2 := c̃2(T2) so that γ1(p0) = p1, γ−1
2 (p1) = p2, and

∢p1( ˙̃c1(T1), ˙̃c2(0)) = ε. Moreover,

∢p2((γ
−1
2 γ1)∗v0, ˙̃c2(T2)) = ∢πw(w,−ċw,2(0)) = ε.

Denote by c̃3 : [0, T̂ ] → M the geodesic connecting p0 and p2 where T̂ =
d(p0, p2). Let also θ1 := ∢p0(v0, ˙̃c3(0)) and θ2 := ∢p2( ˙̃c3(T

′), ˙̃c′2(T2)).

Considering again the vector v := ˙̃c3(0) and arguing as in the proof of

Theorem 4.1, we obtain that γ−1
2 γ1 ∈ Γ2ε(v0, T̂ ) and Proposition 3.10 yields

the existence of an axis c of γ−1
2 γ1 such that c(−∞) ∈ Pρ(2ε) and c̃(+∞) ∈

Fρ(2ε), for ρ(2ε) = 4
(
κ2
κ1

+ 1
)
ε.

To estimate the action difference |T − T ′| where T ′ = |γ−1
2 γ1| we proceed

as follow. Parametrising c such that d(p0, c) = d(p0, c(0)), we have

d(p2, c(T
′)) = d(γ−1

2 γ1(p0), γ
−1
2 γ1(c(0)))

= d(p0, c(0)) ≤ a(ρ(2ε)) ≤ 8

κ1

(κ2
κ1

+ 1
)
ε,

by Lemma 3.6. Further we have π
2 = ∢c(0)(p0, c(T

′)) = ∢c(T ′)(p2, c(2T
′))

which in turn gives ∢c(T ′)(p2, c(0)) = π
2 , due to dimension 2. This means

that c[0, T ′] is the orthogonal projection of c̃3[0, T̂ ] onto c. Hence, Lemma
2.10 (applicable because of dimension 2) with r1 = r2 = d(p0, c(0)) yields

sinh
(
κ2

T̂

2

)
≤ cosh(κ2d(p0, c(0)) sinh

(
κ2

T ′

2

)
,

and since T̂ ≥ T ′ = |γ−1
2 γ1| and using the estimate for d(p0, c(0)) we further

obtain

eκ2
T̂−T ′

2 ≤ eκ2T̂ /2(1− e−κ2T̂ )

eκ2T ′/2(1− e−κ2T ′)
=

sinh(κ2T̂ /2)

sinh(κ2T ′/2)

≤ cosh
(
κ2a(ρ(2ε))

)
.

Using the definition of the function a(·), we conclude that there exists a
constant D > 0 depending on κ1 and κ2 such that

eκ2
T̂−T ′

2 ≤ 1 +Dε2,
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leading to

(5.6) T̂ − T ′ ≤ 2

κ2
log(1 +Dε2).

Combining this estimate with the upper bound in Lemma 5.2 and using the
Taylor series of log(1 + x) and of log(1 − x) we find constants C2, C3 > 0
depending on κ1, κ2 and inj(M) such that

T − T ′ = (T − T̂ ) + (T̂ − T ′)

≤ 2

κ2
log(1 +Dε2)− 1

κ1
log
(
1− ε2

4
−
( ε√

2b

) 4κ1
κ2

)
≤

{
C2ε

4κ1
κ2

κ1
κ2

∈
(
0, 12
)

C3ε
2 κ1

κ2
∈
[
1
2 , 1
]
.

Finally, since T̂ − T ′ ≥ 0 the lower bound in Lemma 5.2 yields

T − T ′ = (T − T̂ ) + (T̂ − T ′)

≥ − 1

κ2
log
(
1− 2

π2

(
1− 4(b+ 2)2

(b+ 2)4 + 24

)
ε2
)

≥ C1ε
2,

for C1 > 0 being the first non-zero coefficient of the Taylor expansion of the
function on the second line at ε = 0. Combining the estimates above, we
obtain the desired action difference.

□

6. Construction of pseudo-partner orbits

We now turn to the study of closed geodesics cw : [0, T ] → M , where M is
again a manifold of arbitrary dimension, of period T having a large crossing
angle at cw(0) = cw(T1) for T1 ∈ (0, T ). We will express this fact assuming
that its complement angle ∢πw(w, ċw(T1)) = ε is small enough. Indeed, if
the latter angle is small, the crossing angle ∢πw(w,−ċw(T1)) is necessarily
between π − ε and π, and therefore large. Under this assumptions we show
that a pair of closed geodesics exists which stay close to the two loops gen-
erating the original closed geodesic and whose length are comparable but
slightly smaller than the length of the loops. This pair of geodesics is often
referred to as pseudo-partner orbits.

Theorem 6.1. Let M be a compact Riemannian manifold with sectional
curvature −κ22 ≤ K ≤ −κ21 for 0 < κ1 ≤ κ2. Let ε0 := π

16
κ1

κ1+κ2
and let

T0 = t0(κ1, κ2) > 1 be the one from Prop. 3.8. Then for all closed geodesic
cw : [0, T ] → M of period T with a self-crossing at p = cw(0) at time T1

such that ∢p(w, ċw(T1)) = ε ≤ ε0 and T1, T2 := T − T1 ≥ T0 there exists a
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pair of closed geodesics cu1 and cu2 of period T̂1 and T̂2, satisfying

0 ≤ T1 − T̂1 ≤
8

κ1

(
κ2
κ1

+ 1

)
ε and 0 ≤ T2 − T̂2 ≤

8

κ1

(
κ2
κ1

+ 1

)
ε.

Furthermore,

d(cu1(s), cw(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for s ∈ [0, T1], and

d(cu2(s), cw(s+ T1)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for s ∈ [0, T2]. In particular,

d(cu1(T̂1), cu2(0)) ≤
32

κ1

(
κ2
κ1

+ 1

)
ε.

Proof. Let cw : [0, T ] → M be as in the statement of the theorem and
denote by cw,1 : [0, T1] → M , cw,1(t) = cw(t) and cw,2 : [0, T2] → M , cw,2(t) =
cw(T1 + t), where T2 := T − T1 the associated geodesic loops. Let c̃w,1 be a

lifts of cw,1 to the universal cover X and set c̃w,1(0) =: p0 ∈ X, ˙̃cw,1(0) := v0,
and c̃w,1(T1) =: p1. Let γ1 be the deck transformation with γ1(p0) = p1.
Then

∢p1((γ1)∗v0, ˙̃cw,1(T1)) = ∢πw(w, ċw,1(T1))) = ε

by assumption, which implies that ϕT1(v0) ∈ (γ1)∗Aε(v0).
Therefore v0 ∈ Aε(v0) ∩ ϕ−T1(γ1)∗Aε(v0) and by Proposition 3.11 and

Remark 3.12 there exists an axis c1 of γ1 of length T̂1 such that

(6.1) 0 ≤ T1 − T̂1 ≤
8

κ1

(κ2
κ1

+ 1
)
ε,

and such that

(6.2) d(c1(s), c̃w,1(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for all s ∈ [0, T1].
A similar construction using a lift of the geodesic loop cw,2 and the asso-

ciated deck transformation γ2 we obtain the existence of an axis c2 of γ2 of
length T̂2 satisfying

(6.3) 0 ≤ T2 − T̂2 ≤
8

κ1

(κ2
κ1

+ 1
)
ε,

and such that

(6.4) d(c2(s), c̃w,2(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε

for all s ∈ [0, T2].
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Projecting the two axis c1 and c2 onto M we obtain two closed geodesics
cu1 = pr ◦c1(s) and cu2 = pr ◦c2(s) of period T̂1 and T̂2, respectively, whose
periods satisfy (6.1) and (6.3), and such that

d(cu1(s), cw(s)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε, s ∈ [0, T1],

and

d(cu2(s), cw(s+ T1)) ≤
12

κ1

(κ2
κ1

+ 1
)
ε, s ∈ [0, T2].

Moreover, using these estimates and the triangle inequality we obtain

d(cu1(T̂1), cu2(0)) ≤ d(cu1(T̂1), cw,1(T̂1)) + d(cw,1(T̂1), cw,1(T1))

+ d(cw,2(0), cu2(0))

≤ 12

κ1

(κ2
κ1

+ 1
)
ε+ (T1 − T̂1) +

12

κ1

(κ2
κ1

+ 1
)
ε

≤ 24

κ1

(κ2
κ1

+ 1
)
ε+

8

κ1

(κ2
κ1

+ 1
)
ε =

32

κ1

(κ2
κ1

+ 1
)
ε.

which yields the last estimate. □
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