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Abstract
It is well known that the class of rotation invariant algorithms are suboptimal even for learning
sparse linear problems when the number of examples is below the “dimension” of the problem. This
class includes any gradient descent trained neural net with a fully-connected input layer (initialized
with a rotationally symmetric distribution). The simplest sparse problem is learning a single feature
out of d features. In that case the classification error or regression loss grows with 1−k/d where k is
the number of examples seen. These lower bounds become vacuous when the number of examples
k reaches the dimension d.

Nevertheless we show that when noise is added to this sparse linear problem, rotation invariant
algorithms are still suboptimal after seeing d or more examples. We prove this via a lower bound
for the Bayes optimal algorithm on a rotationally symmetrized problem. We then prove much lower
upper bounds on the same problem for simple non-rotation invariant algorithms. Finally we analyze
the gradient flow trajectories of many standard optimization algorithms in some simple cases and
show how they veer toward or away from the sparse targets.

We believe that our trajectory categorization will be useful in designing algorithms that can
exploit sparse targets and our method for proving lower bounds will be crucial for analyzing other
families of algorithms that admit different classes of invariances.
Keywords: rotation invariance, feed forward nets, lower bounds, multiplicative updates, sparsity.

Any gradient descent trained neural net with a fully-connected input layer is rotation invariant
when initialized with a rotationally symmetric distribution. The reason is that if the input instances
are rotated, then weights rotate in the same way and therefore the dot products (logits) feeding
into the non-linearities of the first layer remain unchanged. It is well known that rotation invariant
algorithms are fundamentally inferior when learning certain sparse linear problems (Warmuth and
Vishwanathan, 2005; Ng, 2004; Li et al., 2021; Warmuth et al., 2021). These bounds are surprising
because they hold for such a general class of algorithms and are complemented by simple non-
rotation invariant algorithms that need exponentially fewer examples to achieve the same accuracy.
However, these lower bounds are not practically relevant because they all assume that the number
of examples is less than the dimension of the problem.

The simplest sparse linear problem is learning one out of d features. When the instances are
for example the d orthogonal rows of a Hadamard matrix and a rotation invariant algorithm is given
k ≤ d training instances1 then its generalization error on all d instances is at least 1 − k/d. There

1. Learning is harder for sampling with replacement. However lower bounds are stronger for sampling without replace-
ment and the boundary of getting a full rank instance set is clearer. We present bounds for both types of models.

© M.K. Warmuth, W. Kotłowski, M. Jones & E. Amid.
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WARMUTH KOTŁOWSKI JONES AMID

are classification (Ng, 2004; Li et al., 2021) and regression versions of this problem (Warmuth and
Vishwanathan, 2005; Warmuth et al., 2021) but the lower bound is essentially the same, proven
with different techniques. However, the lower bounds become vacuous when k ≥ d, which is the
case in most relevant settings. For example linear regression (which is rotation invariant) finds the
unique consistent feature after seeing a noise-free training set of full rank. In contrast this paper
provides lower bounds on the loss of any rotation invariant algorithm when the sample size (without
replacement) exceeds the input dimension of the problem. Now any weight vector (including sparse
ones) can be expressed as a linear combination of the instances. The key point of our paper is
that, when the noise is added to the sparse target, rotation invariant algorithms still produce poor
solutions compared to simple non-invariant algorithms.

Our lower bound technique creates a Bayesian setup where the learning is presented with a
randomly rotated version of the input instances. We prove a lower bound on the Bayes-optimal
algorithm for this case, and we prove any rotational invariant algorithm on the original problem
can do no better than the Bayes-optimal algorithm on the randomly rotated problem.2 We then
show that there are trivial non-rotationally invariant algorithms that can learn noisy sparse linear
much more efficiently: multiplicative updates on a linear neuron or gradient descent on a ‘spindly’
two-layer linear net where every linear weight wi is replaced by a product of parameter uivi

ui

vi

Figure 1: Spindly.

(Figure 1). Finally we also prove the same upper bound for a novel “priming
method” that was conjectured to learn sparse linear problems in (Warmuth and
Amid, 2023): First find the linear least squares solution w and then after reweigh-
ing the ith feature with wi, apply tuned ridge regression.

We are not interested in linear problems per se, but any fancy non-linear model should at least be
able to handle the linear case. We visualize how the performance gap between rotationally invariant
and non-invariant algorithms arises by computing their trajectories in weight space over the course
of learning. Previous work has focused on how rotational symmetry can be broken adding a L1
penalty to the loss (Ng, 2004; Li et al., 2021). This changes the minimum to which the learning
algorithms converge to. Here we focus on symmetry breaking due to the differences in the iterative
learning algorithm, while keeping the loss function fixed (as in Li et al. (2021)). So all algorithms
must converge to the same minimum but follow trajectories that differ in how close they get to the
sparse target. The optimal early stopping point is the trajectory point that is closest to the target.

We observe that when the number of examples is larger than the input dimension and the target is
sparse linear, then multiplicative updates, spindly networks, and priming all produce trajectories that
pass extremely close to the sparse target before finally veering away and learning the noise. Rotation
invariant algorithms cannot produce such a bias, even when the input is unbalanced (anisotropic
covariance) provided it is drawn from a rotationally symmetric distribution. In essence, they learn
the signal and the noise at the same rate. Interestingly, adaptive learning rate algorithms such as
Adagrad (Duchi et al., 2011a) and Adam (Kingma and Ba, 2015) show the opposite bias, producing
trajectories that are curved away from sparse solutions and learn the noise before the signal.

We arrive at these observations by deriving closed-form solutions for the continuous time (gra-
dient flow) weight trajectories of each algorithm for sparse noisy regression problems. We found
forms for the isotropic covariance case but also visualize the trajectories of the anisotropic case.
We show how the behavior of the different algorithms can be understood from a geometric analysis

2. This proof technique is interesting in its own right and is different from the regression techniques used for the under-
constrained case (Warmuth et al., 2021).
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that recasts mirror descent and other preconditioned gradient methods as gradient descent under an
altered geometry, where the preconditioner acts as a Riemannian metric.

Finally we make some preliminary experimental observations for nonlinear models by contrast-
ing gradient descent training on a simple three layer feed forward neural net when each logit on the
first layer is connected to all inputs (fully connected) versus connected to all inputs via the spindly
network (Figure 1). Our experiments show in case b, gradient descent produces sparse solutions
for the input layer, is much less confused by additional noisy features and can learn quickly from
informative features.

ADDITIONAL RELATED WORK:

There is a long history of contrasting the generalization ability of additive versus multiplicative
updates (see e.g. Kivinen et al. (1997); Kivinen and Warmuth (1997)). Surprisingly there is a con-
nection between both update families rooted in the observation that when the weights are products of
parameters, then gradient descent is biased towards sparsity (Gunasekar et al., 2017; Kerekes et al.,
2021). More precisely (Amid and Warmuth, 2020), the gradient flow of multiplicative updates on a
linear neuron equals the gradient flow of gradient descent on the spindly network of Figure 1.

In this paper we prove lower bounds for sparse noisy regression problems. It might also be
possible to obtain lower bounds for the classification setting when the number of examples exceeds
the VC dimension, building on the setup of (Ng, 2004; Li et al., 2021). However for technical
reasons the additional loss in the VC dimension / Rademacher complexity has a square root term
that seems to make this bounding methodology non-optimal in the noisy case. Our upper bounds
for the spindly network of Figure 1 have also been proven using the R.I.P. assumption (Vaskevicius
et al., 2019). For completeness we gave a self-contained proof in the appendix that also works for
multiplicative updates and their approximations.

Note that we have hardness results for a fixed noisy sparse linear problem: First feature plus
noise. We prove that the gap in performance is due to rotation invariance. So we avoid using
staircase, cork screw or cryptographically hard functions (Abbe and Boix-Adsera, 2022) for proving
lower bounds. Also in Shamir (2018), the target class is much more complicated and the hard
input distribution is algorithm specific and therefore no fixed problem is given that is hard for all
algorithms in the invariance class.

1. The lower bound method

1.1. Rotation invariance and problem setup

An example (x, y) is a d-dimensional vector, followed by a real-valued label y ∈ R. We specify a
training set as a tuple (X

n,d
,y
n
) containing n training examples, where the rows of input matrix X are

the n (transposed) input vectors and the target y is a vector of their labels.
A learning algorithm is a mapping which, given the training set (X,y), produces a real-valued

prediction function Rd ∋ x 7→ ŷ(x|X,y) ∈ R. An algorithm is called rotation invariant (Warmuth
and Vishwanathan, 2005; Warmuth et al., 2021) if for any orthogonal matrix U

d,d
and any input

x ∈ Rd: ŷ(Ux |XU⊤,y) = ŷ(x |X,y) (1)

In other words, the prediction ŷ(x|X,y) remains the same if we rotate both x and all examples
from X by the same orthogonal matrix U . If the algorithm is randomized, based on an internal
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random variable Z,3 then ŷ(xte|X,y) is a random variable given by some function fxte,X,y(Z),
and the equality sign in equation (1) should be interpreted as “identically distributed”.

Our lower bounds in sections 1.2-1.3 hold for any rotation invariant algorithm. In particular,
Warmuth et al. (2021) have shown that any neural network with a fully-connected input layer (and
arbitrary remaining layers), in which the weights in the input layer are initialized randomly with a
rotation invariant distribution (e.g. i.i.d. Gaussians) and are trained by gradient descent, is rotation
invariant and is thus subject to our lower bound. The reason is that such a network can be written
as f(w1 · x,w2 · x, . . . ,wh · x,θ), and the gradient ∇wif for unit i in the first hidden layer is
equal to the instance x times a scalar that depends on x only via wi · x, and updating of the later
layer weights θ depends on the input only via wi · x (i.e., via the computation in the first layer).
Therefore it is easy to show by induction on t, that rotating all instances results in the same rotation
of all wi,t. Thus the rotation has no effect on the dot products x ·wi computed at the input layer. In
contrast, learning with f((u1 ⊙ v1) · x, . . . , (uh ⊙ vh) · x,θ), where the parameters wi connected
to the input x are replaced by ui ⊙ vi (“spindlified”), is not rotation invariant.

1.2. Lower bounds for rotation invariant algorithms

Our method for proving lower bounds builds on the following observation: Given any rotation in-
variant algorithm and any learning problem, the algorithm will achieve the same loss on all rotated
versions of that problem. We can therefore consider a Bayesian setting where the problem is sam-
pled uniformly from all rotated versions, and the optimal solution provides a lower bound on the
loss of the algorithm. Intuitively, being rotation invariant forces an algorithm to be agnostic over all
possible rotations of the problem, and hedging its bets in this way prevents it from excelling at any
specific problem instance. In Section 1.3 we apply this reasoning to linear regression to show that
a rotation invariant algorithm cannot efficiently learn sparse solutions, because it must be equally
efficient at finding any other solution (including rotated, non-sparse ones).

Formally, let the learning problem be defined by (a) an input distribution pin(X̃) with the input
matrix X̃

n+1,d
= [X,x⊤

te] consisting of the training matrix X and the test example xte (b) an obser-

vation model q(ỹ|X̃) which gives the joint conditional distribution over n training outcomes and
a test outcome, ỹ

n+1
= [y, yte], and (c) a loss function L(ŷ, y). We assume the input distribution

is rotationally symmetric, meaning pin(X̃) = pin(X̃U⊤) for any orthogonal U . The task of any
algorithm will be to produce predictions ŷ(xte|X,y) to minimize the loss on the test outcomes,
L(ŷ, yte). Note that this setup allows arbitrary conditional dependencies among observations (not
just iid problems), including dependencies between the training and the test sets.

For any orthogonal U
d,d

, define the rotated observation model as qU (ỹ|X̃) = q(ỹ|X̃U⊤). Now

define a new learning problem by first sampling U uniformly (under the Haar measure pH) and then
generating observations according to qU . This is equivalent to a symmetrized observation model

◦
q

that is a mixture over all qU :

◦
q(ỹ|X̃) =

∫
qU (ỹ|X̃)dpH(U)

3. For example, in neural networks Z would correspond to a random initialization of the parameter vector.
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The Bayes optimal prediction can be expressed by computing a posterior over U and integrating
expected loss over this posterior:

ŷ⋆(xte|X,y) = argmin
ŷ

∫
Eyte∼qU (·|X̃,y)[L(ŷ, yte)]p(U |X̃,y)dU .

Thus
◦
q is difficult, especially for large d, because equal prior probability must be given to all possible

rotations. We define the optimal expected loss on this problem as

LB(
◦
q) = E

X̃∼pin,ỹ∼
◦
q(·|X̃)

[L(ŷ⋆(xte|X,y), yte)].

Our first result is that the performance of any rotation invariant algorithm on the original problem,
defined by q, is lower bounded by LB(

◦
q).

Theorem 1 Given a rotationally symmetric pin(X̃), an observation model q(ỹ|X̃), a loss function
L, and a rotationally invariant learning algorithm ŷn(·|X,y), define the expected loss

Lŷ(q) = EX̃∼pin,ỹ∼q(·|X̃),Z [L(ŷ(xte|X,y), yte)],

This loss is bounded by Lŷ(q) ≥ LB(
◦
q).

The proof in Appendix A shows any rotationally invariant algorithm will satisfy Lŷ(qU ) =

Lŷ(q) for all U . This implies Lŷ(q) = Lŷ(
◦
q) ≤ LB(

◦
q).

As we show in this paper, a consequence of Theorem 1 is that rotational invariance prevents
efficient learning of problems characterized by properties that are not rotationally invariant, such as
sparsity. Algorithms with inductive biases for such properties are necessarily not rotation invariant
and can give dramatically better performance. Although we have stated the theorem in terms of ro-
tational invariance, it is easily extended to other transformation groups T on the input (by replacing
U with elements of T and requiring pin to be symmetric under T ). For example, natural gradient
descent (NGD) is often touted for being invariant to arbitrary smooth reparameterization (Amari
and Douglas, 1998), but this invariance comes at a cost of being unable to efficiently learn in envi-
ronments that are not invariant in this way. In particular, since spindly and fully connected networks
are related by smooth reparameterization, NGD performs equivalently on both (see discussion in
(Kerekes et al., 2021)). Thus the lower bounds we prove apply to NGD on the network in Figure 1,
whereas we show vanilla gradient descent on this network breaks the lower bound.

1.3. Lower bound for least-squares regression

We demonstrate how Theorem 1 can provide a quantitative lower bound for a specific class of
learning problems. We then show how this bound is easily beaten by non-rotation-invariant algo-
rithms in Section 2. In the specific problem class we consider, the number of training examples is
n = md for some integer m, and X consists of m stacked copies of a matrix H =

√
dV
d,d

(i.e.

X = [H; . . . ;H
×m

]), where V is a random orthogonal matrix distributed according to the Haar mea-

sure.4 Thus pin(X) is rotationally symmetric. The test input is one of the rows of H , xte = hk,

4. We multiply V by
√
d in order to keep the lengths of examples ∥xi∥ (rows of X) equal to

√
d, so that their coor-

dinates xij (individual features) are of order 1 on average; any other scaling would work as well, resulting only in a
relative change of the effective label noise level.
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with index k drawn uniformly at random. We assume the labels are the first feature of X̃ plus
Gaussian noise, that is

q(ỹ|X̃) = N (ỹ|X̃e1, σ
2In+1), where e1 = (1, 0, . . . , 0)⊤, (2)

which can be be equivalently written as

y = Xe1 + ξ, where ξ ∼ N(0, σ2Imd), and yte = h⊤
k e1 + ξte, where ξte ∼ N(0, σ2).

Note that while the inputs are shared in the training and the test parts, the test label is generated
using a ‘fresh’ copy of the noise variable ξte. The fixed choice of e1 as opposed to any other ei is
made w.l.o.g. Indeed, Theorem 1 implies that a rotationally invariant algorithm will have the same
loss for Xe1 as it will for Xw for any other unit vector w.

The accuracy of prediction ŷ = ŷ(·|X,y) on the test set (hk, yte) is measured by the squared
loss L(ŷ, yte) = (ŷ − yte)

2. Let ŷ denote the vector of predictions for all possible test instances,
ŷk = ŷ(hk|X,y), and let yte denote the vector of test labels, ytek = h⊤

k e1 + ξte, which can be
jointly written as yte = He1 + ξte1 with 1 = (1, . . . , 1). The expected value of the loss over the
random choice of k ∈ {1, . . . , d} and over the independent test label noise is given by:

Ek,ξte [L(ŷ, yte)] =
1

d
Eξte

[
∥ŷ − yte∥2

]
=

1

d
Eξte

[
∥ŷ −He1 + ξte1∥2

]
=

1

d
∥ŷ −He1∥2 +

2

d
Eξte [ξte]︸ ︷︷ ︸

=0

(ŷ −He1)
⊤1+

1

d
Eξte

[
ξ2te
]︸︷︷︸

=σ2

∥1∥2

=
1

d
∥ŷ −He1∥2 + σ2.

Clearly, the expression above is minimized by setting the prediction vector to ŷ⋆ = He1, and thus
the smallest achievable expected loss is equal to σ2. Subtracting this loss, we get the expression for
the excess risk of the learning algorithm, which we call the error of ŷ:

e(ŷ) = Ek,ξte [L(ŷ, yte)]− Ek,ξte [L(ŷ⋆, yte)] =
1

d
∥ŷ −He1∥2.

When the prediction is linear, ŷ = Hŵ for some weight vector ŵ ∈ Rd, we can also refer to the
error of ŵ as the error of its predictions:

e(ŵ) =
1

d
∥Hŵ −He1∥2 =

1

d
(ŵ − e1)

⊤H⊤H︸ ︷︷ ︸
dI

(ŵ − e1) = ∥ŵ − e1∥2. (3)

We prove the following lower bound for rotationally invariant algorithms on this problem:

Theorem 2 Let V
d,d

be a random orthogonal matrix, and let H =
√
dV . Let (X,y) be the training

set with X
md,d

= [H; . . . ;H] and labels y generated according to (2). Then the expected error (with

respect to V ) of any rotation-invariant learning algorithm is at least

EV [e(ŷ)] ≥ d− 1

d

σ2

σ2 +m
.
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The proof in Appendix B uses Theorem 1 and closely follows Section 1.2: We start with a
Bayesian setting with the rotated observation model q(ỹ|X̃U⊤) for a random orthogonal matrix
U . This is equivalent to simply rotating the target weight vector by U⊤, because X̃U⊤e1 =
X̃(U⊤e1). Thus we can equivalently consider a linear model ỹ = X̃w + ξ̃, where w is drawn
uniformly from the unit sphere Sd−1 = {w ∈ Rd : ∥w∥ = 1}. Given the square loss function and
linear observation model, the optimal Bayes predictor is based on the posterior mean, E[w|X,y].

Even though the posterior mean does not have a simple analytic form for the prior distribution
over a unit sphere, we use results from (Marchand, 1993; Dicker, 2016) to show that the Ridge
Regression (RR) predictor (which is the Bayes predictor for the Gaussian prior) with appropriately
chosen regularization constant has expected error at most 1

d
σ2

σ2+m
larger than that of the Bayes

predictor. Thus, it suffices to analyze the RR predictor which we show to be at least σ2

σ2+m
. This

implies the Bayes error is at least d−1
d

σ2

σ2+m
, and no other algorithm can achieve any better error for

this problem. Finally, due to the rotation-symmetric distribution of the inputs, we can now apply
Theorem 1 which implies that every rotation invariant algorithm has error at least d−1

d
σ2

σ2+m
for the

original sparse linear regression problem ỹ = X̃e1+ ξ̃. For the sake of completeness, we also give
an i.i.d. version of this lower bound in Appendix C.

Previous lower bound proofs for sparse problems for the case when the number of examples
is less than the input dimension used fixed choices for input matrix X such as the d dimensional
Hadamard matrix (Kivinen et al., 1997; Warmuth and Vishwanathan, 2005). In the over-constrained
case, the lower bound does not hold for any fixed choice of X (of full rank). For any fixed full-rank
X , there exists a row vector v s.t. vX = e⊤1 , and the linear algorithm ŷ(x|X,y) = vX x achieves
minimal loss σ2 while being trivially rotationally invariant because vXU⊤Ux = vX x. Thus the
assumption of rotationally symmetric input distribution is essential.5

This counterexample requires knowledge of the order of the examples (i.e., the algorithm makes
different predictions if the rows of X are permuted). Now consider X = [H; . . . ;H] Diag(p) with
p1 = 2, pi>1 = 1. Then the target e1 is embedded as the first principal component PC1(X

⊤X),
so an algorithm that used this as its weight vector, ŷ(x|X,y) = PC1(X

⊤X)⊤x, would achieve
minimal loss. This algorithm is rotationally invariant but fails if the input matrix X was rotated.

2. Upper bounds

We now show how to break the above lower bound of d−1
d

σ2

σ2+m
on the error (excess risk) of rotation

invariant algorithms. We focus on the upper bounds for EG± and Approximated EGU±. (Similar
upper bounds for the spindly network, as well as the novel priming method (Warmuth and Amid,
2023) are given in appendices F and G, respectively.) We use the same setup as in the lower bound,
i.e. X consists of m stacked copies of a matrix H =

√
dV , when V is a rotation matrix and y is

sparse linear (the first component) plus Gaussian noise with variance σ2. The only difference is that
for the lower bound, V was randomly chosen, but the upper bounds hold for any rotation matrix V .
The upper bound on the error that we obtain6 is essentially O(σ2 log d

md ).
We begin with a bound for the normalized version of the multiplicative update called EG±. The

proof relies on the facts (a) under large learning rate, the EG± weight estimate becomes argmax

5. In the Hadamard matrix based lower bounds of Warmuth and Vishwanathan (2005), the ease of learning say e1 is
overcome by averaging over all n targets ei.

6. Note that at this point, we do not consider general input matrices X in the upper bounds. Allowing arbitrary covari-
ance structure makes the analysis much more complicated and the general case is left for future research.
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over the negative gradient coordinates, and (b) with high probability, the least component of the
gradient is the first one, so that the argmax is e1. EG± makes use of the fact that the norm of the
linear target e1 is 1 and this additional knowledge allows the speedup.7 We then prove our main
upper bound for the unnormalized EGU±.

2.1. Upper bound for the Exponentiated Gradient update

We consider a batch version of the 2-sided Exponentiated Update algorithm (EG±) (Kivinen and
Warmuth, 1997). The batch EG± algorithm maintains two vectors, v+

t and v−
t , and its weight

estimate is given by wt = v+
t − v−

t . It starts with a set of weights v+
1 = v−

1 = 1
2d1 (so that

∥v+
1 ∥1 + ∥v−

1 ∥1 = 1) and updates according to

v+
t+1 ∝ v+

t ⊙ e−η∇L(wt), v−
t+1 ∝ v−

t ⊙ eη∇L(wt),

where ⊙ is component-wise multiplication, and the normalization enforces ∥v+
t+1∥1+∥v−

t+1∥1 = 1.

Theorem 3 The expected error of the batch EG± algorithm after the first iteration is bounded by

e(w2) ≤ 2de−η + 8de−
md
32σ2 .

Proof sketch: The gradient of the loss can be written as 2(w−e1− ζ), where ζ are i.i.d. Gaussian
noise variables which are combinations of the original noise variables. Using the deviation bound
for Gaussians together with union bound, with probability at least 1 − 2d exp{−md/(32σ2)} all
noise variables are bounded by 1/4. Thus, the first coordinate of the negative gradient is larger
than all other coordinates by at least 1, so that the first weight exponentially dominates all the other
weights already after one step of the algorithm, and the error drops to 2de−η. If the high probability
event does not hold, we bound the error by its maximum value 4. See Appendix D for full proof.

2.2. Upper bound for the Approximated Unnormalized Exponentiated Gradient update

We now drop the normalization of EG± and use the approximation exp(x) ≈ 1+ x.8 The resulting
approximation of the unnormalized EGU± algorithm updates its weights as follows:

wt+1 = wt − η
√
w2

t + 4β2 ∇L(wt), (4)

where β > 0 is a parameter and all operations (squaring the weights and taking square root) are
done component-wise (see Appendix E for a derivation). When β = 0 this update is closely related
to gradient descent on the spindly network of Figure 1. We start with w1 = 0. Note that unlike EG±

the update does not constrain its weights by normalizing. Nevertheless, we show that the algorithm
achieves an upper bound on the error that is essentially O( d

log d) better than the error of any rotation
invariant algorithm:

7. We can also provide an upper bound on the error of the online version of EG± for an arbitrary input matrix X with
fixed feature range via a standard worst-case regret analysis followed by the online-to-batch conversion (see e.g.
Kivinen and Warmuth (1997)). The bound so obtained would however give a slower rate of order O(

√
log d/(dm),

which still has a substantially better dependence on dimension d than the lower bound from the previous section.
8. This approximated version of EGU was introduced in (Kivinen and Warmuth, 1997). It was also used in the normal-

ized update PROD (Cesa-Bianchi et al., 2007).
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Theorem 4 Assume d ≥ 4 is such that
√
d is an integer. Consider the Approximated EGU± algo-

rithm (4) with β = 1/(2d) and learning rate η = 1/4 and let m ≥ 8σ2 ln 2d
δ = Ω(σ2 log(d/δ)) .

With probability at least 1− δ, the algorithm run for T = 4
√
d steps achieves error bounded by:

e(wT+1) ≤
10σ2 ln 2d

δ

md
+ 9e−

8
3

√
d+2 ln d = O(

σ2 log d

md
+ e−

8
3

√
d)

Proof sketch: (full proof in Appendix E) Similarly as for EG±, with high probability all noise
variables are small. We can interpret the weight update (4) as the gradient descent update on the
weights with the effective learning rates η

√
w2

t + 4β2. Since β = 1/(2d) and w1 = 0, these
learning rates are initially small and of order O(1/d). We then show by a careful analysis of the
update that the weights wt,i remain small for all coordinates i except i = 1, and so do the associated
learning rates. Therefore, after T steps, the algorithm does not move significantly away from zero
on these coordinates. Meanwhile, the weight on the first coordinate wt,1 increases towards 1. While

the initial rate of increase is small as well, it accelerates over time as η
√
w2
t,1 + 4β2 increases due

to increasing wt,1. Eventually wT+1,1 gets very close to 1 after T steps of the algorithm.

3. Gradient flow trajectories

In our setting of overconstrained optimization without explicit regularization, all algorithms operate
on the same loss landscape but follow different paths to the minimum. To understand these differ-
ences, we derive exact expressions for the weight trajectories for the continuous time (gradient flow)
versions of several representative algorithms. We then use these results to analyze the algorithms’
ability to learn sparse targets without overfitting to noise.

3.1. Preconditioning, mirror descent, reparameterization, and Riemannian descent

Gradient descent (GD) on a given loss function can be generalized in several ways, including pre-
conditioned GD, mirror descent (MD), GD on reparameterized variables, and Riemannian GD. We
show how they are all interchangeable in the continuous-time case.

Preconditioned GD premultiplies the gradient with a matrix P that can depend on the current
weights or the training history. Explicit preconditioning methods include adaptive learning rate
algorithms such as Adagrad (Duchi et al., 2011b), natural gradient descent which preconditions
with the inverse Fisher information matrix (Amari, 1998), and variational Bayesian methods that
precondition with the prior or posterior covariance (Lambert et al., 2022; Chang et al., 2023).

•
w = −P∇wL (5)

Reparameterizing refers to defining some injective function ŵ = g(w) and performing GD on
the new variable:

•

ŵ = −∇ŵL (6)

MD (Nemirovsky and Yudin, 1983) involves an invertible mirror map w̃ = f(w) where f is
the gradient of a convex function, with the update

•

w̃ = −∇wL (7)

9
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Riemannian GD generalizes to parameter spaces with non-Euclidean geometry (specifically, dif-
ferentiable manifolds) (Bonnabel, 2013). In Riemannian geometry the update

•
w lies in the tangent

space Tw (a direction of motion based at w) whereas the gradient ∇wL lies in the cotangent space
T ∗
w (the dual of Tw). Unlike in Euclidean geometry, Tw and T ∗

w cannot be identified and instead
mapping between them requires a metric Γw : Tw → T ∗

w or equivalently Γw : Tw × Tw → R.
This leads to an update that is the direction of steepest descent with respect to the geometry:

•
w = −Γ−1

w ∇wL (8)

Theorem 5 The continuous-time versions of reparameterized GD, MD, and Riemannian GD are
all equivalent to preconditioned GD under the relation

P =
∂w

∂ŵ

(
∂w

∂ŵ

)⊤
=

∂w

∂w̃
= Γ−1

w (9)

Appendix H gives the proof and then uses this result (a) to derive a close connection between
EGU and the spindly network and (b) to show how EGU implicitly operates on a non-Euclidean
geometry (Figure 3) that tends to hold it in sparse regions of parameter space. Rotationally invariant
algorithms cannot do this because their implicit geometry must be rotationally symmetric.

3.2. Trajectory solutions

We derive analytic trajectories for the simple linear regression problem from Sections 1.3 and 2, for
the continuous-time versions of EGU, EGU±, primed GD, and Adagrad (Duchi et al., 2011a). For
space reasons we present the expressions for the trajectories here and provide the derivations and
full details in Appendix I.

For continuous EGU the trajectory is (with ci a constant depending on initial conditions):

wi(t) =
1
2w

LS
i

(
1 + tanh

(
wLS
i t+ ci

))
(10)

For continuous EGU± the trajectory is (with τi a transform of t):

wi(t) =
wLS
i sinh τi + 1

sinh τi − wLS
i

(11)

For primed gradient flow, which is similar to the priming method analyzed elsewhere in this
paper except the second stage uses gradient flow instead of ridge regression, the trajectory is

wi(t) = wLS
i +

(
wi(0)− wLS

i

)
e−2t(wLS

i )
2

(12)

For continuous-time Adagrad the trajectory is (with constants ki, ℓi depending on initial condi-
tions):

wi(t) = wLS
i − sign(wLS

i − wi(0))

√
− 8

βki
W
(
−e−ki(t+ℓi)

)
(13)

with Lambert’s W function defined by x = W (x)eW (x).

10
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Figure 2: (a): Trajectories for key algorithms on 10 sampled datasets in toy 2d regression. Black dot shows true sparse
target. Grey dots show least squares solution for each dataset. All algorithms converge to LS solution but differ in the
order of learning the signal versus noise. EGU± and priming learn the sparse target efficiently, overfitting to the noise
only at the very end of training. Because GD is rotation invariant it cannot produce this behavior and instead learns the
signal and noise at equal rates. Intriguingly, Adagrad shows the opposite behavior and is especially inefficient at learning
a sparse target, because of its per-parameter adaptive learning rates. (b): Excess test loss averaged over 100 runs of linear
regression with d = 1024. Dotted lines show the lower bound for rotationally invariant algorithms from Theorem 2
(applies to GD and Ridge) and the upper bound for Approximated EGU± from Theorem 4 (using δ = .001).

3.3. Experimental visualization

The analytic trajectories derived above are visualized in Figure 2a for a 2d version of our noisy
sparse regression problem. This toy problem is sufficient to bring out key differences among the
algorithms. Because all considered algorithms optimize the same loss they all converge to the
same least squares solution for each training set (grey dots), but they follow qualitatively different
trajectories. Priming and EGU± pass close to the sparse target (black dot) while GD goes straight
to the LLS solution in each run. Surprisingly Adagrad veers away from the sparse target.9

These differences in trajectory have dramatic implications for excess test loss as shown in Fig-
ure 2b. Priming and EGU± have deep dips in the curves corresponding to the fact that their trajecto-
ries pass close by the target while the dips of GD and ridge regression are too small to be visible. All
algorithms require early stopping to “catch” bottom dip of their error curves. Note that the rotation
invariant algorithms both reach but do not beat the lower bound of Theorem 2 while the non-rotation
invariant algorithms greatly outperform the upper bound of Theorem 4, showing that the bound we
were able to prove is conservative.

Finally, the bounds of Sections 1.3 and 2 and the curves of Figure 2 assume the instance matrix
X comprises m copies of a scaled d dimensional rotation matrix. This unusual setup was needed for
technical reasons. However, if we used a Gaussian instance matrix X

md,d
together with sparse linear

targets plus Gaussian noise, then the curves would remain essentially unchanged (not shown).

9. In Theorem 3 we also prove exponential convergence of the error of EG±. We deemphasize this algorithm because
it normalizes based on the norm of the true weight vector and this may be unreasonable. Indeed using learning rate
η = 200, EG± achieves error below 10−300 (not shown). Larger learning rates cause numerical instabilities.

11
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4. Noise experiments on Fashion MNIST

The assumption of rotationally symmetric input distribution is too strong for real datasets. Therefore
it is important to complement our theoretical results with experimental demonstration that standard
rotationally invariant algorithms cannot exploit asymmetries in real data. Here we report experi-
ments on the Fashion MNIST (Xiao et al., 2017) dataset. One could trivially cheat this task by
hard-coding a lookup table of the test set, and this can even be done with a rotation invariant al-
gorithm: If X⊤X is the (known, asymmetric) covariance of the original training set, then when
presented with rotated training data Z = XU⊤, the algorithm infers the unknown U to high pre-
cision by solving Z⊤Z = UX⊤XU⊤. It then un-rotates zte and uses the lookup table. Such a
bespoke algorithm is of course not of interest; the question is whether standard rotation invariant
algorithms based on gradient descent can do anything similar, or whether they are limited by their
rotation invariance just as they are in the idealized symmetric-input setting.

We use a multilayer feedforward network with two hidden layers of size 256 each. We consider
two cases for the input layer weights: 1) fully-connected (each 1st layer hidden node is connected to
all inputs) and 2) “spindly” (each 1st layer hidden node is connected to all inputs via the network of
Figure 1). In the noise-free case, both variants of the network achieve the same top one accuracy of
85% (although the spindly version takes longer to train). Next, we double the number of features of
the examples by augmenting each example with uniformly sampled noise pixels in the range [−1, 1].
With noisy augmentation, the spindly network still achieves 85% test accuracy while the fully-
connected network gets only to 71% (after a much longer training phase). In addition, the learned
weights by the two networks are significantly different: The fully-connected network assigns almost
the same magnitude of weights to the noisy features as to the image features, while the spindly
network allocates much larger weights to the image features. This illustrates that rotation invariant
algorithms have a harder time ignoring the noisy features.

Finally, to further compare the different sensitivity to the informativeness of features, we aug-
ment each example on top of the noise with its one-hot representation of the 10 target class labels.
This splits the features into three categories in terms of their informativeness: 1) highly informative
label features, 2) less informative image features, and 3) noise features with no (structured) informa-
tion. The spindly network achieves 100% test accuracy while the fully-connected network gets to
98%. We observe that the spindly network assigns much larger weights (in magnitude) to the label
features while almost ignoring the rest. This phenomenon is less prominent in the fully-connected
network. We defer all the details to Appendix K.

5. Open problems

The “full versions” of many common optimization algorithms (Abdulkadirov et al., 2023) such as
AdaGrad, Fisher, Adam, RMS Prop are all rotation invariant. However in practice diagonalized
versions of these updates are used. In a major step forward we were able to solve the differential
equations for all these algorithms when Σ = λI (the arbitrary Σ cases are challenging open prob-
lems). This lets us analyze the inductive biases of all these algorithms on linear neurons based on
their gradient flow trajectories. For example, the diagonalized AdaGrad is biased away from spar-
sity. So using sparsity as a yard stick, we show that already for linear neurons, dramatic differences
can occur compared to the optimal algorithms. The question is whether these differences remain
when running the same algorithms on neural nets with any number of hidden layers.
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Appendix A. Proof of the lower bound Theorem 1

Proof For any orthogonal U , the algorithm’s expected loss is

Lŷ(qU ) = EX̃∼pin,ỹ∼qU (·|X̃),Z [L(ŷ(xte|X,y), yte)]

= EX̃∼pin,ỹ∼q(·|X̃U⊤),Z [L(ŷ(xte|X,y), yte)]

= EX̃′∼pin,ỹ∼q(·|X̃′),Z [L(ŷ(x
′
te|X ′,y), yte)]

= Lŷ(q),

where X̃ ′ = X̃U⊤ (we also used X ′ = XU⊤ and x′
te = Uxte), and where the fourth line uses

rotational symmetry of pin and rotational invariance of ŷ. Therefore, presented with the problem
◦
q,

the algorithm will achieve expected loss Lŷ(q) regardless of the value of U . This implies that Lŷ(q)

cannot be less than the optimal value LB(
◦
q).

Appendix B. Proof of lower bound Theorem 2

Before we give the proof observe that one can equivalently think of the m stacked copies of H as
just a single copy of H with the variance of label noise reduced by a factor of m. Indeed, if yi

represents the label vector of size d associated with the i-th copy of H , then the training loss for
any weight vector ŵ is effectively

∥y −Xŵ∥2 =
m∑
i=1

∥yi −Hŵ∥2 = m∥ȳ −Hŵ∥2 +
m∑
i=1

∥yi − ȳ∥2,

where ȳ = m−1
∑

i yi ∼ N(He1, σ
2/mId) and the last term on the right-hand side does not de-

pend on ŵ. Therefore, by varying m, we effectively alter the level of noise the algorithms encounter.
We also note that our model is equivalent to the Gaussian Sequence Model (see, for example, Rigol-
let and Hütter (2023)), given by y = θ + ξ (with θ = Xe1 and ξ ∼ N (0, σ2/mId)), a commonly
used model for analyzing nonparametric and high dimensional statistical problems.
Proof We consider the rotated observational model described in the main text, which can be defined
as follows. Let w ∈ Rd be a weight vector drawn uniformly from a unit sphere Sd−1 = {w ∈
Rd : ∥w∥ = 1}. The algorithm is given data set (X,y) with X = [H; . . . ;H] being m copies
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of H =
√
dV , and y = Hw + ξ, where ξ ∼ N(0, σ2Idm) is a vector of Gaussian i.i.d. noise

variables, each having zero mean and variance σ2. Given y, the algorithm is supposed to produce
a vector of predictions ŷ ∈ Rd and is evaluated by means of the squared error, e(ŷ|w) = 1

d∥ŷ −
Hw∥2. We first note that without loss of generality, the algorithm produces a weight vector ŵ,
based on which the predictions are generated, ŷ = Hŵ; this is due to the fact that H is invertible
(as multiplicity of an orthogonal matrix), so for every ŷ, one can have a corresponding weight vector
ŵ = H−1ŷ. Thus, using (3) the error can be equivalently written as

e(ŵ|w) = ∥ŵ −w∥2.

It is well-known (see, e.g., Berger (1985)) that the expected squared error, Ew,ξ [e(ŵ|w)] (with
expectation with respect to the prior and the label noise) is minimized by the posterior mean ŵ⋆ =
Ew|y[w], that is the mean value of w with respect to the posterior distribution q(w|X,y). Even
though the posterior mean does not have a nice analytic form, we can still lower bound its expected
squared error using a technique borrowed from (Marchand, 1993; Dicker, 2016). Let ŵRR be the
ridge regression estimator:

ŵRR = (X⊤X + σ2dI)−1X⊤y,

which is the posterior mean itself (and thus optimal) when the prior over w is Gaussian with zero
mean and covariance 1

dI (the covariance is multiplied by factor d−1 to have E[∥w∥2] = E[ww⊤] =
tr(1dI) = 1 as in the unit sphere prior case). Even though the Gaussian prior differs from the
uniform prior over a unit sphere, it turns out that the RR predictor has error only slightly larger than
that of the optimal Bayes predictor ŵ⋆:

Lemma 6
Ew,ξ [e(ŵRR|w)] ≤ Ew,ξ [e(ŵ

⋆|w)] +
1

d

σ2

σ2 +m
.

Proof Dicker (2016) considered a Bayesian setting similar to ours, with σ2 = 1 and w distributed
uniformly over τSd−1 = {w : ∥w∥ = τ}. To account for this setting, we note that in our setup,

σ−1y = X⊤(σ−1w) + σ−1ξ︸ ︷︷ ︸
∼N(0,Idm)

,

so that we can set τ = σ−1 and assume unit variance of the noise. Their ‘oracle ridge estimator’ is
thus ŵRR. Furthermore, since ∥ŵ−w∥2 = σ2∥σ−1ŵ−σ−1w∥2, we need to multiply their bound
by σ2. We use their Theorem 2 (adapted to the modifications stated above):

Theorem 7 (Theorem 2 by Dicker (2016), Theorem 3.1 by Marchand (1993)) Let n = md and let
s1 ≥ . . . ≥ sd denote the eigenvalues of n−1X⊤X . Then

Ew,ξ [e(ŵRR|w)] ≤ Ew,ξ [e(ŵ
⋆|w)] +

σ2

d

s1
sd

tr
{
(X⊤X + dσ2In)

−1
}
.

Since X⊤X = nI , we have s1 = sd = 1 and (X⊤X + In)
−1 = (n+ dσ2)−1In, and thus,

Ew,ξ [e(ŵRR|w)] ≤ Ew,ξ [e(ŵ
⋆|w)] +

σ2

n+ dσ2
= Ew,ξ [e(ŵ

⋆|w)] +
1

d

σ2

m+ σ2
.
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Now, we compute the expected error of ŵRR. Since X⊤X = mdI , we get

ŵRR =
1

md+ σ2d
X⊤y =

1

md+ σ2d
X⊤(Xw + ξ) =

mdw +X⊤ξ

md+ σ2d
,

and thus

e(ŵRR|w) = ∥ŵRR −w∥2 =
∣∣∣∣X⊤ξ − σ2dw

md+ σ2d

∥∥∥∥2
=

∥X⊤ξ∥2

(md+ σ2d)2
− mdw⊤X⊤ξ

(md+ σ2d)2
+

σ4d2∥w∥2

(md+ σ2d)2
.

We take the expectation over w, under which the middle term in the last line vanishes (as E[w] = 0
over a unit sphere) and use ∥w∥ = 1 to get

Ew[e(ŵRR|w)] =
∥X⊤ξ∥2

(md+ σ2d)2
+

σ4d2

(md+ σ2d)2
.

We further take an expectation over ξ and use

E[∥X⊤ξ∥2] = E[tr(X⊤ξξ⊤X)] = tr(X⊤ E[ξξ⊤]X) = tr(X⊤X) = md tr(I) = md2,

to get:

Ew,ξ[e(ŵRR|w)] =
md2

(md+ σ2d)2
+

σ4d2

(md+ σ2d)2
. =

σ2d(md+ σ2d)

(md+ σ2d)2
=

σ2

m+ σ2
.

Using this together with Lemma 6 gives the lower bound on the Bayes optimal predictor in the
rotated observational model.

Ew,ξ[e(ŵ
⋆|w)] ≥ d− 1

d

σ2

σ2 +m
.

We now use the fact that that H =
√
dV with orthogonal matrix V of size d× d, drawn uniformly

at random (with respect to Haar measure), so that our input distribution is rotation symmetric. This
means that we can apply Theorem 1 and conclude that any rotation invariant algorithm has the
expected error at least d−1

d
σ2

σ2+m
on the original problem, that is for w = e1.

Note that the proof would significantly simplify if we assumed from the start that the target
weight vector w is generated from a Gaussian distribution N(0, 1dId) rather than from a unit sphere
Sd−1 (both priors give unit squared norm of w on expectation), as the Bayes predictor would be
exactly the RR predictor, giving even a better lower bound of σ2

σ2+m
, without the need to apply

results from Marchand (1993); Dicker (2016). This would, however, result in a random norm of the
sparse target vector. In our proof we opted for a bound with a fixed, unit norm of w.
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Appendix C. Lower bound for i.i.d. sampling

Instead of observing copies of the same matrix H , one can instead consider a standard linear model
framework, where individual inputs x are drawn i.i.d. from some input distribution pin(x). The
associated labels are given by y = x⊤

i e1 + ξ, where ξ ∼ N (0, σ2). The algorithm observes n
such i.i.d. samples (X,y) and produces a weight vector ŵ, which is then evaluated by the squared
error ∥ŵ − e1∥2. Assume pin(x) is rotationally symmetric with covariance E[xx⊤] = Id (so that
the expected input size matches that from our previous setup); for instance, we could have x ∼
N (0, Id). Employing our Bayesian argument from section 1.2, one can establish a similar lower
bound for any rotation-invariant algorithm. Note that for large d, the bound is essentially the same
as that of Theorem 2. The proof makes use of information-theoretic arguments by Gerchinovitz
et al. (2020).

Theorem 8 Let the rows of X be drawn i.i.d. from rotationally symmetric pin with covariance Id,
and the labels given by y = Xe1 + ξ, ξ ∼ N (0, σ2In). Assume d ≥ 12. Then, the expected error
(with a random choice of the sample) of any rotation-invariant learning algorithm is at least

E[e(ŵ)] ≥
(

σ2

e(σ2 +m/2)

)d/(d−1)

.

Proof We consider a Bayesian setup, in which the target weight vector is drawn uniformly from a
unit sphere, w ∼ Sd−1, with Sd−1 = {w ∈ Rd : ∥w∥ = 1}. We will show a lower bound on the
error of any predictor ŵ, Ew,ξ

[
∥ŵ −w∥2

]
, by exploiting the fact that it is not less than the error

of the Bayes optimal predictor ŵ⋆ (the posterior mean), followed by a lower bound on the error of
ŵ⋆:

Ew,ξ

[
∥ŵ⋆ −w∥2

]
≥
(

σ2

e(σ2 +m/2)

)d/(d−1)

. (14)

Using the rotational symmetry of the input distribution pin, and giving the same arguments as in the
proof of Theorem 2 (or Section 1.2), this will imply the same lower bound (14) for any rotation-
invariant algorithm with a sparse target vector w = e1.

Unfortunately, for prior uniform over a sphere, ŵ⋆ does not have a closed form. We will,
however, use a continuous version of Fano’s inequality (Gerchinovitz et al., 2020) to lower bound
its Bayes risk.

From now on, we condition our analysis on X drawn i.i.d. from the input distribution. We
lower-bound the Bayes risk using Markov’s inequality: for any ϵ > 0,

E[∥ŵ⋆ −w∥2] ≥ ϵP (∥ŵ⋆ −w∥2 ≥ ϵ) = ϵ
(
1− P (∥ŵ⋆ −w∥2 < ϵ)

)
. (15)

where the expectation and the probability is with respect to random y,w (conditioned on X). Let
Pw = N (Xw, σ2In) be the distribution of y given w (and X). Given w, define event Aw =
{∥ŵ⋆ −w∥2 < ϵ}. We can write

P
(
∥ŵ⋆ −w∥2 < ϵ

)
= Ew [Pw(Aw)]

Using techniques from Gerchinovitz et al. (2020), we have for any distribution Q over y,

Ew [Pw(Aw)] ≤ Ew [Q(Aw)] +
√
(Ew [Q(Aw)]) (Ew [χ2(Pw, Q)]) (16)
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where χ2(P,Q) = EQ

[(
dP
dQ

)2]
is the χ2-divergence between P and Q. We now choose Q =

N (0,Σ) with Σ = σ2In + 1
dXX⊤. It follow from the Gaussian integration that

χ2(Pw, Q) =
√

det (σ−2Σ2(2Σ− σ2In)−1)ew
⊤X⊤(2Σ−σ2In)

−1
Xw − 1.

First note that

σ−2Σ2(2Σ− σ2In)
−1 =

(
In +

1

dσ2
XX⊤

)2(
In +

2

dσ2
XX⊤

)−1

⪯ In +
1

2dσ2
XX⊤.

Indeed, by taking any eigenvalue λi of 1
2dσ2XX⊤,

(1 + λi)
2

1 + 2λi
≤ 1 +

λ2
i

1 + 2λi
≤ 1 +

λi

2
.

Moreover, from the property of the determinant, that det(Im + AB) = det(In + BA) for A of
size m× n and B of size n×m, we get

det

(
In +

1

2dσ2
XX⊤

)
= det

(
Im +

1

2dσ2
X⊤X

)
.

Finally, note that

X⊤(2Σ− σ2In)
−1X = X⊤

(
σ2In +

2

d
XX⊤

)−1

X ⪯ d

2
X⊤(XX⊤)†X =

d

2
Id,

so that
ew

⊤X⊤(2Σ−σ2In)
−1

Xw ≤ e
d
2
∥w∥2 = e

d
2 .

Thus, we get:

χ2(Pw, Q) ≤

√
det

(
Im +

1

2dσ2
X⊤X

)
e

d
2

For any positive-definite d×d matrix A with eigenvalues a1, . . . , ad, we have ln detA =
∑

i ln ai.
Using the concavity of negative logarithm, we can bound:

ln detA = d
1

d

∑
i

ln(ai) ≤ d ln

(
1

d

∑
i

ai

)
= d ln tr(A/d),

which gives detA ≤ tr(A/d)d and thus

χ2(Pw, Q) ≤
(
e tr

(
1

d
Im +

1

2d2σ2
X⊤X

)) d
2

.

Since this expression does not depend on w, taking expectation on both sides (with respect to w)
gives the same bound on Ew

[
χ2(Pw, Q)

]
.
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We will now upper-bound Ew[Q(Aw)]. Let 1{C} denote the Iverson bracket which is 1 if C
holds and 0 otherwise. Using the fact that ŵ⋆ = ŵ⋆(y) depends on y (and X), but not on w, and
that y ∼ Q is independent of w, we have

Ew[Q(Aw)] = Ew[Q(∥ŵ⋆ −w∥2 < ϵ)] = Ew∼Sd−1,y∼Q

[
1
{
∥ŵ⋆(y)−w∥2 < ϵ

}]
= Ey∼Q

[
Ew∼Sd−1

[
1
{
∥ŵ⋆(y)−w∥2 < ϵ

}]]
≤ Ey∼Q

[
max
ŵ

Ew∼Sd−1

[
1
{
∥ŵ −w∥2 < ϵ

}]]
= max

ŵ
Ew

[
1
{
∥ŵ −w∥2 < ϵ

}]
,

where in the last equality we used the fact that the term inside the expectation over y does not
depend on y. Let us now fix ŵ and we will bound Ew

[
1
{
∥ŵ −w∥2 < ϵ

}]
Since the distribution

of w is rotation-invariant (uniform over a sphere), without loss of generality take ŵ = ce1 with
c > 0 (c = 0 would give 0 for any ϵ < 1). We have

∥ŵ⋆ −w∥2 = (c− w1)
2 +

d∑
j=2

w2
j = (c− w1)

2 + 1− w2
1 = 1 + c2 − 2cw1,

and thus

Ew

[
1
{
∥ŵ −w∥2 < ϵ

}]
= Ew

[
1
{
1 + c2 − 2cw1 < ϵ

}]
= P

(
w1 >

1 + c2 − ϵ

2c

)
.

Since the probability is nonincreasing in 1+c2−ϵ
2c we take c which minimizes this quantity to get an

upper bound. By inspecting the derivative

min
c

1 + c2 − ϵ

2c
=

1

2
min
c

c+
1− ϵ

c

c=
√
1−ϵ

=
√
1− ϵ,

we have
Ew

[
1
{
∥ŵ −w∥2 < ϵ

}]
= P

(
w1 >

√
1− ϵ

)
=

1

2
P
(
w2
1 > 1− ϵ

)
,

where we used the fact that distribution of w1 is symmetric around zero. To determine the dis-
tribution of w2

1 we use the fact that drawing w uniformly over a unit sphere amounts to drawing
u ∼ N (0, Id) and setting w = u

∥u∥ . Thus, w2
1 = x

x+y , where x ∼ χ2(1) = Gamma(α = 1/2, β =

1/2) and y ∼ χ2(d − 1) = Gamma(α = (d − 1)/2, β = 1/2) and x, y independent, Thus, w2
1 is

distributed according to beta distribution B(α = 1/2, β = (d− 1)/2). This gives

P
(
w2
1 > 1− ϵ

)
=

Γ(d/2)

Γ(1/2)Γ((d− 1)/2)

∫ 1

1−ϵ
x−1/2(1− x)−(d−1)/2dx

≤ Γ(d/2)

Γ(1/2)Γ((d− 1)/2)
(1− ϵ)−1/2

∫ 1

1−ϵ
(1− x)(d−1)/2−1dx

=
Γ(d/2)

Γ(1/2)Γ((d− 1)/2)

2(1− ϵ)−1/2ϵ(d−1)/2

d− 1

Assuming ϵ < 1/2, we have 2(1 − ϵ)−1/2 ≤ 2
√
2. We also use Gautschi’s inequality which states

that for any x > 0 and any s ∈ (0, 1), Γ(x+1)
Γ(x+s) ≤ (x+ 1)1−s. Taking x = d

2 − 1 and s = 1
2 , we can
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bound Γ(d/2)
Γ((d−1)/2) ≤

√
d/2 ≤

√
d− 1, where we used d ≥ 2. This, together with Γ(1/2) =

√
π

allows us to bound

P
(
w2
1 > 1− ϵ

)
≤ 2

√
2ϵ(d−1)/2

√
π
√
d− 1

.

Thus, Ew[Q(Aw)] can be bounded by

Ew[Q(Aw)] =
1

2
P
(
w2
1 > 1− ϵ

)
≤

√
2ϵ(d−1)/2

√
π
√
d− 1

Plugging all bounds to (16) gives:

Ew [Pw(Aw)] ≤
√
2ϵ(d−1)/2√
π(d− 1)

+

√√√√√
2

ϵ(d−1)/2√
(π(d− 1)

(
e tr

(
1

d
Im +

1

2d2σ2
X⊤X

)) d
2

.

Now, take

ϵ−1 =

(
e tr

(
1

d
Im +

1

2d2σ2
X⊤X

))d/(d−1)

.

Note that ϵ ≤ 1/e. This gives

Ew [Pw(Aw)] ≤
√
2e−(d−1)/2√
π(d− 1)

+

√ √
2√

π(d− 1)
≤ 1

2
,

whenever d ≥ 12. We thus have shown

P
(
∥ŵ⋆ −w∥2 ≤ ϵ

)
≤ 1

2
,

which, using (15), gives:

Ew,y|X [∥ŵ⋆ −w∥2] ≥ ϵ

2
.

To get a bound with respect to a random choice of X , note that function x 7→ x−d/(d−1) is convex,
and thus:

E[∥ŵ⋆ −w∥2] ≥ 1

2
E[ϵ] ≥ 1

2

(
e tr

(
1

d
Im +

1

2d2σ2
E[X⊤X]

))d/(d−1)

=

(
e

(
1 +

nτ2

2dσ2

))−d/(d−1)

=

(
σ2

e(σ2 + nτ2/(2d))

)d/(d−1)
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Appendix D. Upper bound for EG±: Proof of Theorem 3

Here we prove that the batch version of EG± achieves small error already after one trial, when the
learning rate is set to a sufficiently large value.

The (batch) EG± algorithm keeps track of two vectors, v+
t and v−

t , and its prediction vector is
given by wt = v+

t − v−
t . It starts with a set of weights v+

1 = v−
1 = 1

2d1, and updates according to

v+
t+1 ∝ v+

t ⊙ e−η∇L(wt), v−
t+1 ∝ v−

t ⊙ eη∇L(wt),

where ⊙ is component-wise multiplication, and the normalization ensures that ∥v+
t+1∥1+∥v−

t+1∥1 =
1, while L(w) is the average total loss on the training sample:

L(w) =
1

dm
∥Xw − yt∥2.

We compute the expression for the gradient:

∇L(w) =
2

dm

m∑
t=1

√
dV ⊤(

√
dV w − yt) =

2

dm

m∑
t=1

√
dV ⊤(

√
dV (w − e1)− ξt)

=
2

dm

m∑
t=1

(
d(w − e1) +

√
dV ⊤ξt

)
= 2(w − e1)−

2√
d
V ⊤ξ̄,

where

ξ̄ =
1

m

m∑
t=1

ξt ∼ N

(
0,

σ2

m
I

)
,

and the reduction of variance is due to averaging i.i.d. noise variables. Furthermore, we rewrite

∇L(w) = 2(w − e1 − ζ), (17)

where the noise vector ζ = 1√
d
V ⊤ξ̄ has distribution

ζ ∼ N

(
0,

σ2

md
V ⊤V

)
= N

(
0,

σ2

md
I

)
.

We also bound the error of the algorithm from above:

e(wt) = ∥wt−e1∥2 = ∥wt∥2−2w⊤
t e1+∥e1∥2 ≤ 2−2w⊤

t e1 = 2(1−wt,1) = 2(1−v+t,1+v−t,1).

So it suffices to upper-bound 1− v+t,1 and v−t,1.
Consider the weights of the batch EG± algorithm after just a single trial, that is v+

2 and v−
2

Using (17) and noting that w1 = 0, and v+1,i = v−1,i =
1
2d for all i, we can concisely write v+2,1 and

v−2,1 as:

v+2,1 =
e2η(1+ζ1)

Z2
, v−2,1 =

e−2η(1+ζ1)

Z2
, Z2 =

d∑
i=1

e2η(δ1i+ζi) + e−2η(δ1i+ζi), (18)
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We will now lower-bound v+2,1, and later use a relation which directly follows from (18):

v−2,1 = e−4η(1+ζ1)v+2,1. (19)

Using the deviation bound for zero-mean Gaussian z ∼ N(0, τ2), P (|z| ≥ γ) ≤ 2 exp
{
− γ2

2τ2

}
,

we get that for any i = 1, . . . , d,

P (|ζi| ≥ 1/4) ≤ 2 exp

{
−mdγ2

32σ2

}
.

Taking the union bound over i = 1, . . . , i, we have

P (∃i |ζi| ≥ 1/4) ≤ 2d exp

{
−mdγ2

32σ2

}
.

Denoting the probability on the right-hand side by δ, we conclude that with probability at least 1−δ,
all noise variables ζi are bounded by 1/4. Let us call this event E, and we condition everything that
follows on the fact that E happened.

Note that for any i ≥ 2,

∂v+2,1
∂ζi

= −
v+2,1
Z2

2η
(
e2ηζi − e−2ηζi

)
,

which is decreasing for ζi > 0 and increasing for ζi < 0. So, to lower-bound v+2,1, conditioning on
event E, we set ζi = 1/4 for all i ≥ 2 in (18) (ζi = −1/4 would result in the same value of these
weights). This gives:

v+2,1 ≥
e2η(1+ζ1)

e2η(1+ζ1) + e−2η(1+ζ1) + (d− 1)(eη/2 + e−η/2)

=
1

1 + e−4η(1+ζ1) + e−2η(1+ζ1)(d− 1)(eη/2 + e−η/2)

≥ 1

1 + e−4η(1−1/4) + e−2η(1−1/4)(d− 1)(eη/2 + e−η/2)

≥ 1

1 + e−3η + e−3/2η2(d− 1)eη/2

≥ 1

1 + e−3η + 2(d− 1)e−η
≥ 1

1 + (2d− 1)e−η
(20)

This gives:

1− v+2,1 ≤
(2d− 1)e−η

1 + (2d− 1)e−η
=

1

1 + eη/(2d− 1)
≤ (2d− 1)e−η.

To upper-bound v−2,1, we use (19). Conditioning on E,

v−2,1 = e−4η(1+ζ1)v+2,1 ≤ e−4η(1+ζ1) ≤ e−2η.

Thus, with probability at least 1− δ, the error can be bounded by:

e(w2) ≤ 2(1− v+2,1 + v−2,1) ≤ (2d− 1)e−η + e−2η ≤ 2de−η

23



WARMUTH KOTŁOWSKI JONES AMID

To get the expected error (with respect to the training data), we bound

E[e(w2)] = E[e(w2)|E]P (E) + E[e(w2)|E′]P (E′) ≤ E[e(w2)|E] + δ E[e(w2)|E′]

≤ E[e(w2)|E] + 2δ = 2de−η + 8de−
md
32σ2 ,

where we used the fact that e(w2) ≤ 2(1−v+2,1+v−2,1) ≤ 4 as v+2,1, v
−
2,1 ∈ [0, 1], and that maximizing

convex function e(w) give w Thus, taking sufficiently large η, we can drop the error arbitrarily close
to 8de−

md
32σ2 .

Appendix E. Upper bound for Approximated EGU±: Proof of Theorem 4

We derive the Approximated EGU± algorithm defined by (4) as a first-order approximation of the
unnormalized Exponentiated Gradient update.

The vanilla EGU± algorithm keeps track of two vectors, v+
t and v−

t , and the prediction vector
is given by wt = v+

t − v−
t . Let β denote the initial value of weights, that is v+

1 = v−
1 = β1. The

weights are updated according to

v±
t+1 = v±

t ⊙ e∓η∇L(wt) = βe∓η
∑t

j=1 ∇L(wj). (21)

At every timestamp we have v+
t v

−
t = β2, which together with wt = v+

t −v−
t , allows us to express

v+
t andv

−
t in terms of wt:

v+
t =

wt +
√
w2

t + 4β2

2
, v−

t =
−wt +

√
w2

t + 4β2

2
. (22)

Expanding the EGU± update (21) in the learning rate we get

v±
t+1 = v±

t e
∓η∇L(wt) = v±

t (1∓ η∇L(wt)) +O(η2).

Dropping the O(η2) term and using (22) gives

v+
t + v−

t =
√
w2 + 4β2,

so that the update becomes (4):

wt+1 = wt − η
√
w2

t + 4β2 ∇L(wt).

Proof of Theorem 4. Using (17), ∇L(wt) = 2(wt − e1 − ζ), the update (4) becomes:

wt+1 = wt − 2η
√
w2

t + 4β2 (wt − e1 − ζ) (23)

We set β = 1/(2d), η = 1/4, and the number of steps of the algorithm T = 4
√
d. Note

that d ≥ 4 Using the deviation bound for zero-mean Gaussian z ∼ N(0, τ2), P (z ≥ −γ) ≤
exp

{
− γ2

2τ2

}
, we get that P (|ζi| ≥ γ) ≤ 2 exp

{
−mdγ2

8σ2

}
. Taking the union bound we have

P (∃i |ζi| ≥ γ) ≤ 2d exp
{
−mdγ2

8σ2

}
. Denoting the probability on the left-hand side by δ, we

can solve for γ:

γ = σ

√
ln 2d

δ

md
.

24



NOISE MISLEADING ROTATION INVARIANT ALGORITHMS

This means the with probability at least 1 − δ, |ζi| ≤ γ for all i = 1, . . . , d. Let us call this event
E, and we condition everything what follows on the fact that E happened. Furthermore, due to our
assumption that m grows at least logarithmically with d, m ≥ 8σ2 ln 2d

δ , we have γ ≤ 1√
8d

.
We rewrite the update (23) in terms of st = wt − e1 − ζ

st+1 = (1− 2η
√
(st + e1 + ζ)2 + 4β2)st (24)

The analysis for ‘zero signal’ direction. Since every weights evolves independently of the other
weights, we can analyze each coordinate separately. We start with any coordinate i ≥ 2 (’zero
signal’ weights), for which the update becomes

st+1,i = (1− 2η
√
(st,i + ζi)2 + 4β2)st,i,

with st,1 = −ζ1. Now, w.l.o.g. assume ζi < 0 (the analysis for ζi > 0 is analogous). This means
that s1,i > 0, and st,i is positive and monotonically decreasing as long as 2η

√
(st,i + ζi)2 + 4c2 <

1; this condition is ensured by noticing that

(st,i + ζi)
2 + 4β2 ≤ ζ2i + d−2 ≤ γ2 +

1

4
≤ 1

2
,

so that using learning rate η <
√
2/2 will do the trick (remind that we use η = 1/4). Since we

know that st,i is positive and monotonically decreasing, we can bound:

st+1,i ≥ (1− 2η
√
(sT+1,i + ζi)2 + 4β2)st,i,

so that

sT+1,i ≥ (1− 2η
√
(sT+1,i + ζi)2 + 4β2)T s1,i ≥ (1− 2ηT

√
(sT+1,i + ζi)2 + 4β2)ζi,

where we used the Bernoulli inequality (1 + x)n ≥ 1 + xn. Returning to the original variable
wt,i = st,i + ζi gives

wT+1,i ≥ 2ηTζi

√
w2
T+1,i + 4β2.

Since we also know that wT+1,i < 0 (because st,i = wt,i − ζi was decreasing in t with s1,i = −ζi
and w1,i = 0), we have

w2
T+1,i ≤ 4η2T 2ζ2i (w

2
T+1,i + 4β2),

which can be solved for w2
T+1,i:

w2
T+1,i ≤

16β2η2T 2ζ2i
1− 4η2T 2ζ2i

=
1

d2
4η2T 2γ2

1− 4η2T 2γ2

This expression is increasing in ζ2i so we can upper-bound it by

w2
T+1,i ≤

1

d2
4η2T 2γ2

1− 4η2T 2γ2

Since η = 1/4, T = 4
√
d and γ ≤ 1√

8d
, the denominator is bounded from below

1− 4η2T 2γ2 ≥ 1− 1

2
≥ 1

2
,
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so that, using γ = σ

√
ln 2d

δ
md ,

w2
T+1,i ≤

1

d2
8d · σ2 ln 2d

δ

md
=

8σ2 ln 2d
δ

md2
.

Thus, the total error from ‘zero-signal’ coordinates is

d∑
i=2

w2
T+1,i ≤

8σ2 ln 2d
δ

md
(25)

We also need to show that the same amount of error comes from the first coordinate.

Analysis for the ‘signal’ coordinate. Using (24), we have for st,1 = 1− ζi − wt,1:

st+1,1 = (1− 2η
√
(1− st,1 − ζi)2 + 4β2)st,1,

with s1,1 = 1−ζi. As before, we note that st,i is decreasing in t, as long as 2η
√
(1− st,1 − ζi)2 + 4β2 <

1. However, this condition is satisfied for our choice of of η = 1/4, because

2η
√
(1− st,1 − ζi)2 + 4β2 ≤ 2η

√
(1− ζi)2 + 4β2 ≤ 1

2

√
1 + 2|ζi|+ ζ2i + d−2

≤ 1

2

√
1 +

1√
2d

+
9

8d2

d≥4
≤ 1

2

√
1 +

1

8
+

9

128
< 1.

Now, we need to carefully analyze the update. Initially st,1 decreases slowly, as the square root
term is essentially of order 1/d. At some point, however, st,1 falls below a certain constant (say,
st,1 = 1/2), and the square root term is of order O(1), and the convergence becomes exponential.

First, to simplify analysis we simply denote st,i by st; moreover, define r = 1 − ζi, so that the
update becomes

st+1 = (1− 2η
√
(r − st)2 + 4β2st, s1 = r, (26)

Already after the first iteration,

s2 = (1− 1/2d−1)st =
2d− 1

2d
r,

so that (r − s2)
2 = 1/(4d2) becomes comparable with 4β2 = 1/d2 term. So we can drop the 4β2

term from the square root in (26) and upper bound

st+1 ≤ (1− 2η(r − st))st (27)

To get some insight into this expression we solve the corresponding differential equation:

•
s = −2η(r − s)s,

which give:
st

r − st
= Ce−ηrt =⇒ st =

r

1 + Ce2ηrt
.
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Inspired by this we will bound st
r−st

. From (27) we get:

r − st+1 ≥ r − (1− 2η(r − st)st = (1 + 2ηst)(r − st),

so that:
st+1

r − st+1
≤
(
1− 2η(r − st)

1 + 2ηst

)
︸ ︷︷ ︸

=:At

(
st

r − st

)
.

We will now bound At independent of st. To this end, note that At is maximized when st = r.
Indeed,

At =
1 + 2ηst − 2ηr

1 + 2ηst
= 1− 2ηr

1 + 2ηst
≤ 1− 2ηr

1 + 2ηr
=

1

1 + 2ηr
.

This way, we get an upper bound:

sT+1

r − sT+1
≤ (1 + 2ηr)−(T−1) s2

r − s2
= (2d− 1)(1 + 2ηr)−(T−1),

or by solving for sT+1,

sT+1 ≤
r

1 + (2d− 1)−1(1 + 2ηr)T−1
≤ r(2d− 1)(1 + 2ηr)−(T−1).

The expression above is decreasing in r for T ≥ 4 (can be verified by computing the derivative), so
we we will upper-bound it by lower-bounding r, that is r = 1− ζi ≥ 1− 1√

8d
. Taking η = 1/4 and

using 1− 1√
8d

d≥4
≥ 1− 1

4
√
2
, we get 1+2ηr >= 3

2 −
1

8
√
2
> e1/3 (checked numerically). Therefore,

sT+1 ≤ (2d− 1)e−(T−1)/3 ≤ e1/3+ln 2e−T/3+ln d ≤ 3e−T/3+ln d.

Using the fact that T = 4
√
d, we get

sT+1 ≤ 3e−
4
3

√
d+ln d

To bound (1− wT+1,1)
2 we use

(1− wT+1,1)
2 = (sT+1,1 + ζ1)

2 ≤ 2s2T+1,1 + 2ζ21 ≤ 9e−
8
3

√
d+2 ln d +

2σ2 ln 2d
δ

md
. (28)

Bound the error of Approximated EGU± algorithm The final error of the algorithm is obtained
by summing (25) and (28):

∥wT+1 − e1∥2 ≤ 9e−
8
3

√
d+2 ln d +

2σ2 ln 2d
δ

md
+

8σ2 ln 2d
δ

md

=
10σ2 ln 2d

δ

md
+ 9e−

8
3

√
d+2 ln d.
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Appendix F. Upper bound for the spindly network

In this section, we upper-bound the error of the spindly network defined in Figure 1, showing essen-
tially the same bound (up to constants) as for the Approximated EGU±. We note that essentially the
same algorithm has been analyzed by Vaskevicius et al. (2019), giving the same bound O(σ

2 log d
md )

under the restricted isometry property (RIP) assumption.

Theorem 9 Assume d ≥ 4 is such that
√
d is an integer. Consider the spindly network given in

Figure 1 trained with gradient descent, with weights initialized as u =
√

2/d1 and v = 0, and the
learning rate set to η = 1/4. Let m ≥ 8σ2 ln 2d

δ = Ω(σ2 log(d/δ)) . With probability at least 1− δ,
the algorithm run for T = 4

√
d steps achieves error bounded by:

e(wT+1) ≤
33σ2 ln 2d

δ

4md
+ 16e−

8
3

√
d+2 ln d = O

(
σ2 log d

md
+ e−

8
3

√
d

)
Proof The spindly network predicts with wt given by wt = ut⊙vt, and both ut and vt are updated
with the gradient descent algorithm:

ut+1 = ut − η∇utL(wt), vt+1 = vt − η∇vtL(wt)

Using (17) and the chain rule, ∇utL(wt) = 2(wt − e1 − ζ) ⊙ vt and ∇vtL(wt) = 2(wt − e1 −
ζ)⊙ ut, so that

ut+1 = ut − 2η(wt − e1 − ζ)⊙ vt, vt+1 = vt − 2η(wt − e1 − ζ)⊙ ut (29)

Let us introduce two vectors, v+
t and v−

t , given by:

v+
t =

1

4
(ut + vt)

2, v−
t =

1

4
(ut − vt)

2,

(square applied coordinatewise) and note that

wt = ut · vt = v+
t − v−

t .

Subtracting and adding equations in (29), followed by squaring both sides gives

v+
t+1 = (1− 2η(wt − e1 − ζ))2 ⊙ v+

t

v−
t+1 = (1 + 2η(wt − e1 − ζ))2 ⊙ v−

t (30)

We initialize the algorithm as follows:

u1 =

√
2

d
, v1 = 0,

so that v+
1 = v−

1 = 1
2d1 and w1 = 0, similarly as in the Approximated EGU±. We set η = 1

8 ,
T = 4

√
d, and use the same assumption as in the previous section, that is m ≥ 8σ2 ln 2d

δ , which
implies that with probability at least 1− δ, |ζi| ≤ γ for all i = 1, . . . , d, where

γ = σ

√
ln 2d

δ

md
≤ 1√

8d
. (31)

As before, we denote the high probability event above as E, and we condition everything what
follows on the fact that E happened. We will also assume that d ≥ 9.
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The analysis for ‘zero signal’ direction. As before, we can analyze each coordinate separately.
We start with any coordinate i ≥ 2, for which the update (30) becomes

v±t+1,i = (1∓ 2η(wt,i − ζi))
2v±t,i (32)

W.l.o.g. assume ζi > 0 (the analysis for ζi < 0 is analogous). We will first prove by induction on t
that 0 ≤ wt,i ≤ ζi for all t = 1, . . . , T + 1. Since w1,i = 0 and ζi > 0, it clearly holds for t = 1.
Now, assume that it holds for iterations 1, . . . , t and we prove that it also holds for t+ 1. We have:

wt+1,i = v+t+1,i − v−t+1,i

= (1− 2η(wt,i − ζi))
2v+t,i − (1 + 2η(wt,i − ζi))

2v−t,i

= (1 + 4η2(wt,i − ζi)
2)wt,i − 4η(wt,i − ζi)(v

+
t,i + v−t,i) ≥ 0, (33)

because wt,i − ζi < 0 and wt,i ≥ 0 from the induction assumption, while v+t,i, v
−
t,i ≥ 0 from their

definitions.
Now, since −ζi ≤ wq,i − ζi ≤ 0 for q = 1, . . . , t from the inductive assumption, η = 1

8 and
|ζi| ≤ γ ≤ 1√

8d
from (31), we have 0 ≥ 2η(wq,i − ζi) ≥ − 1

4
√
8d

, so that

(1 + 2η(wq,i − ζi))
2 < 1, (1− 2η(wq,i − ζi))

2 > 1, q = 1, . . . , t.

Thus, we see from (32) that v+q,i is monotonically increasing in q, and v−q,i is monotonically decreas-
ing in q. This means that wq,i = v+q,i − v−q,i is monotonically increasing in q. Therefore,

(1 + 2η(wq,i − ζi))
2 ≥ (1 + 2η(w1,i − ζi))

2 = (1− 2ηζi)
2 for all q = 1, . . . , t,

and, similarly,

(1− 2η(wq,i − ζi))
2 ≤ (1 + 2η(w1,i − ζi))

2 = (1 + 2ηζi)
2 for all q = 1, . . . , t.

This let us upper-bound v+t+1,i as

v+t+1,i =
t∏

q=1

(1− 2η(wq,i − ζi))
2v+1,i ≤ (1 + 2ηζi)

2tv+1,i = (1 + 2ηζi)
2t 1

2d
,

and similarly lower-bound v−t+1,i as

v−t+1,i =
t∏

q=1

(1 + 2η(wq,i − ζi))
2v−1,i ≥ (1− 2ηζi)

2tv+1,i = (1− 2ηζi)
2t 1

2d
.

We have
(1 + 2ηζi)

2t = e2t ln(1+2ηζi) ≤ e4tηζi ,

where we used ln(1 + x) ≤ x. Moreover, by Bernoulli’s inequality,

(1− 2ηζi)
2t ≥ 1− 4tηζi.
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This gives:

wt+1,i = v+t+1,i − v−t+1,i =
1

2d

(
(1 + 2ηζi)

2t − (1− 2ηζi)
2t
)
≤ 1

2d
(e4tηζi − 1 + 4tηζi).

Now, note that

4tηζi ≤
T

2
γ ≤ 4

√
d

2
√
8d

≤ 1√
2
,

Using the convexity of ex, we have for x ∈ [0, a] that

ex = e(1−
x
a)·0+

x
a
·a ≤

(
1− x

a

)
e0 +

x

a
ea = 1 + x

ea − 1

a
.

Taking x = 4tηζi and a = 1√
2
, we have

e4tηζi ≤ 1 + 4tηζi
√
2(e1/

√
2 − 1) ≤ 1 + 6tηζi.

This allows us to bound

wt+1,i ≤
1

2d
(e4tηζi − 1 + 4tηζi) ≤

1

2d
10tηζi ≤

5Tηζi
d

=
5

2
√
d
ζi ≤

5

6
ζi ≤ ζi, (34)

where we used d ≥ 9. This finishes the inductive proof that 0 ≤ wt,i ≤ ζi for all t = 1, . . . , T + 1.
However, applying (34) to t = T gives

wT+1,i ≤
5

2
√
d
ζi,

so that using (31)

w2
T+1,i ≤

25

4d
ζ2i ≤ 25

4d
γ2 =

25σ2 ln 2d
δ

4md2
.

Thus, the total error from ‘zero-signal’ coordinates is

d∑
i=2

w2
T+1,i ≤

25σ2 ln 2d
δ

4md
. (35)

Analysis for the ‘signal’ coordinate. For i = 1, the update becomes:

v±t+1,1 = (1∓ 2η(wt,i − 1− ζ1))
2v±t,1.

First, we will show by induction that 0 ≤ wt,1 ≤ 1 + ζ1 for all t = 1, . . . , T + 1. This is clearly
true for t = 1 as wt,1 = 0 and |ζ1| ≤ 1√

8d
. Assume now this is true for q = 1, . . . , t, and we prove

it is also true for t+ 1. We have

wt+1,1 = v+t+1,1 − v−t+1,1

= (1− 2η(wt,1 − 1− ζ1))
2v+t,1 − (1 + 2η(wt,1 − 1− ζ1))

2v−t,1

= (1 + 4η2(wt,1 − 1− ζ1)
2)wt,1 − 4η(wt,1 − 1− ζ1)(v

+
t,1 + v−t,1)

= (1 + 4η2(wt,1 − 1− ζ1)
2)wt,1 − 4η(wt,1 − 1− ζ1)(wt,1 + 2v−t,1)

= (1− 2η(wt,1 − 1− ζ1))
2wt,1 + 8η(1 + ζi − wt,1)v

−
t,1. (36)
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It follows from the induction assumption that both terms in the last line are nonnegative, thus
wt+1,1 ≥ 0. To show that wt+1,1 ≤ 1+ζ1, note that by inductive assumption 1+2η(wt,i−1−ζ1)) ≥
1− 2η(1− ζ1) ≥ 1− 2η(1 + γ) = 3

4 −
1
4γ ≥ 3

4 −
1

4
√
8d

> 0, and also 1 + 2η(wt,i − 1− ζ1)) ≤ 1.

This means that v−q,1 is nonincreasing in q, and thus v−t,1 ≤ v−1,1 =
1
2d ≤ 1

18 (due to d ≥ 9). Plugging
this into (36), we can bound

wt+1,1 ≤ (1− 2η(wt,1 − 1− ζ1))
2wt,1 + 8η(1 + ζ1 − wt,1)

1

18

= (1− 2η(wt,1 − 1− ζ1))
2wt,1 +

4

9
η(1 + ζ1 − wt,1). (37)

We now maximize the right-hand side of (37) with respect wt,1 ∈ [0, 1 + ζ1]. To this end, define
function

f(x) = (1 + (a− x)/4)2x+ (a− x)/18,

with a = 1 + ζ1. We get

f ′(x) = −x

2
(1 + (a− x)/4) + (1 + (a− x)/4)2 − 1

18
,

which is a convex quadratic function of x, so that f(x) achieves its maximum in the left root of
f ′(x). Solving f ′(x) = 0 is equivalent to

3x2

16
− x

(
1 +

a

4

)
+

17

18
+

a

2
+

a2

16
= 0,

which left root is given by

xℓ =
1

3

(
2a+ 8−

√
a2 + 8a+

51

3

)
.

Note that a = 1 + ζ1 ≥ 1 − γ > 1 − 1√
8d

≥ 1 − 1
3
√
8
≥ 0.88 := a0. One can verify that xℓ is

increasing in a (e.g. by inspecting the sign of the derivative of xℓ with respect to a), which means
that

xℓ ≥
1

3

(
2a0 + 8−

√
a20 + 8a0 +

51

3

)
≥ 1.59.

This value is to the right of range [0, a], because a ≤ 1 + γ > 1 + 1
3
√
8
≤ 1.12. This means that the

maximum of f(x) in the range [0, a] is achieved for x = 0. This correspoinds to wt,1 = 1 + ζi in
(37), which gives:

wt+1,1 ≤ 1 + ζ1,

which was to be shown by induction.
We now lower bound wt+1,1. Using (36) and the proven fact that 1 + ζi −wt,1 ≥ 0 for all t, we

have
wt+1,1 ≥ (1− 2η(wt,1 − 1− ζ1))

2wt,1 = (1 + 2η(r − wt,1))
2wt,1.

where we simplified the notation with r = 1 + ζ1. We further bound

(1 + 2η(r − wt,1))
2 = (1 + 4η(r − wt,1) + 4η2(r − wt,1)

2) ≥ 1 + 4η(r − wt,1),
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so that
wt+1,1 ≥ (1 + 4η(r − wt,1))wt,1.

Now consider expression Qt+1 =
r

wt+1,1
− 1. Clearly, Qt+1 is decreasing wt+1,1 so we have

Qt+1 ≤
r

(1 + 4η(r − wt,1))wt,1
− 1 =

Qt + 1

1 + 4η(r − wt,1)
− 1

=
Qt − 4η(r − wt,1)

1 + 4η(r − wt,1)
=

Qt − 4ηwt,1Qt

1 + 4η(r − wt,1)
= Qt

1− 4ηwt,1

1 + 4η(r − wt,1)
.

Now, note that

1− 4ηwt,1

1 + 4η(r − wt,1)
= 1− 4ηr

1 + 4η(r − wt,1)
≤ 1− 4ηr

1 + 4ηr
=

1

1 + 4ηr
,

where we used wt,1 ≥ 0. Thus we get

Qt+1 ≤
1

1 + 4ηr
Qt

for all t = 1, . . . , T , which implies

QT+1 ≤
1

(1 + 4ηr)T−1
Q2

(we cannot start from Q1 as it is undefined). To obtain Q2, we note that

w2,1 = (1 + 2ηr)2v+1 − (1− 2ηr)2v−1 =
1

2d

(
(1 + 2ηr)2 − (1− 2ηr)2

)
=

4ηr

d
.

Therefore,

Q2 =
d

4η
− 1 = 2d− 1 ≤ 2d,

and so
QT+1 =

r − wT+1,1

wT+1,1
≤ 2d

(1 + r/2)T−1
,

or, equivalently,

r − wT+1,1 ≤ r

2d
(1+r/2)T−1

1 + 2d
(1+r/2)T−1

≤ r
2d

(1 + r/2)T−1
.

We can bound r = 1+ζ1 ≥ 1−γ ≥ 1− 1√
8d

≥ 1− 1
3
√
8
≥ 0.88 and similarly r ≤ 1+ 1

3
√
8
≤ 1.12.

This gives 1 + r/2 ≥ 1.44 ≥ e1/3, so that

r − wT+1,1 ≤ 2.24de−1/3(T−1) = 2.24e1/3e−4/3
√
d+ln d ≤ 4e−4/3

√
d+ln d

To bound (1− wT+1,1)
2 we use

(1−wT+1,1)
2 = (r−wT+1,i−ζ1)

2 ≤ 2(r−wT+1,1)
2+2ζ21 ≤ 16e−8/3

√
d+2 ln d+

2σ2 ln 2d
δ

md
, (38)

where in the last line we used (31).
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Bound the error of the Spindly network. The final error of the algorithm is obtained by summing
(35) and (38):

∥wT+1 − e1∥2 ≤ 16e−8/3
√
d+2 ln d +

2σ2 ln 2d
δ

md
+

25σ2 ln 2d
δ

4md

=
33σ2 ln 2d

δ

4md
+ 16e−

8
3

√
d+2 ln d.

Appendix G. Upper bound for the priming method

The priming method operates as follows (Warmuth and Amid, 2023): First, it computes the least
squares estimator ŵLS = (X⊤X)X⊤y. Then, it scales each column of X (each feature) by the
corresponding coordinate of ŵLS , resulting in a new matrix X̃ = Xdiag(ŵLS). Next, it calcu-
lates the Ridge Regression solution w̃RR using the new inputs X̃ and an appropriate regularization
constant λ. The final priming predictor ŵ′ is obtained by by multiplying it by the coordinates of
ŵLS , that is ŵ′ = diag(ŵLS)X̃ . In the proof we rewrite the priming predictor ŵ′ as a regularized
least-squares solution, with the square regularizer based on a matrix λdiag(ŵLS)

−2. Note that the
regularization strength is amplified along directions where the coordinates of ŵLS are small in mag-
nitude, effectively biasing the algorithm towards sparse solutions. The proof carefully bounding the
expected error of such a predictor.

Theorem 10 Consider the priming method equipped with λ = σ2
√
d. The expected error can be

bounded by:

e(ŵ′) ≤ 17σ2

md
+

32σ4

m2d
+

4σe−md/(8σ2)

√
2πmd

.

Note that this upper bound is by a factor of O(log d) better (assuming σ2 = O(1)) than the upper
bound for Approximated EGU± (and thus by a factor of O(d) better than the error of any rota-
tion invariant algorithm). However we don’t know whether such an improved upper bound is also
possible for Approximated EGU±.

Proof We start with rewriting the priming method into a form which is easier to analyze. Let
ŵLS = (X⊤X)X⊤y be the least-squares solution, which induces a diagonal weight matrix W =

diag(ŵLS . The new (rescaled) input matrix is then given by X̃ = XW . The ridge regression
solution on the new inputs with regularization constant λ is then w̃ = (X̃⊤X̃ + λId)

−1X̃⊤y.
Finally the output of the algorithm is ŵ′ = Ww̃. We thus have

ŵ′ = W (X̃⊤X̃ + λId)
−1X̃⊤y

= W (WX⊤XW + λId)
−1WXy

=
(
W−1(WX⊤XW + λId)W

−1
)−1

Xy

=
(
X⊤X + λW−2

)−1
Xy

33



WARMUTH KOTŁOWSKI JONES AMID

(in any of the elements of ŵLS is zero, take the limit of the expression above). Thus, ŵ′ is a
regularized least-square solution with the quadratic regularization matrix λW−2:

ŵ′ = argmin
ŵ

{
1

2
∥y −Xŵ∥2 + λ

2
ŵ⊤W−2ŵ

}
.

Note that the regularization strength is amplified along directions where the coordinates of ŵLS are
small in magnitude, effectively biasing the algorithm towards sparse solutions.

We now specialize the priming predictor to our setup. We have

X⊤X = nId, and X⊤y = X⊤Xe1 +X⊤ξ = ne1 +
√
nζ,

where ζ
d
= n−1/2X⊤ξ. Being a linear function of ξ, ζ has a normal distribution with parameters

that can be obtained from:

E[ζ] = n−1/2X⊤ E[ξ] = 0, E[ζζ⊤] = n−1X⊤ E[ξξ]X = n−1σ2X⊤X = σ2Id,

that is ζ ∼ N (0, σ2Id). This gives us the expression for ŵLS :

ŵLS = (X⊤X)X⊤y = n−1(ne1 +
√
nζ) = e1 + n−1/2ζ,

as well as for ŵ′:

ŵ′ =
(
X⊤X + λW−2

)−1
Xy = (nId + λW−2)−1(ne1 +

√
nζ)

We will analyze ŵ′ separately for each coordinate i = 1, . . . , d. To simplify the notation, let wi be
the i-th coordinate of ŵ′, and let vi be the i-th coordinate of ŵLS . The error of ŵ′ is given by:

e(ŵ′) = ∥ŵ′ − e1∥2 = (w1 − 1)2 +
d∑

i=2

w2
i .

As W = diag(ŵLS) is diagonal, we have for any i > 1

wi =

√
nζi

n+ λv−2
i

=

√
nv2i ζi

nv2i + λ
=

1√
n

ζ3i
ζ2i + λ

,

where we used vi = n−1/2ζi for i > 1. Thus the error on the i-th coordinate is

w2
i =

1

n

ζ6i
(ζ2i + λ)2

≤ 1

n

ζ6i
λ2

.

Taking expectation over ζi ∼ N (0, σ2) and using E[ζ6i ] = 15σ6,

E[w2
i ] ≤

15σ6

nλ2
.

We now switch to coordinate i = 1. We have v1 = 1 + n−1/2ζ1 = n−1(n+
√
nζ1) so that

w1 =
n+

√
nζ1

n+ λv21
=

v21(n+
√
nζ1)

v21n+ λ
=

n−2(n+
√
nζ1)

3

n−1(n+
√
nζ1)2 + λ

=
(n+

√
nζ1)

3

n(n+
√
nζ1)2 + n2λ

.
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The error on the first coordinate is thus

(w1 − 1)2 =

(
(n+

√
nζ1)

3 − n(n+
√
nζ1)

2 − n2λ

n(n+
√
nζ1)2 + n2λ

)2

=

(√
nζ1(n+

√
nζ1)

2 − n2λ

n(n+
√
nζ1)2 + n2λ

)2

.

Using (a+ b) ≤ 2a2 +2b2 in the numerator and (a+ b) ≥ a2 + b2 for a, b ≥ 0 in the denominator,
we bound

(w1 − 1)2 ≤ 2
nζ21 (n+

√
nζ1)

4 + n4λ2

(n(n+
√
nζ1)2 + n2λ)2

≤ 2nζ21 (n+
√
nζ1)

4

n2(n+
√
nζ1)4

+
2n4λ2

n2(n+
√
nζ1)4 + n4λ2

=
2ζ21
n

+
2λ2

(
√
n+ ζ1)4 + λ2

We now take expectation with respect ζ1 and get:

E[(w1 − 1)2] =
2σ2

n
+ E

[
2λ2((

√
n+ ζ1)

4 + λ2)−1
]
.

The second term requires more work. Using f(ζ1) = 2λ2((
√
n+ ζ1)

4 + λ2)−1:

E[f(ζ1)] = E[f(ζ1)|ζ1 ≤ c]P (ζ1 ≤ c) + E[f(ζ1)|ζ1 ≥ c]P (ζ1 ≥ c))

≤ P (ζ1 ≤ c)max
ζ1≤c

{f(ζ1)}+max
ζ1≥c

{f(ζ1)}.

We take c = −
√
n/4 and use a bound P (Z < −t) ≤ exp{−t2/2}√

2πt
to get

P (ζ1 ≤ −
√
n/4) = P (Z ≤ −

√
n/(4σ)) ≤ 2σe−n/(32σ2)

√
2πn

.

Moreover,

max
ζ1≤c

{f(ζ1)}
ζ1=−

√
n

= = 2, max
ζ1≥c

{f(ζ1)}
ζ1=c
= =

2λ2(
3
4

)4
n2 + λ2

≤ 2λ2(
3
4

)4
n2

≤ 7λ2

n4

Thus,

E[(w1 − 1)2] ≤ 2σ2

n
+

7λ2

n2
+

4σe−n/(32σ2)

√
2πn

.

Taking it all together, we have

E[∥ŵ′ − e1∥2] ≤ (d− 1)
15σ6

nλ2
+

2σ2

n
+

7λ2

n2
+

4σe−n/(32σ2)

√
2πn

.

Without optimizing too much, we simply take λ2 =
√
dnσ3 = d

√
mσ3 and get

E[e(ŵ′)] = E[∥ŵ′ − e1∥2] ≤
2σ2

n
+

22σ3
√
d

n3/2
+

4σe−n/(32σ2)

√
2πn

=
2σ2

md
+

22σ4

m3/2d
+

4σe−md/(32σ2)

√
2πmd

.
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Appendix H. Theorem 5 and EGU equivalences

Proof (Theorem 5)
For reparameterization we have

•
w =

∂w

∂ŵ

•

ŵ

= −∂w

∂ŵ
∇ŵL

= −∂w

∂ŵ

(
∂w

∂ŵ

)⊤
∇wL

so the preconditioner is ∂w
∂ŵ

(
∂w
∂ŵ

)⊤
.

For MD we have
•
w =

∂w

∂w̃

•

w̃

= −∂w

∂w̃
∇wL

so the preconditioner is ∂w
∂w̃ .

For Riemannian GD the update
•
w = −Γw∇wL

immediately implies the preconditioner is Γ−1
w .

We now analyze the implications of the theorem for EGU. EGU is defined by the mirror map
(applied componentwise):

f(w) = logw

This implies
∂w

∂w̃
= Diag(w) (39)

Now consider the reparameterization (applied componentwise):

ŵ = 2
√
w

This implies
∂w

∂ŵ
= 1

2Diag(ŵ)

and therefore
∂w

∂ŵ

(
∂w

∂ŵ

)⊤
=

∂w

∂w̃

as in Theorem 5. This means continuous-time EGU is equivalent to gradient flow on the spindly
network when the two weights are set to be equal, i.e. wi = u2i instead of wi = uivi (note that if u
and v are initialized equally then they will remain equal) (Warmuth et al., 2021).

Using (39), Theorem 5 also implies EGU is equivalent to Riemannian GD with metric

Γw = Diag(w)−1 (40)

We visualize this metric in Figure 3 for a 2d parameter space. This geometry that is implicit in EGU
helps to explain how the algorithm encourages weight trajectories to stay near sparse solutions.
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(a) EGU
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(b) GD

Figure 3: (a): Metric in (40) for the Riemannian GD interpretation of EGU. (b): For comparison, the Euclidean metric
implicit in GD, which is uniform and in particular rotationally symmetric. Blue lines indicate intervals of constant
distance according to the respective metric.

Appendix I. Trajectory derivations

We analyze several algorithms on the regression problem of Sections 1.3 and 2. The mean loss over
the training set is

L(w) =
1

md
∥Xw − y∥2

Using X⊤X = mdI , the gradient is

∇wL = 2(w −wLS)

wLS =
1

md
X⊤y

where wLS is the linear least-squares solution to which all considered algorithms converge.
The continuous EGU update can be written as

•
wi = −wi∇wiL = 2wi(w

LS
i − wi)

The trajectory in (10) can be directly verified to satisfy this PDE, with the initial condition wi(0)
satisfied by setting

ci = tanh−1

(
2wi(0)

wLS
i

− 1

)
The continuous EGU± update can be written as (Amid and Warmuth, 2020)

•
wi = −

√
w2
i + 1∇wiL = 2

√
w2
i + 1 (wLS

i − wi)
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The trajectory in (11) can be directly verified to satisfy this PDE, with the initial condition wi(0)
satisfied by setting

τi = sinh−1

(
1 + wLS

i wi(0)

wi(0)− wLS
i

)
+ 2tξ

√
(wLS

i )2 + 1

ξ = sign
(
wi(0)− wLS

i

)
Primed gradient flow amounts to GD under the reparameterization ŵ = Diag(wLS)−1w and

so by Theorem 5 the update can be written as

•
wi = −

(
wLS
i

)2∇wiL = 2
(
wLS
i

)2
(wLS

i − wi)

The trajectory in (12) can be directly verified to satisfy this PDE and the initial condition wi(0).
Adagrad: Continuous-time Adagrad can be written as

•
wi = −G

−1/2
i ∇wiL = 2G

−1/2
i (wLS

i − wi)
•

Gi = β(∇wiL)
2 = 4β(wLS

i − wi)
2

with preconditioner learning rate β and Gi(0) = ε a stability parameter.
To solve these coupled PDEs we begin by defining

δi = wi − wLS
i

which leads to
•

δi = −2G
−1/2
i δi

•

Gi = 4βδ2i (41)

Combining these two equations yields

G̈i = 8βδi
•

δi

= −4G
−1/2
i 4βδ2i

= −4G
−1/2
i

•

Gi

which has solution

Gi =
16

k2i

(
W
(
−e−ki(t+ℓi)

)
+ 1
)2

•

Gi = −32

ki
W
(
−e−ki(t+ℓi)

)
(42)

Using Gi (0) = ε and
•

Gi (0) = 4β
(
wLS
i − wi (0)

)2 allows to solve for the constants ki and ℓi:

ki =
8

β(wLS
i − wi(0))2 + 2

√
ε

ℓi =
1

ki
− 1

ki
log

(
1− ki

√
ε

4

)
−

√
ε

4

38



NOISE MISLEADING ROTATION INVARIANT ALGORITHMS

Substituting (41) and (42) gives the corresponding expression for wi, matching (13):

wi = wLS
i + δi

= wLS
i + sign

(
wi (0)− wLS

i

) √ •

Gi

2
√
β

= wLS
i − sign

(
wLS
i − wi (0)

)√
− 8

βki
W
(
−e−ki(t+ℓi)

)
Incremental priming and Burg MD: We also consider an incremental version of priming

where the learned weights are continuously transferred into the priming vector rather than only
once at the end of a pre-training phase. Specifically, we begin with the predictive model

ŷt(x) = (x⊙ pt)
⊤wt

where pt is the priming vector, wt is the weight vector, and t indexes iterations of the learning
algorithm. The idea is to maintain wt = 1, transferring each update of w immediately into p.
Specifically, at each time step we make a provisional GD update

w̃t+1 = wt − η∇wtL(ŷt(X),y)

= 1 + ηDiag(pt)X
⊤(y −Xpt)

where the second line uses the inductive assumption wt = 1. This assumption holds because we
immediately transfer the provisional update into p:

pt+1 = pt ⊙ w̃t+1

wt+1 = 1

This transfer leaves predictions at step t+1 unchanged because (x⊙pt)
⊤w̃t+1 = (x⊙pt+1)

⊤wt+1

for all x, but it leads the learning on step t+1 to contribute immediately to priming on future steps.
We now simplify the model by dropping the inconsequential w and directly computing the

update for p:

ŷt(x) = x⊤pt

pt+1 = pt ⊙ (1 + ηDiag(pt)X
⊤(y −Xpt))

= pt − ηDiag(pt)
2∇ptL(ŷt(X),y)

Treating p as the weight vector, we have a preconditioned GD algorithm which, by Theorem 5, is
equivalent in the continuous-time case to MD with mirror map f(p) = −p−1 (componentwise).
This corresponds to Burg MD (Jain et al., 2007; Amid and Warmuth, 2020). (In the discrete time
case, incremental priming corresponds to the “dual update” of Burg MD (Warmuth and Jagota,
1998), pt+1 = pt − η∇f(pt)L instead of f(pt+1) = f(pt)− η∇ptL.)

Changing notation from p back to w, we can write the update as

•
wi = −w2

i∇wiL = 2w2
i (w

LS
i − wi)
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This has the solution

wi(t) =
wLS
i

W
(
exp

(
−2
(
wLS
i

)2
(t− bi)

))
+ 1

bi =
1

2
(
wLS
i

)2 logW−1

(
wLS
i

wi (0)
− 1

)
where W is Lambert’s W function as above. The solution can be verified by substituting it back
into the PDE.

Appendix J. Anisotropic covariance

Theorem 2 and the analytic trajectory solutions in Section 3.2 assume spherical input covariance,
meaning X⊤X is proportional to the identity. When it is not, rotationally invariant algorithms
can produce trajectories that curve toward sparse solutions under certain circumstances (Figure 4a).
Nevertheless, Theorem 1 implies a rotationally invariant algorithm cannot perform better on sparse
over non-sparse problems with a rotationally symmetric input distribution, i.e. when averaged over
all rotations of X⊤X .

For a rotationally invariant algorithm on a linear problem, rotating the problem rotates the entire
weight trajectory: X → XU⊤ implies w(t) → Uw(t). This allows us to understand the algorithm’s
behavior with a fixed sparse target v and rotated input XU⊤ by examining its behavior with a
rotated target Uv and fixed input X . We illustrate this in Figure 4 for a 2-dimensional problem
with X = H Diag (2, 1) so that X⊤X has condition number 4. On the left, the first principal
component of X⊤X is aligned with the sparse target. GD and EGU± both produce trajectories that
bend toward the target, but for different reasons: GD’s sparsity bias depends on X while EGU±’s
does not. This is seen in the right figure where the input is rotated. Rotation invariance of GD
implies its trajectories also rotate, so that it no longer learns efficiently. Thus GD has no sparsity
advantage when averaging over all rotated inputs. In contrast, EGU± shows a sparsity bias in all
cases. Because it is not rotationally invariant, rotating the problem does not rotate its trajectories
(they are altered but to a much lesser degree).

Appendix K. Fashion MNIST experiment details

In our experiments, we use a constant learning rate (which we tune for each case). We use the full
batch of 60000 training examples and train each network for 5000 epochs. We first provide some
visualization of the weights for the noisy case where each example is augmented with unifrom
noise. Figure 5 shows a subset of the weights for each network where the top slice corresponds to
the image feature weights and the bottom slice corresponds to the noise feature weights. For the
spindly network, the average maximum absolute value of the effective weights (i.e., the product of
the two weights within each spindle) for each input neuron is 0.0182 for the image weights and
0.0025 for the noise features. The difference is less drastic for the fully-connected network, where
the values are 0.0627 and 0.0568, respectively.

Next, we show the results when adding extra one-hot embeddings of the labels as features.
Figure 6 shows a subset of the image and label weights for each network, along with the weights
corresponding to the labels at the bottom. The spindly network assigns relatively larger weights to
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(a) Unbalanced covariance (b) Unbalanced covariance, rotated

Figure 4: GD produces curved trajectories (blue) when the covariance X⊤X is nonspherical. This can speed learning
then the first principal component is aligned with the target as in (a). However, GD and other rotationally invariant algo-
rithms cannot produce a systematic bias toward sparsity. When the input distribution is rotated as in (b), the trajectories
rotate as well such that they no longer learn the sparse target efficiently. In contrast, non-rotation invariant algorithms
such as EGU± (green) can learn sparse targets efficiently under any rotation of the input.

the label features. The average maximum absolute value of the weights for each neuron is 0.7834 for
the label weights, whereas the image and noise weights have values 0.0057 and 0.0025, respectively.
Again, the difference between the label weights and the rest is less prominent for the fully-connected
network: The average maximum absolute values are 0.4213 for label weights and 0.0604 and 0.0584
for the image and noise weights, respectively.

In summary, the network with the fully connected input layer is more easily confused by noisy
features. When noisy and informative features are added then the network with a spindlified input
layer finds a model that almost entirely relies on the informative features whereas the net with the
fully connected input layer still makes use of original and noisy features.

More network details: Three layer fully connected net with RELU transfer functions, 10 out-
puts, square loss, trained with batch gradient descent for 5000 epochs, batch size 60000.

Number of weights in the net with the fully connected input layer: input size 784, 256 nodes on
the first two hidden layers, 10 outputs, for a total of 268.000 weights. Adding a copy of noisy input
features almost doubles the number of weights. The number of informative features is 10 ∗ 256 =
2560. It is important to note that the number of examples is much larger than the input dimension
but much smaller than the total number of weights.
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(a) Fully-connected (b) Spindly

Figure 5: The weights of the first layer when trained with images augmented with noise. The top slice corresponds to
the image feature weights and the bottom slice corresponds to the noise feature weights.

(a) Fully-connected (b) Spindly

Figure 6: The weights of the first layer when trained with images augmented with noise and one-hot representation of the
labels. The top slice corresponds to the image feature weights, the middle slice corresponds to the noise feature weights,
and the bottom corresponds to the label weights.
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