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We propose a hydrodynamic description of the homogeneous ordered phase of polar flocks. Start-
ing from symmetry principles, we construct the appropriate equation for the dynamics of the Gold-
stone mode associated with the broken rotational symmetry. We then focus on the two-dimensional
case considering both “Malthusian flocks” for which the density field is a fast variable that does
not enter the hydrodynamic description and “Vicsek flocks” for which it does. In both cases, we
argue in favor of scaling relations that allow to compute exactly the scaling exponents, which are
found in excellent agreement with previous simulations of the Vicsek model and with the numerical

integration of our hydrodynamic equations.

A key result of active matter studies is the possible
emergence, in two dimensions, of long-range polar or-
der among locally aligning self-propelled particles [IH5],
something unattainable in equilibrium, as proven by the
Mermin-Wagner-Hohenberg theorem [6] [7]. However, the
properties of the resulting symmetry-broken phase, in
particular the temporal and spatial correlations of fluc-
tuations, have remained elusive. In their seminal 1995
paper [2], Toner and Tu (TT) argued that the scaling
exponents can be computed exactly in d = 2 dimensions,
but this argument was later found to fail due to terms
that had been missing in the original theory [8]. There
was nevertheless hope that the TT95 exponents would
still be correct if these new terms were to be renormal-
ized so as to become irrelevant [§]. However, large-scale
simulations of the Vicsek model clearly displayed a dif-
ferent scaling [4], calling for a refined theory.

The TT95 exponents were nevertheless thereafter be-
lieved to control the scaling of fluctuations of d = 2
“Malthusian flocks” within which particles reproduce and
die on a short time scale [9], so that, on large scale, the
density is effectively constant and drops out of the hydro-
dynamic description. In a recent paper where we showed
that the ordered phase of Malthusian flocks, in the limit
of strictly constant density, is in fact metastable [10], we
also found exponent values compatible with the TT 1995
predictions.

So far, to our best knowledge, all studies of the or-
dered phase have started from the “isotropic” Toner-Tu
equations (describing the system in all phases) expanded
around the ordered state, eliminating the fast degrees of
freedom |2} [8, [9] TTHI3].

In this Letter, we take a different route, writing directly
a generic equation for the dynamics of the hydrodynamic
modes of the ordered phase. We first construct the equa-
tion for the d — 1 Goldstone modes associated with the
spontaneously broken continuous symmetry in arbitrary
dimension d. We then focus on the d = 2 case, consider-
ing both the density-less (Malthusian) case and the case
relevant to the Vicsek model, when the Goldstone mode

is coupled to a density field. Our approach highlights
the symmetries of these equations, which —somewhat
surprisingly— were not apparent in previous works. We
obtain simpler equations that, importantly, possess a dif-
ferent structure which allows us to derive the scaling ex-
ponents in d = 2 for both universality classes. Moreover,
the numerical integration of our hydrodynamic theory
provides a more efficient way to measure the fluctuations
of the ordered phase than when using the isotropic equa-
tion. We take advantage of this to show that the scaling
exponents that we derived agree well with both numeri-
cal measurements from our hydrodynamic theory and the
large-scale simulations of the Vicsek model of Ref. [4].

We first consider the simpler case of the Malthusian
flocks introduced by Tomer [9]. Self-propelled particles
align locally, but also reproduce and die. As a result
of this population dynamics, the density field is a fast
mode and thus drops out of the hydrodynamic descrip-
tion, which then only involves a velocity field v that does
not obey the incompressibility condition V -v = 0. On
the contrary, it can be seen as infinitely compressible [14]
and its dynamics are akin to Burgers’ equation with ad-
ditional alignment terms. In the simple form considered
in Ref. [I0] that contains the essential terms it reads

v+ Av-V)v =DV + (r—u|v]*)v+V2A¢, (1)
where £ is a Gaussian white noise field with correlations

(€alr, )Es(x', 1)) = 0%(r —1')3(t — t)dap.  (2)

with Greek indices denoting Cartesian coordinates. At
large enough alignment strength r, one can observe a
long-range-ordered phase spontaneously breaking the ro-
tational symmetry. Although this phase was found in
[10] to be metastable to the nucleation of topological de-
fects, such nucleation, in a large part of the phase di-
agram, happens very rarely. The scale-free anisotropic
correlations of the phase described in [9] can then be ob-
served at will.

The hydrodynamic variable that emerges from the
spontaneous symmetry breaking is a direction in space



which we represent by the unit vector field n(r,t). Let
us construct a dynamical equation for n(r,¢) that con-
tains all terms allowed by symmetry. As a unit vector, it
can only rotate so the dynamics should read

dmn =R x n, (3)

with rotation vector R. Because the symmetry is spon-
taneously broken, the deterministic part of R can only
come from differences with the local environment. Math-
ematically, this means that it must be expressed as the
divergence of a rank-2 tensor R. Adding a noise term,
the rotation vector then reads

R = 35(Rag) + V24, (r,t) (4)

with £, a Gaussian white noise with correlations given by
Eq. . We then write all possible terms for R at first
order in gradients that respect the O(d) rotational sym-
metry. They all need to involve the Levi-Civita tensor
€ap~y for R to be an axial vector. We obtain

Rap = —AeapyTiy

+ €ans [=D1(9sn4 )15 — D2(9ynp)ns + D3 (9yms)ng]
+ €8y [D4((97n5)na + D5(8an7)n5]

+ €40 [Ds(05m~ )15 — D7(0sns)n,] . (5)

Note that for a passive system n is not coupled to motion
in space and Eq. would then need to obey separately
the spatial O(d) symmetry and the O(n) symmetry of
n (with possibly n # d). This would preclude all terms
except Dy, the only one in which there is no contraction
between a spatial derivative and the vector n.

We now consider specifically the case d = 2, param-
eterizing n = (cosé,sinf,0). Eq. becomes Oyn =
Obn; = R,n, with n; = (—sinf,cosh,0). After com-
puting R, from Eq. , it gives

00 =V - [)\nj_ + D1V + (D3 + D6)8H9n
+(D2 +D7)8J_0nl] + VZAfZ (6)

where ) = n-V and 0, = n, - V. Interestingly, we
show in [I5] that, adiabatically eliminating the norm of
v (the fast variable) from Eq. , the resulting equation
for its phase ¢ is not exactly Eq. @ because it contains
diffusion terms which cannot be written as a divergence.
However, the dynamics of ¢ = ¢— ad) ¢ for a well-chosen
value of o does take the form of Eq. @ This points to
the surprising fact that the Goldstone mode is not the
phase ¢ of the velocity, as one would naively expect, but,
rather, the combination q~5

In the following, we neglect for simplicity the terms
with coefficients Dy, D3, Dg and Dy. (They lead to
anisotropic diffusion terms, which we write explicitly
in [I5], that are not expected to qualitatively change the
large-scale behavior, as will become clear below.) Denot-
ing D1 =D and &, =&, Eq. @ then rewrites as

9,0 + A0)0 = DV?0 + V2A¢ (7)

which we believe to be the simplest equation capturing
the universal features of Malthusian flocks.

Eq. ([7) still possesses O(2) rotational symmetry with 6
taking arbitrary values. To investigate the scaling behav-
ior of fluctuations around the ordered state, we assume
that the system is globally ordered along the z-axis (cor-
responding to § = 0). Shifting to the comoving frame
r — r — Aex and expanding the nonlinearities contained
in the convective derivative in Eq. yields, at order 63:

0 + \y0y0% + Xy 0,0° = D, 020 + D, 020 + V2A¢ (8)

where we have introduced generic coefficients taking the
bare values A\, = A/2, A, = —\/6 and D, = D, = D.
An important difference between Eq. and the one ob-
tained in Ref.[9] is the presence here of the A, term which
we believe was unduly neglected before, being both al-
lowed by symmetry and relevant in the renormalization
group (RG) sense. Upon performing a RG step, integrat-
ing the short-distance fluctuations over an infinitesimal
momentum shell A/b < |q] < A with b =1+ ds, A the
ultraviolet cutoff, and rescaling

y — by, x — bSxz, t — b, O — bX0, (9)

the coeflicients of evolve under the RG flow equations

dAs d),
75 = er=Chm e 8 = Dbz L, Ay
dD; dD

ds [2=2¢+nD, ] Da; TSy = [z2—=2+nD, ] Dy;

dA

5~ 221+ 2malA (10)

with the anomalous dimensions 7., coming from “graph-
ical” corrections. Remarkably, the scaling exponents can
be determined exactly. First, since the nonlinearities of
are derivatives, the noise term does not get graphical
corrections, and thus na = 0. Moreover, as we discuss
in [I5], we believe that the terms coming from the convec-
tive derivative also do not receive graphical corrections
so that 7y, = n,, = 0 because of a generalized Galilean
invariance. This implies three scaling relations at the
infrared fixed point

2x+z—-C=x+z-1=2z-2x—-1-¢(=0 (11)

from which one obtains the values of the scaling expo-
nents summarized in Table[l] Importantly, the field scales
with a negative exponent y, confirming that the system
possesses long-ranged order and that higher-order non-
linearities are irrelevant.

Let us now compare our findings to numerical simula-
tions. To extract the scaling behavior, we compute the
Fourier spectrum of equal time correlations (|0(q,t)|?)
which shows the anisotropic scaling [11]

—(142x+
{q< FO for g g

(10(aq,t)]*) ~ q1(1+2x+<)

q—0 (12)

for qf_ >q -



TABLE I. Scaling exponents for d = 2 Malthusian flocks ob-
tained from our prediction Eq. , from the prediction of
Toner [9] and from the correlation functions shown in Fig. b-
d). The fitting procedure leading our estimates is detailed
in [15].

This work Toner 2012 [9] Numerics
X —1/4 ~1/5 —0.25(1)
¢ 3/4 3/5 0.75(2)
2 5/4 6/5 1.27(3)

Numerical simulations of or are much simpler
than those of the isotropic Eq. . Indeed, a practi-
cal problem in measuring the correlations is that
the direction of global order slowly diffuses over time.
Strategies to cope with this, discussed in detail in [4],
include applying a large enough external field to pin the
order along one direction [I0] or, for particle systems,
considering closed boundary conditions in one spatial di-
rection [4l, 16, [17]. All of them affect the dynamics and
reduce significantly the range over which unspoiled scal-
ing is observed. Moreover, these methods are imperfect
since the direction of order is not strictly pinned and still
fluctuates. On the contrary, imposing [ dré(r,t) = 0
(in practice setting £(q = 0) = 0 in Fourier space) at all
times when integrating or cancels global rotations
and leaves the dynamics of interest intact.

The correlation functions obtained numerically are
shown in Fig. [I} All numerical details are given in [I5].
In Fig. [[{a), we first compare results obtained in the
isotropic Eq. (with an external field applied) and in
our Eqgs. @ and . We show correlations in the lon-
gitudinal direction with ¢; = 0 and in the transverse
direction with ¢ = 0. We find them nearly identical in
all cases except for Eq. in the parallel direction. We
believe this discrepancy to come from the fluctuations
of the global direction from which, as discussed above,
the isotropic equation suffers. In Fig. (b—d), we use
Eq. (8) which is the most efficient numerically. Fig. (c,d)
shows the spatial correlations for different noise levels,
rescaled by the predicted exponents (for comparison we
show the “raw” data and the data rescaled by the expo-
nents of [9] in [I5]). The predicted scaling is observed
at small enough wave-vector, above a length scale that
seems minimal for A =~ 4. [I8]. The dynamic expo-
nent z is accessed by measuring the space-time corre-

lations (|0(q,w)|?). The width Aw of the unique prop-

/¢ and ¢3 in the longitudinal

agative mode scales as qﬁ
and transverse directions respectively (Fig. [I(b)). Fit-
ting the small-¢g behavior in Fig. (b—d)7 we arrive at the
values reported in Table [[] for the scaling exponents, in

very good agreement with the theoretical predictions.

We now turn to the Vicsek universality class, when the
Goldstone mode n is coupled to a conserved scalar field ¢
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FIG. 1. Correlations of fluctuations in d = 2 Malthusian

flocks. (a) Static correlation function in the longitudi-
nal direction q = (g, 0) and perpendicular direction q = (0, ¢)
measured in the isotropic Eq. , the hydrodynamic equation
for 6 Eq. and its expanded version at order 62, Eq. .
System size L = 2400, r = u = 1 for the full equation,
L = 4800 for the others. A = 0.5, A = D =1 for all. (b)
Width of the peaks in the w spectra of (|6(q,w)|?) measured
in Eq. (L = 2400, A = 4, dashed lines are our theoreti-
cal predictions). (c-d) Static correlation functions measured
in simulations of Eq. , rescaled by the predicted exponent
o = (14+2x+¢)/¢ = 5/3 in the longitudinal direction (c)
and 0 = 1+ 2x + ¢ = 5/4 in the transverse direction (d)
(L = 4800).

representing density fluctuations. The dynamics of n are
still given by Egs. , except that now all coefficients
depend on density in Eq. . In addition, at the same
order in gradients and order 2 in ¢, we have [19]:

oc= -V - [—DCVC + (vo +vic+ vac?
+w1V -n+ wen - Ve)n| (13)

Specializing to d = 2 and neglecting anisotropic diffusion
terms (w; and ws in and D;~1 in )7 we arrive at

010 =V - [(Ao + Me+ Aac*)ny + DVO] + V2AE (14)

where the \; coefficients come from expanding A = A\g +
Aic+ Xoc? in Eq. . Neglecting the higher-order terms
v2¢20, 0 and )\2028”9, we finally obtain:

Osc + (vo +v1€)0L0 + v19)c + ’UQBHCZ = D.V?¢c (15)
90+ (Mo + A10)9)0 = MO+ X201 c® + DV?0 + V2AL
(16)

where all coefficients are constant. As Eq. (7)) did for
Malthusian flocks, we believe that Eqs. (L5]16) encom-




TABLE II. Scaling exponents for d = 2 Vicsek flocks predicted
by Eq. , in the original Toner and Tu article [2], measured
in the Vicsek model by Mahault et al. [4], and measured in

our simulations of Egs. .

This work TT 1995 Mahault et al. Numerics
X -1/3 -1/5 —0.31(2) —0.34(3)
¢ 1 3/5 0.95(2) 1.01(4)
z 4/3 6/5 1.33(2) 1.30(6)
(10(@)*)af /A (a) (0(@)1*) a7 /A (b)
| —— A =0.5
—_— A =1 104
—— A =2 7
— A =4 ]
—— A =6 )
10—_ g
q| 1
TR T T
1 (le(@*)e7 /A (¢) 102_' Aw(q) (d)
—
1 — 1L
10" g
10 1004 * 5%
1 q. -’ q
-2 10t Sz ot

FIG. 2. Correlation of fluctuations in d = 2 Vicsek flocks
from numerical integration of . (a-c) Static correla-
tions rescaled by the exponent expected from our prediction
o = 4/3 (L = 4800). (d) Width of the peaks in the dy-
namic correlation function (|0(q,w)|?) for A = 4, L = 2400.
Parameters vg = 2, V1 = 1, )\0 = 0.57 AL = —0.5, Ay = 07
D.=D=1.

pass the universal physics of flocks with conserved den-
sity. Again, we show in [I5] that the Goldstone mode ob-
tained by eliminating the fast variable from the isotropic
Toner-Tu equation is not the direction ¢ of the velocity
field, as naively expected. This has important conse-
quences for the scaling relations since the nonlinearities
in the equation for ¢ are not derivatives [§].

Expanding around the direction of order, assumed to
be along ey, and introducing a different coefficient for
each term we obtain at order 2 in the fields

O + v105¢ + 10,0 + G20,6% + gy0y(0c)

+ 020,¢* = Deg8ac + DeyOyc (17)
00 + N0 — MOyc + hy0,(0c) + hy0,6°

— X8y c? = D, 020 + D920 + V2A¢  (18)

with bare values g, = —%,9y = vi,ha = A,hy =
2 Dey = Doy = DD, = Dy = D. Under a RG

4

step with rescaling @D, and ¢ — bXc, the coeflicients of

Eqgs. (L7J18) flow as

% = [X+2—C+ng.] g2 % = xte—14mg, ]9y
% = [x+2—C+mn,) ha'; % = Itz =14, L hy;
% = [x+z—1+m2,] A2; % =[xtz =Ctmp,] vz
%:%[z—Qx—l—C-F???A]A' (19)

The diffusion coeflicients flow similarly as in Eq. .
Remarkably, as in the Malthusian case, the scaling ex-
ponents can be derived exactly. First, as before, nn = 0
because all nonlinearities are derivatives. Furthermore,
note that the linear drift terms with coefficient vy ; and
Xo,1 in are of lower order than those included in
Eq. , and are thus diverging at a fixed point. These
coefficients control the mode structure which contains
two normal modes 4 and ¢_ mixing 6 and ¢ [11},20]. As
detailed in [I5], because the propagators associated to ¢4
peak at different frequencies with vanishingly small over-
lap at small wavelength, their dynamics essentially de-
couple. They then separately obey Galilean invariance,
forbidding the renormalization of the quadratic nonlin-
earities gy, Pa,y, v2 and Aa. In the end, none of the
terms in Eq. receive graphical corrections so that,
at the infrared fixed point, one has the scaling relations

X+z—C=x+2z—-1=2-2y—-1-(=0 (20)

yielding the exponents reported in Table [[I}

The predicted values are found to be in agreement with
the exponents measured in the Vicsek model [4] also re-
ported in Table [[} In addition, we performed numerical
simulations of ED for an arbitrarily chosen set of pa-
rameters varying the noise intensity A. We show in Fig. [2]
the same observables as in Fig. [[jwith the addition of the
density correlations (|c(q = 0,qL,t)|?) in the transverse
direction, expected to scale like the correlations of 6. In
the longitudinal direction, the correlations of ¢ have a
more complex scaling. It will be the topic of future work
to examine these, as well as exploring more broadly the
parameter space of Egs. . The trend seen in Fig.
is the same as for Malthusian flocks: to a good approxi-
mation the predicted scaling is reached at large distance
after a small-scale regime with a crossover length that his
minimal for noise intensity A ~ 6. Extracting numeri-
cal values by fitting the large scale behavior as detailed
in [I5] give the numbers reported in Table [II} consistent
with the predictions.

Conclusion. We have proposed a hydrodynamic the-
ory for the ordered phase of polar flocks based on writ-
ing generic equations compatible with the symmetry of
these phases. We focused in particular on the d = 2 case
without density field (Malthusian class) and with den-
sity (Vicsek class). In addition to exhibiting clearly the




symmetries, our equations provide an efficient numerical
platform to measure correlations of the fluctuations in
the ordered phase. Importantly, we have derived exact
scaling exponents for the two universality classes in d = 2
and found good agreement with the numerical results.

During the writing of this manuscript, two directly rel-
evant preprints have appeared. In the first one [21], Tkeda
obtains in the Malthusian case the exponents of [J] re-
ported in Table [} which we have shown to fail, but ob-
tains the same exponent as we do in the Vicsek case, al-
though from different arguments. In [22], Jentsch and
Lee tackle the Vicsek case with the non-perturbative
renormalization group [23]. They are able to derive ex-
act scaling exponents in arbitrary dimension, different
from ours in d = 2 (although also compatible with the
numerics of [4]), but at the price of neglecting several
nonlinearities (gz, gy, v2, hy and Ag in Eq. (18). How-
ever, these nonlinearities being relevant in the RG sense,
we have all reasons to believe that they would break the
scaling relations derived in [22].

We believe that our approach opens new possibilities
to investigate the symmetry-broken phase of active sys-
tems. Future work will be devoted to investigate higher
dimensions and other symmetry classes including incom-
pressible flocks and active nematics.

We thank B. Delamotte, J. Horowitz, P. Jentsch, C.
F. Lee, B. Mahault, M. Tissier and N. Wschebor for in-
sightful discussions.
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I. NUMERICAL DETAILS

The equations are integrated using a semi-spectral algorithm with explicit Euler time-stepping. We use large values
of spatial resolution up to dr = 8 to speed up the simulations since, as shown in Fig. S1(a,b), this affects only the
short-distance physics, leaving the large-scale behavior unchanged.

We show in Fig. S1(c,d) the finite size scaling of the static correlations for a relatively low noise level A = 1 for
which, on accessible system sizes, the system is not in the scaling regime. As system size increases, we see that the
correlations slowly converge toward the expected asymptotic scaling. To reach the asymptotic regime, one would need
still much larger system sizes or, alternatively, to tune the noise level in order to minimize the crossover length, as we
do in the main text Fig. 1 (c-d) and Fig. 2 (a-c).

Parameters of main text figures:

e Fig. 1 (a): A=05, A=D =1, dr =4 and dt = 0.2 for all curves. System size L = 2400 for the isotropic
equation, L = 4800 otherwise. As explained in the main text, to compute anisotropic correlation functions, we
need to fix the direction of global order along one axis of the simulation box. For the isotropic equation, we
thus apply an external field of strength h = 3 x 1076 along the z-axis.

e Fig. 1 (b): L=2400, \=D =1, A =4, dx =8, dt = 0.1.
e Fig. 1 (c-d): L =4800, A\ =D =1, do =8, dt = 0.2/A.

e Fig. 2: vg=2,v; =1, \g =05, \;y = =05, A\ =0, D. =D =1, de = 8, dt = 0.05/A. L = 4800 (a~c) or
L =2400 (d) and A =2 (d).

II. SCALING EXPONENTS

A. Numerical evaluation

To evaluate numerically the scaling exponents that are reported in Tables I and II (main text), we fit the small
q behavior of {|0(q,t)|?) in the longitudinal and transverse directions and the width of the peaks of dynamical
correlations Aw in the transverse direction. The fits are done on the data with the noise level A = 4 that has a short
crossover length. Repeating the fits on the curve with lower noise level gives us an estimate of the error bars. For
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FIG. S1. (a,b): Static correlation functions for varying numerical accuracy dz and dt, rescaled by the predicted scaling exponent.
L = 1200 for dz = 2 and L = 2400 for dz = 4,8. (c,d): Static correlations for varying system size. dx = 8, dt = 0.2. All panels:
simulation of Eq. (8) (main text) with A=D = A =1.
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FIG. S3. Static correlations functions in d = 2 Malthusian flocks. Same data as in Fig. 1 (c,d) (main text). (a,b): Comparison
with the predicted scaling (black dashed line). (c,d): Data rescaled by the exponents predicted in [1].

each fit, we show the data rescaled by the fitted exponent with the error bars in Fig. S2. We see that the estimations
of the error bars are consistent with the precision of the data.

B. Non-renormalization arguments
1. Malthusian case

We find that Eq. (8) (main text) is invariant under the transformation

) =0 —ret) + i oune =t (3)2) (1)

for arbitrary transformation parameter y. When A, = 0, Eq. (1) is a standard Galilean transformation which must be
satisfied with the same value of ), along the RG flow and thus impose that A, does not receive graphical corrections,
like in the Burgers [2], Navier-Stokes [3] or KPZ [4] equations.

We expect that the generalized Galilean invariance Eq. (1) lead to the same type of constraint, requiring that both
Az and A, are not graphically corrected. Writing the associated Ward-Takahashi identities is, however, a non-trivial



task since Eq. (1) is a non-linear symmetry, that we defer to future work.

2. Vicsek case

The mode structure generated by the linearized hydrodynamics is well known [5, 6]. It features two propagating
sound modes that can be computed from the linearized Eq. (17,18) (main text) in Fourier space and time, for frequency
w and wavevector q = (¢g, qy)

C(q; w) i(w - val) + Dqu2 + Dcyq2 _iQyUO

M - =0; M = . z v 2
(9(q,w)> < le/\l Z(w - Qw/\O) + Dng + qu33 ( )
The eigenvalues of M give two sound modes. At small wavevector q = g(cos ¢, sin ), their frequency can be written
Wy = (Ci (a)q + O(q3)) + iAw4 (3)

with Awy = O(q?) associated with the damping of the wave and the velocities

A 1

ey (a) = il —|2— 0 4 5\/(01 — Xo)2 cos? o — 4 sin® a. (4)

The associated eigenmodes 1)+ are linear combinations mixing ¢ and . Most importantly, the associated propagators
GF = (i(w—w(q)))”" are peaked around the frequencies w4 with an overlap between the two modes that becomes
negligible at small wavenumber since the width of the peaks grows as ¢; with 2 > 1 [5]. By the same reasoning as
explained in [5] (concerning longitudinal and transverse velocities), the normal modes ¥4 and v _ essentially decouple
because all terms mixing ¥, and ¥_ in their dynamical equation include products of propagators and correlation
functions of the two modes that have vanishingly small overlap.

Writing only the lowest-order terms, in Fourier space, the dynamics of 1 then read

¢i (qa Cd) = Gg (q7 CU) N+ (qa (.d) + i(ai% + biQy) / dq/dwlwi(qlvw/)wi(q - q/7w - w/):l (5)

with GF = (i(w — w1 (q))) " and coefficients a (cr) and by () which are combinations of the coefficients of Eq. (17,18)
(main text) that can depend on the direction « of the wave-vector but not its amplitude since it would lead to
higher order gradient terms. From Eq. (5), one can see that ¢ and 1_ are separately invariant under the Galilean
transformation which reads in Fourier space

doa Wmwovea @) —esae) tet@ilr v=2 (3 )

for any transformation parameter €. Again, the Galilean invariance prevents the renormalization of the coeflicients
ay and by and thus of the coefficients gy, hyy, v2 and g in Eq. (17,18) (main text).

III. ELIMINATION OF THE FAST DEGREE OF FREEDOM
A. Malthusian flocks

In this section we show how to recover our generic hydrodynamic Eq. (6) (main text) starting from the isotropic
“Toner-Tu” equation and integrating the fast degrees of freedom. Expanding Eq. (6) (main text) and putting Dg =
D, = 0 without loss of generality (they play the same role as D3 and Dy respectively in d = 2), it reads

0:0 + )\8”9 = D1V29 + D38H8H0 —D30,0,0+ (D2 + Dg)aueaﬁ + V2AE (7)

with Gaussian white noise of unit variance £. As shown in the main text, this is the most general equation that should
be obeyed by the phase of a Goldstone mode in d = 2. We thus expect to recover the same equation starting from
the isotropic equation and eliminating the fast degree of freedom.

Let us hence consider the most general equation for a vector field that obeys the rotational O(d = 2) symmetry.
We keep terms up to order 2 in gradients and order 3 in the field v. We thus have a more general version of Eq. (1)
(main text)

v+ M (V- VIV+ (V- V)V + A3V([v]?) = DV?v + DV(V - v) +a(vi — [v]*)v +V2AE, (8)



with Gaussian white noise of unit variance &€ as in the main text. Let us parameterize the velocity vector as v =
v(r, t)n(¢(r,t)) with n(¢) = (cos ¢,sin ¢) the unit vector pointing in direction ¢. We can rewrite Eq. (8) for the two
variables v and ¢, using that 9yv = dyvn + vOrpn, with n; = (—sin @, cos ¢), projecting on n and n gives

0pv + M) v + A2 (v v + 020, ¢) + 2X3v0 v = D (Vzv — U(V¢)2) + Dp0) (U8L¢ + 8Hv) + a(v —v*)v + v 2A¢)
(9)

D
0rd + )\11}8H¢ +2X30,v =D (V2¢5 + TBGL (v8L¢ + 5Hv) +V2AE Jv (10)

N 2V - V(;S)
v
where J) =n -V, 0, =ny -V and { and £, are the two components of £ in Eq. (8).
The norm of the velocity is a fast variable which relaxes in a time of order (awv?)~!. We can eliminate it, formally
by doing an expansion at large or. We want to retain terms only up to order V? in the equation for ¢. We thus keep
the terms up to order V for v,

A
VR Vg — i(’hgf). (11)

Inserting in Eq. (10), we obtain

b+ N0y = DV2p+ D1 0,016+ Dy 06016+ V2AE, (12)

with A = voA1, D1 = Dp + AAs/a, Dy = M\ o/(2a) and A = A/v3.

Interestingly, Eq. (12) does not have exactly the same form as Eq. (7) because the coefficients of the diffusion terms
have a different structure: the terms D, and Dy differ from the three diffusion terms with coefficient Ds 5 in Eq. (7).
However, we can easily recover the structure of Eq. (7) by considering the combination b=¢— ad||¢. At the same
order in gradient, it follows that

06+ A9y § = DV2p+ D,10,0,6+ (Dy — aX)dddLé + V2AL, (13)

Choosing a = (D) + Dy)/A, Eq. (13) is exactly Eq. (7) upon identifying D1 = D, Dy = —D, and D3 = 0. The
fact that we had to consider a different variable g?) to make the identification suggests that the phase ¢ of the velocity
vector is not the correct Goldstone mode to consider in the ordered phase. Note that this change of variable makes
sense only for an active system in which the direction of order couples to spatial directions.

B. Compressible flocks

Let us repeat the same procedure in the case when the velocity is coupled to the density field. We consider the
Toner-Tu equations

v+ MV -VIVE (V- v)V+AV(V]?) = =VP(p) + DV*v 4+ DpV(V - v) + (v} — [v[*)v + V2A ¢
dhp+V-(pv)=0 (14)

with pressure P(p) = o1p + 02p?. As before we parameterize the velocity vector as v = v(r,t)n(¢(r,t)). We also
expand around the homogeneous density p(r,t) = po+c(r,t). In principle all coefficients in Eq. (14) depend on density.
For simplicity, we retain only that of A\; = Ajg + Aicc, which is enough to generate the important nonlinearities [7].
We follow the same procedure as in the previous section to eliminate the norm of the velocity vector. Solving the
equation for v at order O(v, ¢, V) now gives

v%vo—ﬁmé—

o
0 15
203 e (15)

with 0 = 01 + 2ppo2. The remaining equations for ¢ and c¢ then read

0 + )\8H¢ + gC&u(ﬁ +00c= —523J_C2 + DV2¢) +D,0,0,¢+ Dxa”(ﬁaj_(ﬁ

+ D¢C(8H¢8HC - éhqﬁaLc) + DCCaJ_CaHC + \/ﬁfj_ (16)
Oic+ V- [(povo + voc+ w1010 + wgaﬂc)n} =0 (17)



with coefficients

- o - o A2 A A10A
A=1wM0; g=0he G=—; Ga=—; Di=Dp+222 D, =102 (18)
Vo Vo a 2
Moo o2 - A A200 0po
c — ; Dcc - - 5 = 5 = - 5 = ) 19
7 nda 2uga v} b % 0 2 203 (19)

We want to compare with the generic hydrodynamic equations for a Goldstone mode coupled to a conserved density
field, as constructed in the main text. Compared to the Malthusian case, all parameters can depend on density.
Starting from Eq. (6) (main text) (again with Dg = D7 = 0 without loss of generality) we consider coefficients
A=A 4 AWe+ XD + XNB e, D; = DEO) + Dgl)c with ¢ = 1,2,3 (we depart from the notation of the main text
to avoid confusion with the coeflicients of the Toner-Tu equation). We obtain the analog of Eq. (7) when density is
taken into account

90+ X090 — AV ¢+ AV 0 =229, + DVv?0 + D990 — DP9,0,6 + (DL + DS)9,109,6  (20)
+ DV Vo + DVOed 0+ DN cd 6 + NPDcd e + V2AE (21)

As in the Malthusian case, we find that Eq. (16) obtained from the Toner-Tu equation differs from the expected

hydrodynamic Eq. (20). They differ, as before, in the structure of the diffusion terms Déo) and Déo) but also, more
crucially, in the structure of the A" terms. Indeed, the terms 9, ¢ and )0 have the same coefficient A1) in Eq. (20)
(because of the underlying gradient structure) while the two terms have different coefficients in Eq. (16). This again
indicates that ¢ is not a Goldstone mode and thus not the correct variable to consider in a hydrodynamic theory.
One should instead consider

Dy + Dy g—o

b=0¢—adp—pedy¢; a=—7—"; fB=

(22)

which dynamics follows Eq. (20) and is thus a Goldstone mode. Note that there is no problem for the ¢ equation since
the same terms are found in both Eq. (17) and in the hydrodynamic theory Eq. (15) (main text), as expected since ¢
is obviously a conserved quantity and thus a proper slow mode on which to build a hydrodynamic theory.

C. Hydrodynamic theory with the naive choice of variables

For concreteness, let us explore what happens when taking Eq. (16,17) as our hydrodynamic theory, as is done
e.g. in [7]. Expanding around ¢ = 0 in powers of ¢ leads, compared to Eq. (17,18) (main text), to more general
terms hy 1059 + hg 2¢0zc with hy 1 # hg o in general, instead of the derivative term h,0,(cf). We simulated this
equation with the same parameters as in Fig. 2 (main text) and varying h, 2. As shown in Fig. S4, we find that
only for hy o = h;1 do we observe the expected scale-free fluctuations. For h, s < hg1 we find that the equation
is numerically unstable while for h;2 > h; 1, the system shows short-ranged correlations, signaled by the small-g
plateau in the correlation functions. The plateau is reached beyond a crossover length that diverges as hy 2 — hy 1.
These results are consistent with the fact that ¢ is not a slow variable, except in the special case hy 2 = hg 1.
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FIG. S4. Correlation of fluctuations from numerical integration of the equations for ¢ and ¢ with a non-derivative term
hz,1€02¢ + ha 20, ¢ in the dynamics of ¢, as described in Sec. III C. We use the same parameter values as in Fig. 2 (main text)
vo =2,v1 =1, Ao =0.5, \1 = —0.5, A2 =0, D. = D =1 with hy1 = A1 = —0.5. For all hy 2 < hy,1, we have found that the
system is numerically unstable. L = 1200, dz = 2, dt = 0.05.
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