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Despite the fact that atom interferometry has been a successful application of quantum sensing, a
major topic of interest is the further improvement of the sensitivity of these devices. In particular,
the area enclosed by the interferometer (which controls the sensitivity) can be increased by providing
a larger momentum kick to the atom cloud, increasing the extent of the momentum axis. One such
atom optics technique involves increasing the number of central π−Raman pulses. This technique,
while providing the prerequisite additional momentum boost, also causes the atom to remain in the
intermediate high energy state for longer periods of time. This additional length of time is often
neglected in many treatments due to the adiabatic elimination of the higher energy state enabled
by the large optical detuning. The increased time in the intermediate high energy state results in
a higher probability of undesired spontaneous decay and a loss of quantum information, thereby
adding error to the atom interferometer. In this work, we consider an open quantum system using
the Lindblad master equation to devise a model for the atomic state dynamics that includes the
undesired spontaneous decay from the intermediate high energy state. We formulate an error figure
of merit to analyze limitations of an atom interferometer configured for acceleration measurements.
Our theoretical results show the error figure of merit will be dominated by a N−2

R scaling factor
for low numbers of π−Raman pulses, but will be dominated by a monotonic increase in error for
high number of π−Raman pulses. We determined the number of π-Raman pulses that accomplishes
maximal momentum transfer with a the minimal error, depending on major system parameters.

I. INTRODUCTION

Atom interferometry has developed into an active field
over the last decade. Atom interferometers using either
cold thermal atoms or Bose-Einstein condensates (BECs)
have led to many applications including gravimeters [1–
3], gyroscopes [4–6], magnetometers [7], photon recoil de-
termination [8], and tests of the foundations of general
relativity [9]. Though atom interferometry has allowed
for ultra precise measurements, the fundamental limita-
tion is set by the small momentum separation, which will
have a smaller sensitivity. Increasing the overall momen-
tum separation will improve the sensitivity, which is nec-
essary to make ultra precise measurements and practical
application. The area enclosed in phase space is directly
proportional to the momentum separation. Employing
atom optics that will generate large momentum transfer
(LMT) will then lead to enhancements in the sensitiv-
ity [10, 11]. There have been several approaches to LMT
atom optics such as applying multi-photon pulses to drive
Bragg transitions [12–14], Bloch oscillations in an opti-
cal lattice [15, 16], stimulated Raman transitions [11, 17],
composite Raman transitions [18, 19], stimulated Raman
adiabatic rapid passage (STIRAP) [20], frequency-swept
Raman adiabatic rapid passage (ARP) [21], and clock
state transitions [22].

LMT using multiple-Raman pulse techniques has been
shown to generate momentum transfers as large as 6ℏkeff
[11, 19], 18ℏkeff (using composite Raman pulses) [18], and
30ℏkeff (combining with frequency swept adiabatic pas-
sage) [21] and even up to 102ℏkeff momentum transfer

with unresolved interference measurement [48] compared
to 2ℏkeff from a non-LMT standard method. One issue
that is believed to reduce the performance of atom inter-
ferometers using these LMT techniques is spontaneous
emission. To the best of our knowledge, a theoretical
analysis of the error due to an increase in spontaneous
decay of the intermediate high-energy state has not been
done until now. In this work, we consider an open quan-
tum system atom interferometer and apply the Lindblad
master equation in the Schrödinger picture to formulate
the new dynamics of the atomic quantum states (section
(IIA)). The open quantum system will have an undesired
spontaneous decay causing loss of quantum information.
In section (II B), we derive the variance in the measure-
ment of acceleration by the atom interferometer, whose
contributions come from mainly two error sources: the
measurement uncertainty and the undesired spontaneous
decay. We next combined the variance (AC fluctuation)
and the mean value deviation (DC offset) into an error
figure of merit (FOM) to analyze the limitations of LMT
atom interferometry using multiple Raman pulses.
In section (III) we present the error analysis of an

open quantum system atom interferometer acceleration
measurement affected by undesired spontaneous decay.
We first simulate the LMT atom interferometer accelera-
tion measurement by numerically solving the open quan-
tum system dynamics using the Runge-Kutta 4th order
method [23]. Our simulations are run multiple times for
each LMT amount giving statistics on the measured ac-
celeration deviation allowing us to calculate the variance
for three different cases (section (IIIA)): a lossless (i.e.,
no spontaneous decay) case, the quantum information

ar
X

iv
:2

40
3.

08
91

3v
1 

 [
qu

an
t-

ph
] 

 1
3 

M
ar

 2
02

4



2

loss being a constant (expected for atom amounts on to
order of 106), and lastly considering the quantum infor-
mation loss to be a random variable in the variance cal-
culation.

In section (IIIA) we examine the FOM and incorpo-
rate photon counting error to determine the pulse amount
with minimal error. We then look at the variance term
of the FOM (Eqn. (27)) alone to see how it affects where
the minimum FOM occurs when compared to the effect
of the DC offset term. We next consider that increasing
the large single-photon detuning of the high-energy in-
termediate state is believed to limit the amount of spon-
taneous decay. Experiments have used single-photon de-
tuning amounts on the order of 2−4 GHz [11, 18, 21]. On
the other hand, the effect of the two-photon detuning of
the low-energy excited state is also an important factor in
the performance of the atom interferometer. With this in
mind, we study how the single- and two-photon detunings
affect how much LMT can be achieved when spontaneous
emission is included (section III B and III C).

II. MODEL AND CALCULATIONS

A. Open quantum system: spontaneous decay
dynamics

To understand the difference between the multiple Ra-
man light-pulse sequence difference and the usual Mach-
Zehnder atom interferometer, let us consider a three-
level atomic system and summarize the system dynam-
ics which has been worked out before [24–28]. The
Hilbert space will be made up of three “real” orthonor-
mal internal quantum states: |g⟩ (ground), |e⟩ (ex-
cited), |i⟩ (intermediate) and external momentum states:
|pg⟩ , |pe⟩ , |pi⟩. Due to the momentum exchange between
photons and atoms, and the associated energy change as
a result, the Hermitian part of the system is described
by the unperturbed Hamiltonian

Ĥ0 = ℏωge |e⟩ ⟨e|+ ℏωgi |i⟩ ⟨i| . (1)

Here ℏωgi is the energy between |g⟩ and |i⟩ and ℏωge is the
energy difference between |g⟩ and |e⟩. The non-Hermitian
part is described through the spontaneous decay to an
additional state we add by hand which we refer to as
the loss state |l⟩. This state is made up of all the sub-
levels that are not |g⟩ and |e⟩ (described further below).
With the system defined, we can write the interaction
Hamiltonian in the following way [28]

Ĥint =

ℏΩ∗
1e

i(k1·xg−ω1t) |i⟩ ⟨g|+ ℏΩ∗
2e

i(k2·xe−ω2t) |i⟩ ⟨e|+ h.c.
(2)

Here xg,e represent the positions of the particle’s |g⟩ and
|e⟩ states respectively, ℏ is the reduced Planck’s constant,
ω1,2 are the Raman beam laser frequencies, k1,2 are the

FIG. 1. Recoil diagram for a NR = 3 (6ℏkeff) LMT multiple
light pulse sequence. The sequential pulses occur a time τd
after each other. The number of sequential π-pulses after and
before the π/2 pulses will increase by (NR − 1)/2 for higher
LMT. Here T is the free evolution time.

wave vectors, and Ω1,2 are the single-photon Rabi fre-
quencies. Also, ‘h.c.’ stands for complex Hermite conju-
gate of operator terms.
We now consider how the pulse sequence will change

for the LMT multiple-Raman pulse system. The LMT
comes from the increase in the number of central π-pulses
of the system which can be seen in Fig. 1. The π pulse in
rapid succession after the initial π/2 pulse increases the
initial momentum separation whereas the final π pulse
before makes sure the atom cloud recombines with the
final π/2 pulse [11].
The increase in the amount of Raman pulses will cause

there to be a higher probability to occupy the |i⟩ state
which can undergo spontaneous decay. The spontaneous
decay of the |i⟩ state will emit a photon of an indeter-
minate mode making the information irretrievable (Fig.
2). Due to this Markovian process, we can apply the
Lindblad master equation to determine the modified dy-
namics. We will consider the Schrödinger picture and the
density matrix ρ which will give us [29–31]

·
ρ = − i

ℏ
[H, ρ] +

∑
k

(
LkρL

†
k − 1

2
L†
kLkρ−

1

2
ρL†

kLk

)
.

(3)
The jump operators from state |i⟩ to |g⟩, |e⟩, and |l⟩
are given by ĝ = |g⟩⟨i|, ê = |e⟩⟨i|, and l̂ = |l⟩⟨i|. The
Lindblad operators will be Lg =

√
γgg, Le =

√
γee, and

Ll =
√
γll where γg,e,l are the spontaneous decay rates

from state |i⟩ to |g⟩, |e⟩, and |l⟩ respectively. We will
also note that we are considering a system of Rubidium-
85 (85Rb). This system will consist of a |F = 2,mf = 0⟩
ground state, a |F = 3,mf = 0⟩ excited state, and a
|F ′ = 3⟩ intermediate state. In this context, “excited”
refers to the electronic ground state of higher energy. De-
pending on the polarization of the Raman beam, there
will be a probability of occupying either the mf + 1 or
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FIG. 2. Updated energy diagram of the three-level system. ∆
and δ are the single- and two-photon detunings of the high-
energy intermediate and excited states respectively. Sponta-
neous decay will drop the atom into a loss state, |l⟩, made up
of all the sub-levels that are not the |g⟩ and |e⟩ states. This
decay will emit a photon of an indeterminate mode giving
pure loss.

mf = 0 state of F ′ = 3. The spontaneous decay can then
be determined by knowing the dipole moments between
the sub-levels and calculating the Einstein A coefficients.
With knowledge of the magnitude of the dipole moments
from the 85Rb D-line data [32], it can be seen that the
spontaneous decay will be dominated by a decay process

in which an emited a photon of an indeterminate mode
ends up in the loss state made up of all the sub-levels
that are not the excited or ground state. It is also impor-
tant to note that the dipole moments between the excited
and loss state and the polarizations will strongly sup-
press (even forbid) transitions between the excited state
and the loss state. We will make the approximation that

the LkρL
†
k term can be neglected due to depumping and

fast spontaneous decay and reduce our master equation
system dynamics to consider only the dominating decay
branch giving us [31, 33, 34],

·
ρ = − i

ℏ
[H, ρ]− 1

2

(
L†
lLlρ+ ρL†

lLl

)
. (4)

With the reduced master equation, we can follow the
general approach of Chatterjee et al to get an effective
Hamiltonian [31],

Ĥeff = Ĥ0 + Ĥint −
iℏ
2
L†
lLl. (5)

The Hamiltonian is made up of a Hermitian part given

by Ĥ0+Ĥint and a non-Hermitian part from the Lindbla-
dian. With our Hamiltonian we can use the Schrodinger
equation to determine the three-level system dynamics
using a quantum state given as

|ψ(t)⟩ = cg(t)|g⟩+ ce(t)|e⟩+ ci(t)|i⟩, (6)
and write the solution in terms of the amplitudes (which
are related to the density matrix elements) cg(t), ce(t),
and ci(t). Then, we obtain the following

iℏ ·
cg = ℏΩ1e

i(−k1·xg+ω1t)ci, (7a)

iℏ ·
ce = ℏΩ2e

i(−k2·xe+ω2t)ci + ℏωgece, (7b)

iℏ ·
ci = ℏΩ∗

1e
i(k1·xg−ω1t)cg + ℏΩ∗

2e
i(k2·xe−ω2t)ce + ℏωgici − iℏ

γl
2
ci, (7c)

We next move into the rotating frame and use the sub-
stitutions

cg = c̃g (8a)

ce = c̃ee
−iωget (8b)

ci = c̃ie
−iωgit, (8c)

(where the tilde denotes the variable in the rotating
frame) to help simplify solving this set of coupled dif-
ferential equations. In standard treatments, the inter-
mediate state is adiabatically eliminated by making the

assumption that c̃g and c̃e varying slowly compared to
the very fast dynamics and decay of c̃i [35, 36]. However,
since we are considering the loss of information due to
spontaneous emission into a loss state, we need to prop-
erly account for spontaneous emission, as either long Ra-
man pulses or multiple π-pulses will increase the popu-
lation in the intermediate high energy state. The details
for the derivation of the equation describing the proba-
bility amplitude for the population in the intermediate
state can be found in Appendix A 1. We find
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c̃i =

[
iΩ∗

1

i∆− γl

2

ei(k1·xg)c̃g +
iΩ∗

2

i(∆ + δ)− γl

2

ei(k2·xe)c̃e

]
e−

γl
2 t

−
[

iΩ∗
1

i∆− γl

2

ei(k1·xg+∆t)c̃g +
iΩ∗

2

i(∆ + δ)− γl

2

ei(k2·xe+(∆+δ)t)c̃e

]
(9)

Here ∆ and δ are the single and two photon detunings
as shown in Fig. 2. As the pulse area increases due
to the multiple π-pulses, this assumption breaks down.
Here, we also solve the set of differential equations by

considering the adiabatic elimination of the intermediate
high energy state, but include the effects of spontaneous
emission on the intermediate state dynamics we get the
following dynamics for the ground and excited states

·
c̃g =

[
|Ω1|2

i∆− γl

2

ei∆tc̃g +
Ω1Ω

∗
2

i(∆ + δ)− γl

2

ei(∆kx−∆t)c̃e

]
e−

γl
2 t −

[
|Ω1|2

i∆− γl

2

c̃g +
Ω1Ω

∗
2

i(∆ + δ)− γl

2

ei(∆kx−δt)c̃e

]
, (10a)

·
c̃e =

[
|Ω2|2

i(∆ + δ)− γl

2

ei(∆+δ)tc̃e +
Ω2Ω

∗
1

i∆− γl

2

ei(−∆kx−(∆+δ)t)c̃g

]
e−

γl
2 t

−

[
|Ω2|2

i(∆ + δ)− γl

2

c̃e +
Ω2Ω

∗
1

i∆− γl

2

ei(−∆kx−δt)c̃g

]
. (10b)

Here ∆kx = k2 · xe − k1 · xg. Eqn. (10b) shows that
the dynamics of the excited state is connected to the loss
through γl. The terms within the first pair of square
brackets in Eqns. (10a) and (10b) is the AC term of
the intermediate state which oscillates and decays. The
second term is the DC (stationary state) term for long
enough time scales that the rapid oscillations have dissi-
pated. One can also see for the DC term that if γl = 0 we
return to the closed quantum system atom interferometer
dynamics when considering adiabatic elimination of the
intermediate state without spontaneous decay. For the
full derivation of the state dynamics see Appendix A1.

To demonstrate that this approach works for our
model, we also performed a full density matrix approach
with spontaneous decay into the loss state as well as the
ground and excited states (see Appendix A 2). The full
density matrix method compared to our loss state dom-
inating the decay give the same results allowing us to
continue with this approach.

B. Error in the acceleration

Now that we have a way to calculate the quantum in-
formation loss, we need to understand how it will affect
the acceleration measurement. While a co-sensor will ap-
proximately measure the total acceleration (beyond the
maximum acceleration that the atom interferometer can
measure: 2π×1/(T 2|keff |), see below), the atom interfer-
ometer measures the small deviation of the acceleration
accurately. The phase-shift and the acceleration value
deviation relate as follows [24–27],

dev(a) =
1

T 2 |keff | cos θ
∆(Φ), (11)

where dev(a) is the deviation of the acceleration, T is
the free evolution time of the atomic cloud, |keff | is the
effective wave number, and θ is the angle between |keff |
and the net acceleration. The phase shift of the inter-
ferometer is ∆(Φ) and links directly with the popula-
tion of the ground and excited states such that ∆(Φ) =
tan−1 (|ce(tf )/cg(tf )|) where tf is the time at the end of
the interferometer pulse sequence. Increasing the num-
ber of Raman pulses from the usual π/2− π− π/2 pulse
sequence will have our relationship be as follows [11, 28]
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dev(a) =

(
1

(2NRT 2 |keff | − 2(NR + 1) |keff |Tτd) cos θ

)
∆(Φ)

= α tan−1

√∣∣∣∣ ce(tf )cg(tf )

∣∣∣∣2
 , (12)

where α = 1/(2NRT
2 |keff | − 2(NR + 1) |keff |Tτd) cos θ

and τd is the time between sequential pulses. Here, NR =
number of central π-Raman pulses as illustrated in Fig
1. From Eqs. (10a) and (10b), the acceleration will af-
fect our dynamics through the ∆kx term. We consider
the square of |ce(tf )/cg(tf )| as we can change the ratio
in the arctangent to relate to the amount of quantum

information loss∣∣∣∣ ce(tf )cg(tf )

∣∣∣∣2 =
|ce(tf )|2

1− |ce(tf )|2 −Qtot

, (13)

whereQtot = NRQ+(NR−1)Q+2(Q/2) = mQ withm =
2NR from the increase in π-pulses for LMT. The Q/2
term comes from the impact on the quantum information
loss from the π/2 pulses. This relation can be made due
to the symmetry of the Raman pulse sequence. From here
we can look at the error in the acceleration measurement
through the variance (i.e. noise) of the acceleration

var(dev(a)) = α2

〈
tan−1

(√
|ce(tf )|2

1− |ce(tf )|2 −Qtot

)2〉
. (14)

As can be seen, we have to consider the variance of a
ratio within an arctangent function. To proceed, we will
consider the variance in the population of the excited
state, |ce(tf )|2. We measure the excited state popula-
tion through photon counting giving a Poissonian dis-
tribution. Remembering from eqn. (10b), the excited
state population will be correlated to the information loss
through γl.
We will treat Qtot as a random variable as well because

spontaneous emission happens randomly. This will add
yet another layer into the calculation of the variance as
we have two variances that are correlated since the ran-
dom spontaneous emission will affect both the quantum
information loss and the final excited state population.

To continue, let us consider two stochastic variables X

and Y with expectation values ⟨X⟩ and ⟨Y ⟩ and the aver-
age of their ratio denoted by R1. To find the expectation
value of the ratio, one can do a series expansion of X/Y
around ⟨X⟩ and ⟨Y ⟩ [37, 38] to get

〈
X

Y

〉
=

⟨X⟩
⟨Y ⟩

+ var(Y )
⟨X⟩
⟨Y ⟩3

− cov(X,Y )

⟨Y ⟩2
, (15)

where var(Y ) is the variance of variable Y and cov(X,Y )
is the covariance between X and Y . The variables X =
|ce(tf )|2 and Y = 1−|ce(tf )|2−Qtot. We then can define

R1 = |ce(tf )|2 /1−|ce(tf )|2−Qtot. With the expectation
value of the ratio between the two stochastic variables,
the variance of the ratio can be determined

var(R1) =
〈
(R1 − ⟨R1⟩)2

〉
=

〈(
|ce(tf )|2

1− |ce(tf )|2 −Qtot

−

〈
|ce(tf )|2

1− |ce(tf )|2 −Qtot

〉)2〉
,

var(R1) =
1

n

 var(|ce(tf )|2)〈
1− |ce(tf )|2 −Qtot

〉2 +

〈
|ce(tf )|2

〉2
var(1− |ce(tf )|2 −Qtot)〈

1− |ce(tf )|2 −Qtot

〉4 − 2

〈
|ce(tf )|2

〉
cov(|ce(tf )|2 , Qtot)〈

1− |ce(tf )|2 −Qtot

〉3
 ,

(16)

where n is the number of samples taken. We also need to consider that the denominator of the ratio depends on
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the difference between the excited state population and
the quantum information loss. That being said, we will
have two variables with correlated variances as they both

depend on the number of Raman pulses. The adding or
subtracting of the variance of these two correlated ran-
dom variables is given by

var(|ce(tf )|2)± var(Qtot) = var(|ce(tf )|2) + var(Qtot)± 2ρσ|ce(tf )|2σQtot
. (17)

Here σ|ce(tf )|2 and σQtot are the standard deviations, and

ρ relates to the covariance of the two variables as follows

ρ =
cov(|ce(tf )|2 , Qtot)√
var(|ce(tf )|2)var(Qtot)

. (18)

As seen above, the covariance between the excited state
population and the quantum information loss will be
needed. We determine this covariance by first rewrit-
ing the final excited state population and the quantum
information loss due to their random error sources

|ce(tf )|2 = |ce(tf )|2 + ϵM + ϵΓ, (19a)

Qtot = mQ+ ϵQ. (19b)

Here ϵM and ϵΓ are the random errors (having zero
means) of the excited state population due to the mea-
surement error and spontaneous emission, respectively.
We note that ϵM is also the quantum efficiency of the
detector. ϵQ is the random error in the quantum in-
formation loss due to the random spontaneous emission.
Since the spontaneous emission will affect the final pop-
ulations of the excited state, ground state, and loss state
it can be seen that ϵQ will relate directly to ϵΓ through
mϵQ = −2ϵΓγlttot (see Appendix B). The covariance be-
tween the final excited state population and the quantum
information loss is defined by

cov(|ce(tf )|2 , Qtot) = ⟨|ce(tf )|2Qtot⟩ − ⟨|ce(tf )|2⟩⟨Qtot⟩.
(20)

Due to the only correlating values being the errors due
to the random spontaneous emission, we get the covari-
ance to come out to be as follows (for full derivation see
Appendix B)

cov(|ce(tf )|2 , Qtot) = ⟨ϵΓϵQ⟩ = − 1

2γlttot
var(Qtot), (21)

where var(Qtot) is the variance in the quantum informa-
tion loss, defined in Appendix B.

With the ability to determine the variance of the ratio,
the next step is to linearize the arctangent function. We
can do this since we are interested in small deviations
of the measured acceleration. This allows us to linearly
approximate the arctangent function. This is done by
taking the first-order expansion of the Taylor series:

tan−1(x+ δx) ≃ tan−1(x) +

(
1

1 + x2

)
δx. (22)

Here x is our reference point and δx is a small deviation
from this reference point. For our system, the value of x
will be the expectation value of the ratio R1 (Eqn. (15))
and δx will be the standard deviation of R1 (i.e. square
root of Eqn. (16)). Let us now rewrite the linearized
arctangent in terms of R1,

tan−1(R1+dev(R1)) ≃ tan−1(R1)+

(
dev(R1)

1 + (R1)2

)
. (23)

With the arctangent function linearized, we can now con-
sider the variance in the phase shift which will relate to
the linearized function as follows

var(ϕ) = var(R1)d
2 + 2db

√
var(R1) + b2. (24)

where d = (1/(1+(R1)
2)) is the slope and b = tan−1(R1)

is the y-intercept. Here we have related the variance of
the phase shift, var(ϕ), with the arctangent of the ratio
explained in Eq. (14) which gives us the noise from the
spontaneous decay

var(dev(a)) = α2
(
var(R1)d

2 + 2db
√
var(R1) + b2

)
.

(25)
It should be noted that this will relate to other noise
sources that affect ϕ but we are currently just concerned
with the noise from spontaneous decay of the intermedi-
ate high-energy state.

Now that we have a noise model due to spontaneous
decay, we next want to determine a figure of merit for
the error of the measured acceleration. This will relate
more directly to the measurement taken in a given exper-
iment. We start by looking at the deviation of the small
acceleration changes that are measured. This is given by

δ(dev(a)) = atr − dev(a) (26)

where atr is the true value of the small changes in ac-
celeration trying to be measured and dev(a) is the small
deviation in acceleration measured by the atom interfer-
ometer. We want our figure of merit to encompass the
DC offset described by the mean value deviation (Eq.
(26)) as well as the AC random fluctuation described by
the variance. We can do this by considering the following
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⟨δ(dev(a))2⟩ = ⟨(atr − dev(a))
2⟩

= a2tr − 2atr⟨dev(a)⟩+ ⟨dev(a)2⟩
= a2tr − 2atr⟨dev(a)⟩+ var(dev(a)) + ⟨dev(a)⟩2

= (atr − ⟨dev(a)⟩)2 + var(dev(a)). (27)

Here, we used the fact that we can write the variance
of dev(a) as var(dev(a)) = ⟨(dev(a))2⟩ − ⟨dev(a)⟩2. This
gives us our combined error term for both a static DC off-
set (the first term on the right-hand side) and the noise,
AC random fluctuation (the second term on the right-
hand side), which we consider a figure of merit for the
performance of the acceleration sensor atom interferome-
ter. It should be noted that the ideal case without errors
and noise would have this figure of merit be zero.

III. RESULTS

With the ability to calculate the variance and the er-
ror figure of merit (⟨δ(dev(a))2⟩ = FOM), we simulated
the dynamics of the atom interferometer and performed a
statistical analysis on the FOM. We considered a system
of Rubidium-85 (85Rb) atoms with system parameters
described in Table I which were taken from Steck et al
[32] to determine Rabi frequencies, the lengths of the π−
and π/2− pulses, and the spontaneous decay rate. The
single-photon detuning (∆) was set at 9 GHz and the two-
photon detuning (δ) was set to zero as this could be done
with fine-tuning of the lasers (e.g. ω1 − ω2 = ωge). We
assumed that a co-sensor is able to resolve the approxi-
mate acceleration and, thus, the location of fringe lobes
in the atom interferometer measurements [39, 40], while
our atom interferometer measures small deviations in the
acceleration. Lastly, we consider the beam and atomic
cloud will be oriented in a way such that cos θ = 1 which
is a usual approximation made during experiment. We
then simulate the LMT pulses by numerically solving the
differential equations of the dynamics (Eqns. (10a) and
(10b)) using a 4th order Runge-Kutta method. Multiple
simulations with changing starting positions and veloci-
ties are run for each different number of π-Raman pulses
to get the statistical data needed to calculate the variance
and the FOM. The velocities change in such a manner so
that the root-mean-square of the atom cloud is the MOT
temperature.

A. Numerical results of FOM depending on the
number of Raman pulses

With our FOM determined, we can start to analyze
the limitations of an LMT atom interferometer acceler-
ation sensor. Thus far we have not directly taken into

System Parameters
Free evolution time 100 ms
Time between successive pulses 150 µs
π-pulse length (tπ) 2.00 µs
π/2 pulse length (tπ/2) 1.00 µs
Single-photon detuning (∆) 2− 20 GHz
Two-photon detuning (δ) 0− 63 kHz
Rabi frequency (Ω1 = Ω2) 212 MHz
Raman laser wavelength (λ1 = λ2) 780 nm
Spontaneous decay rate (Γ) 38.117 MHz
Mass of Rb85 1.419 · 10−25 kg
MOT temperature 2 µK
atr 1.85 · 10−5 m/s2

TABLE I. System parameters used in our numerical simula-
tions for the LMT multi-Raman pulse atom interferometer
acceleration sensor. The Rb85 D-line data from Steck et al
[32] was used to determine these parameters for the simula-
tion.

account uncertainty in the actual measurement process.
Measuring the acceleration requires measuring the pop-
ulation of the excited state. This will bring in an error
that is uncorrelated to the spontaneous decay but gives
an extra piece of uncertainty in the measurement which
we can add into our calculation. The measurement of the
excited state is done by driving the excited state, |e⟩, to
a state not part of the Raman process and counting the
photons which come out. Uncertainty in photon count-
ing comes from systematic errors such as a branching
process or the excited state decaying before the driving
occurs. This means that the population measured may
not be the actual population achieved from the atom in-
terferometer pulse sequence. We thus consider that our
excited state population will be given by Eq. (19a) and
we can implement the error due to photon counting (ϵM ).
Incorporating this change into our analysis for a ∆ = 9

GHz system, looking at cases where the photon count-
ing uncertainty ranges from 2% to 50%, and considering
Qtot is random we calculate the FOM as a function of the
number of π-Raman pulses as seen in Fig. 3. Here the
data shows that for low pulse numbers (e.g. < 10), the
FOM is dominated by the N−2

R noise dependence. For
example, 17 π-Raman pulses (i.e. 34ℏkeff least error mo-
mentum transfer) produces the minimum FOM for the
cases considering a measurement uncertainty of 10% or
less.
Table II shows that there will be no change in pulse
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FIG. 3. The error figure of merit of the measured accelera-
tion for different measurement error percentages: 50% (blue
dashed-dotted), 20% (red dashed), 10% (yellow dashed), and
5% (purple solid), and 2% (green solid). The single-photon
large detuning is set to ∆ = 9 GHz. The dependence on N−2

R

of the noise dominates for low pulse systems. A minimum
in the error is reached for the system of 17 π-Raman pulses.
Then the quantum information loss from the undesired spon-
taneous decay starts to take over and increases the error in
the measurement.

amount which gives a minimized FOM up to 10% error.
Once the error exceeds 10%, fewer pulses are possible be-
fore we reach a minimum FOM where the DC offset starts
to dominate. Our data shows that the measurement un-
certainty due to the quantum efficiency of the detector
will impact the performance and could cause noticeable
issues in measuring the acceleration if not considered.

Detection Uncertainty (ϵM) Minimum-FOM NR

0.02 17
0.04 17
0.10 17
0.20 15
0.50 11

TABLE II. The π-Raman pulse number which gave the mini-
mum mean value deviation when considering different detec-
tion error percentages for the case where ∆ = 9 GHz. Up to
10%, there is no noticeable change. Exceeding 10%, the num-
ber of π-Raman pulses that can be used before spontaneous
decay error starts to take over goes down.

Seeing that our FOM trend changes over the increase
in number of π-Raman pulses, we wanted to gain a better
understanding of which term (AC or DC) was causing the
change. We did this by looking at the effect of the num-

ber of Raman pulses on the variance of the acceleration
measurement (var(∆a), i.e. the AC term). For this, we
considered three different cases. First, we considered a
Qtot = 0 lossless (i.e., no spontaneous decay) case to gain
intuition on the pure measurement-noise dependence of

FIG. 4. Variance in the acceleration measurement for the
cases of Q = random variable (solid orange), Q = constant
(dashed red), and Q = 0 (dotted blue). For each case, the
noise follows a dependence on the inverse square of the num-
ber of π-Raman pulses.

the number of Raman pulses. Next, we considered the
quantum information loss being a discrete value, which
is approximately valid for a case of an atom cloud with
a large number of atoms typically used for atom interfer-
ometry. Lastly, we considered the quantum information
loss to be a random variable, simulating the probabilistic
spontaneous decay along with the excited state popula-
tion, in the variance calculation as described above (sec-
tion (II B)). Figure 4 shows the variance for each of the
three cases as a function of the number of Raman pulses.
The data shows that for each case the variance follows

a dependence of N−2
R . This is expected for the case of

Q = 0 as the dependence on the number of pulses will be
solely in the constant α2 defined earlier which is directly
proportional to N−2

R . For the other cases, this trend is
largely due to the fact that the amount of quantum infor-
mation loss does not affect the overall variance much due
to the low probability of spontaneous decay at low pulse
numbers. The probability of spontaneous decay increases
with increasing pulse number, but never to a point where
it overtakes the N−2

R scaling of the pulse number in the
noise. We also see that for the case of Qtot = 0 and Qtot

being a constant value there is little difference in the noise
profiles. This is due to the fact that for these two cases
var(Qtot) = 0 and cov(|ce(tf )|2 , Qtot) = 0. This will give
new forms for Eqn. (16)
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var(R1)Qtot=0 =
1

n

 var(|ce(tf )|2)〈
1− |ce(tf )|2

〉2 +

〈
|ce(tf )|2

〉2
var(1− |ce(tf )|2)〈

1− |ce(tf )|2
〉4

 ,

var(R1)Qtot=cons =
1

n

 var(|ce(tf )|2)〈
1− |ce(tf )|2 −Qtot

〉2 +

〈
|ce(tf )|2

〉2
var(1− |ce(tf )|2)〈

1− |ce(tf )|2 −Qtot

〉4
 . (28)

Now it should be noted that |cg(tf )|2 = 1− |ce(tf )|2 for

the Qtot = 0 case and |cg(tf )|2 = 1− |ce(tf )|2 −Qtot for
the Qtot being a constant case. With constant Qtot, any
increase of Qtot will result in |ce(tf )|2 decreasing by the
same amount. This will have our ratio in the arctangent
affected minimally by a constant quantum information
loss. When the covariance is incorporated, we see a slight

increase in the noise due to having a second randomly
fluctuating variable.

Looking back at Fig. 3, we see that initially the FOM
curve is dominated by the AC term described by Fig. 4.
As the number of pulses continues to increase, the FOM
becomes dominated by the DC term. This is due to a
few different factors. The DC error term in the FOM is

(atr − ⟨dev(a)⟩)2 = α2

(
tan−1

∣∣∣∣ c̃e(tf )c̃g(tf )

∣∣∣∣− tan−1

∣∣∣∣ ce(tf )cg(tf )

∣∣∣∣)2

, (29)

where |c̃e,g(tf )|2 are the ideal populations without infor-
mation loss (i.e., Qtot = 0). For nonzero Qtot the pop-
ulations shift to |ce,g(tf )|2 = 1 − Q − |cg,e(tf )|2. It is
difficult to see directly from the analytical relation how
the nonzero Qtot starts to increase the DC error. To ex-
plain the increase in DC error, let us consider again how
the number of π pulses affects the atom interferometer.

As the number of π pulses increases, the atom in-
terferometer becomes more sensitive to the acceleration
present due to the increase in momentum separation of
the atomic states. This brings asymmetry in the ground
and excited state wavefunctions which will bring error
into the measurement. It has been seen in experiment
that the efficiency of the π pulses begins to diminish with
increasing pulse numbers [11, 18, 21]. This could be why
experiments have used composite pulses over standard
Raman pulses to realize a multi-Raman pulse LMT atom
interferometer [18]. Adding in another error source such
as loss of quantum information, the efficiency of the π
pulses will get even worse. Even though the analytical
intuition does not give an initial insight into quantum
information loss increasing the DC error, our numerical
simulations are showing the opposite (i.e. an increase in
Qtot leads to an increase in DC error).

B. Effects of single-photon detuning

Thus far, we have considered a large single-photon de-
tuning of ∆ = 9 GHz, but certain experimental setups

may require lower or higher detuning amounts. Recent
experiments have used detunings on the order of 2 to 4
GHz [11, 18, 21]. Figure 5 shows the FOM as a function
of the number of π-Raman pulses for detunings ranging
from 3 to 20 GHz. The data is showing that as we de-
crease our detuning, the number of pulses to get our min-
imum FOM is getting smaller along with the FOM start-
ing to get steeper with an increased number of pulses.
For detunings of 7 and 9 GHz the FOM minimizes at
17 pulses. This would give a small-error LMT of 34ℏkeff
before spontaneous decay starts to take over. For detun-
ings of 12 and 20 GHz, the FOM minimized at 19 and 21
pulses respectively giving a small-error LMT of 38 and
42ℏkeff before spontaneous decay takes over.

Figure 6 shows the pulse amount which gave the mini-
mum FOM for all the different detuning values presented
in Fig. 5, plus the case for ∆ = 1 GHz which is not
shown. The 1 GHz case has the FOM minimum occur
at 9 π-Raman pulses. The ∆ = 1 GHz case also shows
such a steep increase after hitting its minimum that plot-
ting it with others would drown out any noticeable data
from the graphs. Continuing to decrease ∆ will lead to
an increase in spontaneous decay. This is the big issue
with STIRAP as it relies on having ∆ ≈ 0 [41]. The data
shows here that the detuning parameter will need to be
finely tuned as too low a detuning will cause spontaneous
decay to quickly take over the N−2

R dependence. High
detunings will allow for larger and larger LMT but will
require higher laser intensity. If an experiment wants to
increase the detuning from 1 GHz to 10 GHz this would
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FIG. 5. The error figure of merit of the measured acceleration
for the cases of ∆ = 20 GHz (solid light-blue), ∆ = 12 GHz
(dotted green), ∆ = 9 GHz (dashed-dotted purple), ∆ = 7
GHz (dashed orange), ∆ = 5 GHz (dotted red), and ∆ = 3
GHz (solid dark blue). The measurement error is set to 2%.
As the value for ∆ decreases, the minimum error happens for
smaller pulse amounts. The steepness in the increase in error
also begins to rise with lower ∆ due to the higher probability
of spontaneous decay.

FIG. 6. The π-Raman pulse number which gave the optimal
error figure of merit when considering different large detuning
(∆) values. As ∆ goes down the number of π-Raman pulses
that can be used before spontaneous decay starts to overtake
the N−2

R noise dependence of the error goes down.

require increasing the intensity by that same factor of 10.
This increase in beam intensity will degrade the overall
contrast of the atom interferometer [42].

C. Effects of two-photon detuning

Thus far, we have considered the Raman two-photon
detuning, δ, to be zero as this can in principle be fulfilled

with fine-tuning. This fine-tuning is not trivial and there
could be a case where this value will still be > 0 after
fine-tuning or even desired (such as for frequency swept
ARP [21]). The value for δ is defined by the following
[18],

δ = (ω1 − ω2)−
(
ωHFS − keff · v+

ℏk2
eff

2m

)
+ δAC . (30)

Here ω1,2 are the Raman laser frequencies, ωHFS is the
hyperfine splitting, keff · v constitutes the Doppler shift,
ℏk2

eff/2m is for recoil shifts, and δAC is the AC Stark
shifts. We have considered δ = 0 as we have set ω1 = ω2.
As seen in Eqn. (30) there are other factors that need to
be mitigated and thus far we have considered fine-tuning
of the experiment would have these effects go to zero.
Since fine-tuning in a way that will have δ = 0 is non-

trivial, it is worth looking into the impact of a non-zero
δ. To study systems that would take into account a non-
zero δ, we consider the experiment for LMT by Butts
et al which locked ∆ = 3.5 GHz and had δ = 52 kHz
[18]. We also consider the work of McGuirk et al which
locked ∆ = 2 GHz [11]. The work of McGuirk et al
does not quote a value for δ. As they were working with
Cesium-133 (133Cs), we used the D-line data from Steck
et al [43] to consider recoil shifts and Doppler shifts to
get a plausible value for δ in their experiment if these
effects were not mitigated. We last looked at cases for
∆ = 9 GHz with a δ that has shifted due to Doppler and
recoil shifts for the 85Rb system we are interested in and
the case where fine-tuning has brought δ = 0. We also
consider a measurement uncertainty of 2.

Figure 7 shows the FOM as a function of the number
of π-Raman pulses for each of the cases. We see similar
to Fig. 5 that a larger ∆ detuning is better, but what
is more apparent is that when we consider similar δ the
increase in ∆ shows less increase in performance. For
instance, the ∆ = 9 GHz and ∆ = 2 GHz cases show
a minimum FOM for the 13 and 11 π-Raman pulses re-
spectively when δ = 63 kHz. Whereas the ∆ = 9 GHz
case with δ = 0 gives a minimum FOM for 17 π-Raman
pulses. The ∆ = 3.5 GHz case with a slightly smaller δ
even shows the same FOM minimum pulse number as the
∆ = 9 GHz case. We even see a steeper increase in error
after the minimum for the case of non-zero δ. Even with
a large increase in the detuning ∆ (e.g. 2 to 9 GHz), a
moderate shift in the 10 kHz range (which is plausible)
for δ will bring a noticeable loss of performance that will
need to be compensated for through fine-tuning.

When looking at the system similar to Butts et al, we
see for the 6ℏkeff and 10ℏkeff an average quantum infor-
mation loss due to spontaneous decay per pulse of 0.26%.
This is in good agreement with the estimate of 0.25%
they give in their work for the same pulse amounts [18].
Though again it should be noted we consider a system of
85Rb atoms and their experiment used 133Cs which will
have different system parameters. As for the work done
by McGuirk et al, they estimate a per pulse spontaneous
decay of 1% [11]. When looking at our case that esti-
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FIG. 7. The error figure of merit for the measured acceleration
when considering a non-zero δ detuning. The measurement
error is set to 2%. We consider the ∆ = 9 GHz case for
δ = 0 (purple dashed-dotted) and δ = 63 kHz (orange dashed)
which is possible when considering the δ shift due to photon
recoil and Doppler shift of an atom at the recoil velocity in
85Rb [32]. The other cases consider the experimental ∆ and δ
used by Butts et al [18] (red dotted) and McGuirk et al with
an assumed possible shift of δ as none was given [11] (blue
solid). We see that the δ detuning plays a big role in reducing
the performance as even increasing the ∆ detuning with the
same δ saw no improvement in the minimum error.

mates a plausible δ value, we are seeing a per pulse quan-
tum information loss from spontaneous decay of 0.5%.
The difference could be explained as we are considering
a lower value for δ than they had for their experiment as
well as the difference in the atomic system (again 85Rb
compared to 133Cs). When Eqns. (10a) and (10b) are
considered, the spontaneous decay highly affects the AC
term both in the amplitude and in the phase, whereas
it only plays a role in the amplitude for the DC term.
However, the detuning δ will be a factor in the phase
for both terms. In fact, since ∆ ≫ δ, γ, the detuning δ
has a more noticeable effect on the state populations of
the ground and excited states since it solely affects the
phase of the DC term. This means a difference in our
estimate for the spontaneous decay and that of McGuirk
et al could be that they had an increase in the ground
state population from an appreciable δ detuning causing
decay of the excited state giving an overestimate of the
actual spontaneous decay amount. In summary, the large
detuning ∆ will affect the overall amount of spontaneous
decay and the detuning δ will affect the efficiency of the
Raman pulses populating the excited state.

IV. CONCLUSIONS AND DISCUSSIONS

The work presented here has investigated the limita-
tions of a LMT multi-Raman pulse atom interferometer

acceleration sensor when considering undesired sponta-
neous decay. We began by considering an open quantum
system where an increase in optical interactions gives rise
to an increased chance of spontaneous decay. We mod-
eled the open quantum system by considering the Marko-
vian nature of this decay and applied the Lindblad master
equation in the Schrödinger picture. We were then able
to formulate the new atomic state dynamics taking into
account the undesired spontaneous decay of the interme-
diate high energy state. We numerically simulated the
atom interferometer acceleration sensor using the Runge-
Kutta 4th order integration for a system of 85Rb atoms
using parameters from Steck et al [32]. We then derived
the variance and combined it with the mean-value devi-
ation to determine an error figure of merit (FOM) of the
measured acceleration.

We found that the error FOM had a minimum at a
certain number of π-Raman pulses (NR). This minimum
was explainable as follows. For low number of π-Raman
pulses, the quantum information loss (Qtot) is small and,
hence, the FOM was dominated by N−2

R dependent er-
ror reduction. For large number of π-Raman pulses, the
FOM was dominated by substantial quantum informa-
tion loss, which increased the DC offset error. These
two competing trends produced the optimal number of π-
Raman pulses that accomplishes the overall minimum er-
ror. In our numerical analysis, we also incorporated that
the measurement of the excited state population can have
uncertainty uncorrelated with the quantum information
loss from undesired spontaneous decay. We incorporated
this into our error analysis as a percentage of the excited
state population lost during measurement. As the mea-
surement uncertainty increased, the LMT with minimum
error began to decrease and the increase in error after the
minimum began to steepen.

Having a large single-photon detuning, ∆, is not always
easy to achieve depending on the experimental setup as it
requires large laser power. With this in mind, we studied
how the large single-photon detuning would play a role
in the error FOM. We looked at large detunings ranging
from 20 GHz to 1 GHz. We saw that as the detuning in-
creased, the number of pulses to get a minimum FOM in-
creased. For smaller detunings, the number of pulses for
minimum FOM decreased as well. There was a steeper
rise in the DC offset error once this minimum occurred
for smaller detunings due to the higher probability of
spontaneous decay. As expected in other literature [42],
we quantitatively analyzed that it is preferred to have
a larger single-photon detuning to limit the amount of
spontaneous decay as shown here, but the increase in in-
tensity effect on the contrast of the atom interferometer
will need to be considered.

The ∆ detuning gives a limit on the amount of sponta-
neous decay, but in an experiment it is not always easy,
or desired, to have the two-photon detuning δ = 0. When
considering systems with ∆ and δ values similar to the
results from Butts et al [18] and McGuirk et al [11], we
see that the δ detuning starts limiting the atom interfer-
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ometer performance appreciably. For δ values used by
Butts et al and considering plausible Doppler and recoil
shifts, the increase in ∆ gave less of an increase in overall
performance compared to the δ = 0 case. This is due to δ
affecting the efficiency of the π-pulse more directly. The
less efficient pulses will have the DC offset error affected
by two-factors instead of just the quantum information
loss. We also came in good agreement with the amount
of quantum information loss per pulse for the 6ℏkeff and
10ℏkeff cases to that seen by Butts et al (e.g. 0.26% vs
0.25%) [18]. This unfortunately was not the case when
comparing to McGuirk et al. The discrepancy in our per
pulse quantum information loss to their estimated value
comes from not knowing the correct δ two-photon detun-
ing in their experiment as well as the difference in the
atomic system (85Rb compared to 133Cs).

Our results show that the spontaneous decay of LMT
multiple-Raman pulses will have a limit where the error
will be minimum based on different experimental param-
eters. Depending on the large single-photon detuning
and uncertainty in the measurement of the excited state,
a LMT of 34ℏkeff or higher can be achieved with mini-
mum deviation in measurement before spontaneous de-
cay starts to be an important factor. At the optimal LMT
of 34ℏkeff , we observed the overall error on the order of
10−5 m/s2. This could be the reason why experiments
utilizing multi-Raman pulse LMT combined it with other
error-compensating techniques [18, 21]. For instance,
the experiments using composite Raman pulses on 133Cs
which saw a minimal loss of contrast due to spontaneous
decay [18]. Kotru et al even resolved an LMT of 30ℏkeff
when using a combination of multiple-Raman pulses and
frequency-swept adiabatic rapid passage [21]. With this
in mind, these experimental insights give plausibility to
these LMT amounts when using multiple-Raman pulse

techniques. Finally, we note that we have considered
mainly the effect of spontaneous decay in this work, but
other noise factors (i.e. laser phase noise, shot noise, etc.
[42, 44–46]) will also affect the performance of LMT atom
interferometers using multiple-Raman pulses, which are
out of the scope of the work presented here. We also
consider an ideal situation where the D2 transition of the
|F = 2,mf = 0⟩ ground state to the |F ′ = 2⟩ intermedi-
ate state is suppressed. Future work could incorporate
this transition into the dynamics as well to see how much
more information loss there will be.
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Appendix A: Full Open Quantum System Dynamics

1. State population dynamics

Here we will discuss the solution to the adiabatically
eliminated state ci(t) as discussed in the main text IIA.
Let us show again the dynamics of the three-level sys-
tem when considering our effective Hamiltonian and the
Schrodinger equation,

iℏ ·
cg = ℏΩ1e

i(−k1·xg+ω1t)ci, (A1a)

iℏ ·
ce = ℏΩ2e

i(−k2·xe+ω2t)ci + ℏωgece, (A1b)

iℏ ·
ci = ℏΩ∗

1e
i(k1·xg−ω1t)cg + ℏΩ∗

2e
i(k2·xe−ω2t)ce + ℏωgici − iℏ

γl
2
ci. (A1c)

We next move into the rotating frame and use the sub-
stitutions cg = c̃g, ce = c̃ee

−iωget, and ci = c̃ie
−iωgit to

help simplify solving this set of coupled differential equa-
tions, and divide by ℏ to get a slightly different differen-

tial equation for
·
c̃i. We will also use that the dynamics

for c̃i will be very fast when compared to c̃g and c̃e al-
lowing us to use treat them as constant and adiabatically
eliminate c̃i [35, 36]. We now go about solving the dif-
ferential equation of c̃i,
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i
d
(
c̃ie

−iωgit
)

dt
= Ω∗

1e
−i(k1·xg−ω1t)c̃g +Ω∗

2e
−i(k2·xe−(ω2+ωeg)t)c̃e + ωgic̃ie

−iωgit − i
γl
2
c̃ie

−iωgit, (A2a)

i
d (c̃i)

dt
e−iωgit + ωgic̃ie

−iωgit = Ω∗
1e

−i(k1·xg−ω1t)c̃g +Ω∗
2e

−i(k2·xe−(ω2+ωeg)t)c̃e + ωgic̃ie
−iωgit − i

γl
2
c̃ie

−iωgit, (A2b)

d (c̃i)

dt
+
γl
2
c̃i = −iΩ∗

1e
−i(k1·xg+∆t)c̃g − iΩ∗

2e
−i(k2·xe+(∆+δ)t)c̃e. (A2c)

Here we have used the definitions ∆ = ωgi− ω1 and δ =
ω1 − ω2 − ωge. This has our dynamics be dependent on
the two detuning parameters and the spontaneous decay
as expected. Since we can apply adiabatic elimination,
we treat c̃g and c̃e as constants when compared to the
extremely fast dynamics of c̃i.

To solve the differential equation (Eqn. (A2c)) for the
dynamics of c̃i let us consider that a(t) = γl/2 and the
right-hand side is b(t). This gives a differential equation

of the form

d (c̃i)

dt
+ a(t)c̃i = b(t). (A3)

This differential equation has a general solution given by

c̃i(t) = Ce−Y (t) + e−Y (t)

∫
eY (t

′
)b(t

′
)dt

′
. (A4)

Here Y (t) =
∫

γl

2 dt
′
and we can plug back in a(t) = γ3/2

to get Y (t) = γl

2 t. We then plug Y (t) into Eqn. (A4) to
get

c̃i = Ce−
γl
2 t + e−

γl
2 t

∫
e

γl
2 t′
(
−iΩ∗

1e
−i(k1·xg+∆t)c̃g − iΩ∗

2e
−i(k2·xe+(∆+δ)t)c̃e

)
dt

′
, (A5)

It can be seen that if γl = 0, we return to the usual closed quantum system without the non-Hermitian spontaneous
decay. Performing the integration, we get

c̃i(t) = Ce−
γl
2 t +

[
−iΩ∗

1
γl

2 − i∆
ei(k1·xg+∆t)c̃g +

−iΩ∗
2

γl

2 − i(∆ + δ)
ei(k2·xe+(∆+δ)t)c̃e

]
(A6)

Next, we need to determine the value for C. To do this
we consider the initial condition that our system will be
completely in the ground state (i.e. c̃i(t = 0) = 0) which
gives us

C =

[
iΩ∗

1

i∆− γl

2

ei(k1·xg)c̃g +
iΩ∗

2

i(∆ + δ)− γl

2

ei(k2·xe)c̃e

]
(A7)

Plugging this back into Eqn. (A6), the final solution for
c̃i will be,

c̃i =

[
iΩ∗

1

i∆− γl

2

ei(k1·xg)c̃g +
iΩ∗

2

i(∆ + δ)− γl

2

ei(k2·xe)c̃e

]
e−

γl
2 t −

[
iΩ∗

1

i∆− γl

2

ei(k1·xg+∆t)c̃g +
iΩ∗

2

i(∆ + δ)− γl

2

ei(k2·xe+(∆+δ)t)c̃e

]
(A8)

With our solution for the intermediate high energy state, we can plug Eqn. (A8) back into our dynamics for c̃g
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and c̃e. Doing the algebra will leave us with,

·
c̃g =

[
|Ω1|2

i∆− γl

2

ei∆tc̃g +
Ω1Ω

∗
2

i(∆ + δ)− γl

2

ei(∆kx−∆t)c̃e

]
e−

γl
2 t −

[
|Ω1|2

i∆− γl

2

c̃g +
Ω1Ω

∗
2

i(∆ + δ)− γl

2

ei(∆kx−δt)c̃e

]
, (A9a)

·
c̃e =

[
|Ω2|2

i(∆ + δ)− γl

2

ei(∆+δ)tc̃e +
Ω2Ω

∗
1

i∆− γl

2

ei(−∆kx−(∆+δ)t)c̃g

]
e−

γl
2 t

−

[
|Ω2|2

i(∆ + δ)− γl

2

c̃e +
Ω2Ω

∗
1

i∆− γl

2

ei(−∆kx−δt)c̃g

]
. (A9b)

2. Density matrix dynamics

a. Closed system dynamics

So far we have considered the dynamics for the ampli-
tudes for the atomic states. Another way to describe the
dynamics is through the density matrix. Let us start by

considering again the following equation,

·
ρ = − i

ℏ

[
Ĥ, ρ̂

]
+
∑
k

(
LkρL

†
k − 1

2
L†
kLkρ−

1

2
ρL†

kLk

)
.

(A10)

Where we are using that Ĥ = Ĥ0 + Ĥint and Lk are our
Lindblad jump operators same as before. We start by
considering a closed system where we only will have Lg

and Le. We now can get our dynamics for each element
of the density matrix,

·
ρgg = Ω1e

i(k1xg−ω1t)ρgi +Ω∗
1e

−i(k1xg−ω1t)ρig + γgρii, (A11a)

·
ρgi =

·
ρ
∗
ig = iωigρgi +Ω∗

1e
−i(k1xg−ω1t)(ρii − ρgg)− Ω∗

2e
−i(k2xe−ω2t)ρge −

γg + γe
2

ρgi, (A11b)

·
ρee = Ω∗

2e
−i(k2xe−ω2t)ρie +Ω2e

i(k2xe−ω2t)ρei + γeρii, (A11c)

·
ρei =

·
ρ
∗
ie = iωieρei − Ω∗

1e
−i(k1xg−ω1t)ρeg − Ω∗

2e
−i(k2xe−ω2t)(ρii − ρee)−

γg + γe
2

ρei, (A11d)

·
ρeg =

·
ρ
∗
ge = iωegρeg +Ω∗

1e
−i(k1xg−ω1t)ρ∗ie +Ω2e

i(k2xe−ω2t)ρig, (A11e)
·
ρii = − ·

ρgg −
·
ρee. (A11f)

We can simplify these equations by moving into the ro-
tating frame just like we did for the amplitude dynamics,

ρkk = ρ̃kk, (A12a)

ρge = ρ∗eg = ρ̃gee
i(ω1−ω2)t, (A12b)

ρgi = ρ∗ig = ρ̃ige
iω1t, (A12c)

ρei = ρ∗ie = ρ̃eie
iω2t. (A12d)

Next, we will consider a spontaneous emission time scale
as τ = Γt where Γ is the spontaneous emission rate and

is only considering decay from state |i⟩ to states |g⟩ and
|e⟩. Here we will make an assumption that the decay
into states |g⟩ and |e⟩ are equal. We can then make the
following dimensionless transformations starting with,

d

dt
= Γ

d

dτ
, (A13)

Ω̃ =
Ω

Γ
. (A14)

This will now have our dimensionless dynamics of the
closed system to be,
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·
ρ̃gg = Ω̃1ρ̃gi + Ω̃∗

1ρ̃ig +
1

2
ρ̃ii, (A15a)

·
ρ̃gi =

·
ρ̃∗ig =

i

Γ
(ωig − (ω1 − k⃗1 · v⃗g))ρ̃gi + Ω̃∗

1(ρ̃ii − ρ̃gg)− Ω̃∗
2ρ̃ge −

1

2
ρ̃gi, (A15b)

·
ρ̃ee = Ω̃∗

2ρ̃ie + Ω̃2ρ̃ei +
1

2
ρ̃ii, (A15c)

·
ρ̃ei =

·
ρ̃∗ie =

i

Γ
(ωie − (ω2 − k⃗2 · v⃗e))ρ̃ei − Ω̃∗

1ρeg − Ω̃∗
2(ρ̃ii − ρ̃ee)−

1

2
ρ̃ei, (A15d)

·
ρ̃eg =

·
ρ̃∗ge =

i

Γ
(ωeg − (ω1 − k⃗1 · v⃗g)− (ω2 − k⃗2 · v⃗e))ρ̃eg + Ω̃∗

1ρ̃
∗
ie + Ω̃2ρ̃ig, (A15e)

·
ρ̃ii = −

·
ρ̃gg −

·
ρ̃ee. (A15f)

The Doppler-shifted laser frequencies observed by the

atoms are represented by the ω− k⃗ · v⃗ terms. Thus far we
have not taken into account the Doppler shift as we have
been interested in looking at the spontaneous emission.
With that in mind, we will ignore its contribution even

for the closed system dynamics and make the following
substitutions similar to what was done previously,

∆ = ωig − ω1, (A16a)

δR = ωeg − (ω1 − ω2). (A16b)

This will give us reduced dynamics of the following,

·
ρ̃gg = Ω̃1ρ̃gi + Ω̃∗

1ρ̃ig +
1

2
ρ̃ii, (A17a)

·
ρ̃gi =

·
ρ̃∗ig = i∆̃ρ̃gi + Ω̃∗

1(ρ̃ii − ρ̃gg)− Ω̃∗
2ρ̃ge −

1

2
ρ̃gi, (A17b)

·
ρ̃ee = Ω̃∗

2ρ̃ie + Ω̃2ρ̃ei +
1

2
ρ̃ii, (A17c)

·
ρ̃ei =

·
ρ̃∗ie = i(∆̃− δ̃R)ρ̃ei − Ω̃∗

1ρeg − Ω̃∗
2(ρ̃ii − ρ̃ee)−

1

2
ρ̃ei, (A17d)

·
ρ̃eg =

·
ρ̃∗ge = iδ̃Rρ̃eg + Ω̃∗

1ρ̃
∗
ie + Ω̃2ρ̃ig, (A17e)

·
ρ̃ii = −

·
ρ̃gg −

·
ρ̃ee. (A17f)

Here ∆̃ = ∆/Γ and δ̃R = δR/Γ.
The dynamics above is a closed system where the high

energy excited state |i⟩ emits population into either |g⟩ or
|e⟩ giving no loss of population in the system, ρii+ ρee+
ρgg = 1. For the open quantum system, we will consider
that the state |i⟩ will decay into something other than |g⟩
and |e⟩. This spontaneous emission is added in through
the following,

·
ρ̃ii = −

·
ρ̃gg −

·
ρ̃ee − γ̃lρ̃ii, (A18a)

where γ̃l = γl/Γ.

b. Open system dynamics

Another way to look at the dynamics is to start by con-
sidering it an open quantum system from the start. Let
us return to the Hamiltonian for the atom interferometer
three-level system and apply the Lindblad operators for

each decay channel to determine
·
ρ for the system. Using

equation (4) and with the help of equation (A12d) we
find a set of differential equations for the density matrix
components as follows [47],
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·
ρ̃gg = iΩ1e

ik1xg ρ̃gi − iΩ∗
1e

−ik1xg ρ̃ig + γgρ̃ii, (A19a)
·
ρ̃ge =

·
ρ̃∗eg = −iδρ̃ge − iΩ∗

1e
−ik1xg ρ̃ie + iΩ2e

ik2xe ρ̃gi, (A19b)
·
ρ̃gi =

·
ρ̃∗ig = i∆ρ̃gi − i[Ω∗

1e
−ik1xg (ρ̃ii + ρ̃ee − 1)− Ω∗

2e
−ik2xe ρ̃ge]−

Γ

2
ρ̃gi, (A19c)

·
ρ̃ee = −iΩ∗

2e
−ik2xe ρ̃ie + iΩ2e

ik2xe ρ̃ei + γeρ̃ii, (A19d)
·
ρ̃ei =

·
ρ̃∗ie = i(∆ + δ)ρ̃ei − i[Ω∗

1e
−ik1xg ρ̃eg − Ω∗

2e
−ik2xe(ρ̃ii − ρ̃ee)]−

Γ

2
ρ̃ei, (A19e)

·
ρ̃ii = −

·
ρ̃gg −

·
ρ̃ee − γlρ̃ii. (A19f)

Here Γ = γg + γe + γl. We now use the fact that we
are far detuned from the intermediate excited state (i.e.
∆ ≫ δ,Ω1,Ω2, γg,e,l) to adiabatically eliminate the inter-
mediate excited state. This adiabatic elimination brings

a fast decay of the quickly oscillating term for the
·
ρ̃gi

and
·
ρ̃ei dynamics. We also will have the population of

the intermediate excited state, ρ̃ii, go to zero from the
depumping and fast spontaneous decay. With this, we
can solve for their steady-state solutions to get

ρ̃SS
gi = i

Ω∗
1ρ̃gge

−k1xg − Ω∗
2ρ̃gee

−k2xe

(Γ2 − i∆)
, (A20a)

ρ̃SS
ei = −iΩ

∗
1ρ̃ege

−k1xg +Ω∗
2ρ̃eee

−k2xe

(Γ2 − i(∆ + δ))
. (A20b)

With the steady-state solutions for the slowly varying
terms, we can plug Eqns. (A20a) and (A20b) back into
·
ρ̃gg,

·
ρ̃ge, and

·
ρ̃ee and use the fact to that ∆ ≫ δ to get a

set of coupled differential equations that depend only on
the |g⟩ and |e⟩ states

·
ρ̃gg = |Ω1|2ρ̃gg

[
1

Γ
2 − i∆

+
1

Γ
2 + i∆

]
+

Ω1Ω
∗
2

Γ
2 − i∆

ei∆kx ρ̃ge +
Ω2Ω

∗
1

Γ
2 + i∆

e−i∆kx ρ̃eg, (A21a)

·
ρ̃ge = − Ω∗

1Ω2

Γ
2 + i∆

e−i∆kx ρ̃ee −
Ω∗

1Ω2

Γ
2 − i∆

ei∆
′
kx ρ̃gg −

[
|Ω1|2

Γ
2 + i∆

+
|Ω2|2

Γ
2 − i∆

]
ρ̃ge, (A21b)

·
ρ̃ee = −|Ω2|2ρ̃ee

[
1

i∆+ Γ
2

+
1

Γ
2 − i∆

]
− Ω∗

2Ω1

Γ
2 + i∆

e−i∆
′
kx ρ̃ge −

Ω∗
1Ω2

Γ
2 − i∆

ei∆
′
kx ρ̃eg. (A21c)

We next want to see if our initial model equations will
give us the same outcome when we consider that ρkj =
⟨k|ρ|j⟩ = ρkj = ⟨k|ψ⟩⟨ψ|j⟩ = c∗kcj . The differential

form will have
·
ρkj = d(c∗kcj)/dt. Using Eqns. (A9a)

and (A9b), replacing γl with Γ, applying the chain rule,
doing some algebra will give us



17

d(c∗gcg)

dt
= −|Ω1|2c̃∗g c̃g

[
f(∆,Γ)
Γ
2 − i∆

+
f∗(∆,Γ)
Γ
2 + i∆

]
− Ω1Ω

∗
2

Γ
2 − i∆

c̃∗g c̃ee
i∆kxf∗(∆,Γ)− Ω2Ω

∗
1

Γ
2 + i∆

c̃∗e c̃ge
−i∆kxf(∆,Γ), (A22a)

d(c∗gce)

dt
=

Ω∗
1Ω2

Γ
2 + i∆

c̃∗e c̃ee
−i∆kxf(∆,Γ) +

Ω∗
1Ω2

Γ
2 + i∆

c̃∗g c̃ge
i∆

′
kxf∗(∆,Γ) +

[
|Ω1|2

Γ
2 + i∆

f(∆,Γ) +
|Ω2|2

Γ
2 − i∆

f∗(∆,Γ)

]
c̃∗g c̃e

(A22b)

d(c∗ece)

dt
= |Ω2|2c̃∗e c̃e

[
f∗(∆,Γ)

i∆+ Γ
2

+
f(i∆, Γ2 )
Γ
2 − i∆

]
+

Ω∗
2Ω1

Γ
2 + i∆

c̃∗g c̃ee
−i∆

′
kxf(∆,Γ) +

Ω∗
1Ω2

Γ
2 − i∆

c̃∗e c̃ge
i∆

′
kxf∗(∆,Γ). (A22c)

Here the function f(∆,Γ) = ei∆t−(Γ/2)t−1 and f∗(∆,Γ)
is the complex conjugate. It can be seen that the two
methods match up almost exactly. The only differences
come from an additional quickly oscillating and decaying
term and a sign difference. We again can consider that

the oscillations will be extremely fast and that the decay
will be fast as well (i.e. adiabatic elimination). This
eliminates the quickly oscillating and decaying from the
f(i∆, Γ2 ) term and gives us a sign change

d(c∗gcg)

dt
= |Ω1|2c̃∗g c̃g

[
1

Γ
2 − i∆

+
1

Γ
2 + i∆

]
+

Ω1Ω
∗
2

Γ
2 − i∆

ei∆kx c̃∗g c̃e +
Ω2Ω

∗
1

Γ
2 + i∆

e−i∆kx c̃∗e c̃g, (A23a)

d(c∗gce)

dt
= − Ω∗

1Ω2

Γ
2 + i∆

e−i∆kx c̃∗e c̃e −
Ω∗

1Ω2

Γ
2 − i∆

ei∆
′
kx c̃∗g c̃g −

[
|Ω1|2

Γ
2 + i∆

+
|Ω2|2

Γ
2 − i∆

]
c̃∗g c̃e, (A23b)

d(c∗ece)

dt
= −|Ω2|2c̃∗e c̃e

[
1

i∆+ Γ
2

+
1

Γ
2 − i∆

]
− Ω∗

2Ω1

Γ
2 + i∆

e−i∆
′
kx c̃∗g c̃e −

Ω∗
1Ω2

Γ
2 − i∆

ei∆
′
kx c̃∗e c̃g. (A23c)

If we now remember that ρkj = c∗kcj we can get ev-
erything back in terms of the density matrix. We end
up with the same set of differential equations as Eqns.
(A21a) - (A21c).

Appendix B: Variance Calculations

1. Acceleration variance density matrix approach

As seen in the main text, the variance of the acceler-
ation is key to determining the error in the atom inter-
ferometer. With the dynamics described in section A2 a,

we can determine the variance strictly in terms of den-
sity matrix components. First, let us remind ourselves of
the fundamental equation for an atom interferometer to
measure acceleration,

|ce(tf )|2

|cg(tf )|2
=
ρee
ρgg

= b+ dtan2Φ, (B1)

where Φ = a⃗T 2|keff |cosθ. We will again make a sim-
plification to have α = T 2|keff |cosθ. We then will take
the Taylor series expansion of tan2Φ around the expected
acceleration ⟨a⟩:

tan2(αa) ≃ tan2(α⟨a⟩) + 2α[tan(α⟨a⟩) + tan3(α⟨a⟩)](a− ⟨a⟩). (B2)

Here we have used that up to first-order a − ⟨a⟩ will be
small. This allows us to write,

ρee
ρgg

= b+ d(a− ⟨a⟩), (B3)

where b = tan2(α⟨a⟩) and d = 2α[tan(α⟨a⟩) +
tan3(α⟨a⟩)]. Therefore, the variances are given by,
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var

(
ρee
ρgg

)
= var(b+ d(a− ⟨a⟩)), (B4a)

= ⟨[b+ d(a− ⟨a⟩)]2⟩ − ⟨[b+ d(a− ⟨a⟩)]⟩2, (B4b)

= d2⟨(a− ⟨a⟩)2⟩+ 2d⟨a− ⟨a⟩⟩, (B4c)

= d2var(a). (B4d)

This comes from the fact that ⟨a − ⟨a⟩⟩ = ⟨a⟩ − ⟨a⟩ = 0
and by definition ⟨(a− ⟨a⟩)2⟩ is the variance. From here

we get,

var(a) =
1

d2
var

(
ρee
ρgg

)
. (B5)

Similar to before, we see that we need to know the vari-
ance of a ratio. In fact, we are using the variance of
the ratio from before just in terms of components of the
density matrix. Using Eqn. (15) we get,

var

(
ρee
ρgg

)
≃ 1

n

[
var(ρee)

⟨ρgg⟩2
+

⟨ρee⟩2var(ρgg)
⟨ρgg⟩4

− 2⟨ρee⟩cov(ρee, ρgg)
⟨ρgg⟩3

]
. (B6)

If we assume level populations are Poisson distributions
we will have var(ρ) = ⟨ρ⟩ giving us,

var

(
ρee
ρgg

)
≃ 1

n

⟨ρee⟩
⟨ρgg⟩3

[⟨ρgg⟩+ ⟨ρee⟩ − 2cov(ρee, ρgg)] .

(B7)

We will next make the assumption that the error of ρ

is equal to its standard deviation (i.e. square root of the
variance):

ρee = ⟨ρee⟩ ±
√
⟨ρee⟩, (B8a)

ρgg = ⟨ρgg⟩ ±
√

⟨ρgg⟩. (B8b)

We can then write the covariance as,

cov(ρee, ρgg) = ⟨ρeeρgg⟩ − ⟨ρee⟩⟨ρgg⟩, (B9a)

= ⟨⟨ρee⟩⟨ρgg⟩ ± ⟨ρgg⟩
√

⟨ρee⟩ ± ⟨ρee⟩
√
⟨ρgg⟩ ±

√
⟨ρee⟩⟨ρgg⟩⟩ − ⟨ρee⟩⟨ρgg⟩. (B9b)

The average of the ± terms will be zero. It can be seen
then that the covariance will come out to be zero as well
leaving the variance of the ratio to be,

var

(
ρee
ρgg

)
≃ 1

n

⟨ρee⟩
⟨ρgg⟩3

[⟨ρgg⟩+ ⟨ρee⟩] . (B10)

Thus, we get our variance for the acceleration to be

var(a) ≃ 1

n

⟨ρee⟩
⟨ρgg⟩3

[⟨ρgg⟩+ ⟨ρee⟩](
2α[tan(α⟨a⟩) + tan3(α⟨a⟩)]

)2 (B11)

It is worth noting again, that α will change depending on
if you consider a traditional π/2−π−π/2 pulse sequence
or the multi-Raman pulse sequence.

2. Variance, covariance, and analytical Q

a. Analytical Q

Now that we have determined the dynamics of our open
quantum system, including spontaneous emission, we can
study the effects of quantum information loss due to the
higher probability of spontaneous decay from the inter-
mediate high energy state. Let us consider the popula-
tion of the intermediate excited state a number of excited
state lifetimes after a Raman pulse. Our model atom is
85Rb,which consists of two ground states (|F = 2⟩ and
|F = 3⟩) with corresponding 2F + 1 magnetic sublevels.
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We assume in our model that the Raman pulse drives
the clock transition |F = 2,mF = 0⟩ → |F = 3,mF = 0⟩.
The loss will be dominated by decay into the loss state
made up of all sublevels that are not part of the clock
transition. For a closed three-level Lambda system, we
have the usual population conservation equation

|cg|2 + |ce|2 + |ci|2 = 1. (B12a)

However, for our open system, we account for the loss of
quantum information by writing

|cg|2 + |ce|2 + |ci|2 = 1−Q, (B12b)

where Q is the amount of quantum information lost for a
given pulse. We can connect the population in the inter-
mediate high energy state to the quantum information
loss as follows

Q =

∫ t

t0

γlc̃
∗
i c̃idt. (B13)

In general, Raman pulses are long relative to the inverse
decay rate of the excited state (γl), so we can consider a
time long enough so that γlt≫ 1. In this limit, only the
oscillatory time-dependent term of c̃i (i.e., the second
bracketed term of the right-hand side in equation (9))

remains. This gives us a quasi-steady-state quantity c̃i
as a function of slowly varying c̃g and c̃e

c̃i =

[
−iΩ∗

1

−i∆+ γl

2

ei(k1·xg+∆t)c̃g +
−iΩ∗

2

−i(∆ + δ) + γl

2

ei(k2·xe+(∆+δ)t)c̃e

]
(B14)

Using equation (B14) and choosing Ω1 = Ω2 to avoid AC Stark shifts proportional to |Ω1|2 − |Ω2|2 [28], we obtain

c̃∗i c̃i ≃ |Ω1|2
 c̃2g(

∆2 +
(
γl

2

)2) +
c̃2e(

(∆ + δ)2 +
(
γl

2

)2) +

(
c̃g c̃

∗
e

(−i∆+ γl

2 )(i(∆ + δ) + γl

2 )
ei(∆kx+δt) + c.c.

) . (B15)

Next, we will Taylor expand the terms that will depend
on eiδt to first order. Plugging Eqn. (B15) with the Tay-
lor expanded terms into the integration of Eqn. (B13), we
will be left with a term linear in ttot (where ttot = t− t0)
and a term to the second order in ttot. If we also con-
sider that ttot will be on the order of microseconds this

Taylor expansion will hold. Also, if we consider that for
an efficient atom interferometer ∆ ≫ γl, we can ignore
the second order and higher terms. It is also worth not-
ing that we are considering that the detuning ∆ is well
within 1/σT , where σT is the pulse width. Then, we get
the following for our quantum information loss

Q = γl |Ω1|2 ttot

 c̃2g(
∆2 +

(
γl

2

)2) +
c̃2e(

(∆ + δ)2 +
(
γl

2

)2) +

(
c̃g c̃

∗
e

(−i∆+ γl

2 )(i(∆ + δ) + γl

2 )
ei∆kx + c.c.

) . (B16)

b. Variance and covariance relation

To determine the variance of the quantum information
loss, Q, we will consider the operator A made up of the
jump operators c† = |i⟩⟨l| and c = |l⟩⟨i| such that A =
cc†. The variance of our operator A will be defined by

var(A) = ⟨A2⟩ − ⟨A⟩2. (B17)

We plug in the definition of the expectation value to get

var(A) = ⟨ψ|cc†cc†|ψ⟩ − ⟨ψ|cc†|ψ⟩2, (B18a)

var(A) = ⟨ψ|cc†|ψ⟩ − ⟨ψ|cc†|ψ⟩2. (B18b)

Next we can use that ⟨ψ|cc†|ψ⟩ = ⟨ψ|l⟩⟨l|ψ⟩ = |cl|2. We
have defined the population of the loss state as Q which
is defined by Eqn. (B16). In summary, we have

var(cc†) = |cl|2 − |cl|4 = |cl|2(1− |cl|2). (B19)



20

Note that we proved that |cl|2 is relatively a constant
over the time of interest (see Eqn. (B16)). This leads
us to the variance of the quantum information loss per
pulse to be

var(Q) = γ2l t
2
totvar(cc

†) = γ2l t
2
tot

Q

γlttot

(
1− Q

γlttot

)
(B20a)

var(Q) = γlttotQ

(
1− Q

γlttot

)
(B20b)

A quick sanity check will show that this will be valid as
Q will be less than 1 and γlttot ≫ 1.

With the variance of the quantum information loss de-
termined, we can now begin to understand the covariance
between the excited state population and the quantum
information loss. Let us first consider how we will de-
fine the excited state population and quantum informa-
tion loss. The error in the excited state population will
come from two sources, the error in the Raman process

measurement and from the spontaneous emission. The
error of quantum information loss will be the error in
the population of the loss state and will also be due to
spontaneous emission. We will treat these errors as be-
ing random error sources. We rewrite the excited state
population, ground state population, and the quantum
information loss as

|ce|2 = |ce|2 + ϵM + ϵΓ, (B21a)

|cg|2 = |cg|2 + ϵ′Γ, (B21b)

Q = Q+ ϵQ. (B21c)

Here ϵM and ϵΓ are the errors of the excited state popu-
lation due to the measurement process and spontaneous
emission respectively, ϵ′Γ is the error of the ground state
population due to spontaneous emission, and ϵQ is the er-
ror in the quantum information loss due to spontaneous
emission.
We can use these rewritten definitions for the excited

state population and the quantum information loss to get
the covariance as follows

cov(|ce|2, Q) = ⟨(|ce|2 + ϵM + ϵΓ)(Q+ ϵQ)⟩ − ⟨|ce|2 + ϵM + ϵΓ⟩⟨Q+ ϵQ⟩, (B22a)

cov(|ce|2, Q) = ⟨ϵΓϵQ⟩. (B22b)

We have used here that the only correlated error will be
due to the errors from spontaneous emission. Let us now
consider the fact that |ce|2 + |cg|2 + |cl|2 = |ce|2 + |cg|2 +
mQ/γlttot = 1, where m = 2NR. The error must have a
mean value of zero, and approximately ϵΓ ≃ ϵ′Γ for many
Raman pulses, so we will have 2ϵΓ+mϵQ/γlttot = 0 while

ignoring the measurement error ϵM . Then, we will get
the final form of the covariance to be

cov(|ce|2, Q) = − m

2γlttot
⟨ϵ2Q⟩ = − m

2γlttot
var(Q)

= −m
2
Q

(
1− Q

γlttot

)
. (B23)
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