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Abstract

Huemer et al. (Discrete Math, 2019) proved that for any two finite point sets R and B in
the plane with |R| = |B|, the perfect matching that matches points of R with points of B, and
maximizes the total squared Euclidean distance of the matched pairs, has the property that all
the disks induced by the matching have a nonempty common intersection. A pair of matched
points induces the disk that has the segment connecting the points as diameter. In this note, we
characterize these maximum-sum matchings for any continuous (semi)metric, focusing on both
the Euclidean distance and squared Euclidean distance. Using this characterization, we give a
different but simpler proof for the common intersection property proved by Huemer et al..

1 Introduction

Let R and B be two point sets in the plane with |R| = |B|. The points in R are called red, and
those in B are called blue. A matching M of R ∪ B is a partition of R ∪ B into n pairs such that
each pair consists of a red point and a blue point. A point p ∈ R and a point q ∈ B are matched if
and only if the (unordered) pair (p, q) is in the matching. For every p, q ∈ R2, we use pq to denote
the segment connecting p and q, ℓ(pq) to denote the line through pq, and B(pq) to denote the disk
with diameter equal to the length ∥p − q∥ of pq, that is centered at the midpoint (p + q)/2 of pq.
For any matching M, we use BM to denote the set of the disks associated with, or induced by, the
matching, that is, BM = {B(pq) : (p, q) ∈ M}, where B(pq) is the disk induced by the edge (p, q).

Given a metric, or semi-metric function d : R2 × R2 → R≥0, we say that a matching M is max-
sum if it maximizes

∑
(p,q)∈M d(p, q) among all matchings of R and B. Recall that a function is a

semi-metric if it satisfies all the properties of a metric function except the triangle inequality.

Huemer et al. [8] proved that if M is a max-sum matching for d(p, q) = ∥p− q∥2 for all p, q ∈ R2,
then all the disks of BM have a point in common. That is, d is the squared Euclidean distance,
also called quadrance, and it is in fact a semi-metric.

For the Euclidean distance d(p, q) = ∥p−q∥, Bereg et al. [4] proved that any max-sum matching M
between R and B does not always satisfy that all disks in BM have a common point, although the
disks intersect pairwise. As their main result, they proved that the common intersection is always
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satisfied when M is a max-sum matching between 2n uncolored points. For an even point set in
the plane, a matching is simply a partition of the set into pairs.

In this note, we consider max-sum matchings between planar colored point sets R and B with
|R| = |B| = n, n ≥ 1, for any continuous (semi)metric d of the Euclidean plane. In Section 2, we
characterize the max-sum matchings between three red points and three blue points in terms of the
common intersection of certain sets defined by the six points. Using this characterization, in the
case where d is the Euclidean quadrance, we give in Section 3 an elementary proof to the main
theorem by Huemer et al. [8]: The disks induced by a max-sum matching have a common point.

1.1 Related work

Motivated by the study of geometric matchings of planar point sets, Huemer et al. [8] proved that
for any finite bichromatic point set R∪B with |R| = |B|, and a max-sum matching M of R and B
according to the squared Euclidean distance, all disks in BM have a nonempty common intersection.
Later, Bereg et al. [4] proved that all disks in BM have a nonempty common intersection for any
point set P of 2n uncolored points in the plane, when M is a max-sum matching of P with
respect to the Euclidean distance. This result has been slightly strengthened by Barabanshchikova
and Polyanskii [3], who proved that the interiors of all disks in BM have a nonempty common
intersection in the case where all elements of P are distinct.

Soberón and Tang [11] considered this kind of geometric intersection problems in the more general
context of geometric graphs: Given a geometric graph with vertex set a finite point set in the plane
(where the edges are straight segments connecting points), they define the graph as a Tverberg
graph if the disks induced by the edges of the graph have a nonempty common intersection. They
show that for any odd planar point set there exists a Hamiltonian cycle which is a Tverberg graph,
and that for any even planar point set there exists a Hamiltonian path with the same property.
Notice that the previous mentioned results can be stated in terms of Tverberg graphs. For example,
the result of Huemer et al. [8]: For any finite bichromatic point set R ∪ B with |R| = |B|, any
max-sum matching of R and B according to the squared Euclidean distance is a Tverberg graph.

Pirahmad et al. [10] refined and extended these results. They proved, for example, that: for any
finite point set in the plane there exists a Hamiltonian cycle that is a Tverberg graph; for any even
point set in Rd there exists a matching that is a Tverberg graph; and for any red and blue points
in Rd, d ≥ 3, there exists a perfect red-blue matching that is a Tverberg graph. This last result
generalizes the initial result of Huemer et al. [8] to higher dimensions.

In the same direction, Abu-Affash et al. [1] proved that for any finite planar point set P , the
maximum-weight spanning tree of P is a Tverberg graph. In fact, they proved that the center of
the smallest enclosing circle of P is contained in all the disks induced by the tree.

Fingerhut (see Eppstein [5]), motivated by a problem in designing communication networks (see
Fingerhut et al. [6]), conjectured that given a set P of 2n uncolored points in the plane, not
necessarily distinct, and a max-sum matching {(ai, bi), i = 1, . . . , n} of P , there exists a point o of
the plane, not required to be a point of P and called the center of the matching, such that

∥ai − o∥+ ∥bi − o∥ ≤ 2√
3
∥ai − bi∥ for all i ∈ {1, . . . , n}, where 2/

√
3 ≈ 1.1547. (1)

Bereg et al. [4], by proving that for any point set P of 2n uncolored points in the plane and a
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max-sum matching M = {(ai, bi), i = 1, . . . , n} of P we have that all disks in BM have a nonempty
common intersection, obtained an approximation to this conjecture. Indeed, any point o in the
common intersection satisfies

∥ai − o∥+ ∥bi − o∥ ≤
√
2 ∥ai − bi∥, where

√
2 ≈ 1.4142.

Recently, Barabanshchikova and Polyanskii [2] confirmed the conjecture of Fingerhut. After that,
Pérez-Lantero and Seara [9] proved the bichromatic version of the main result obtained by Bereg
et al. [4]: If R and B are two point sets in the plane with |R| = |B| = n, and M = {(ri, bi) ∈
R×B : i = 1, 2, . . . , n} is a max-sum matching for the Euclidean distance, there exists a point o of
the plane such that

∥ri − o∥+ ∥bi − o∥ ≤
√
2 ∥ri − bi∥ for all i ∈ {1, 2, . . . , n}. (2)

These results about the conjecture of Fingerhut are related to the common intersection of convex
sets induced by the pairs of the max-sum matchings, ellipses in this case. Indeed, for two points
p, q ∈ R2 and a real number λ ≥ 1, let Eλ(pq) denote the (region bounded by) the ellipse with
foci p and q and major axis length λ∥p − q∥. That is, Eλ(pq) = {x ∈ R2 : ∥p − x∥ + ∥q − x∥ ≤
λ∥p − q∥}. The statement of Equation (1) is equivalent to stating that the common intersection
of the ellipses E2/√3(a1b1), E2/√3(a2b2), . . . , E2/√3(anbn) is nonempty. Furthermore, the statement

of Equation (2) is equivalent to stating that the common intersection of the ellipses E√2(r1b1),
E√2(r2b2), . . . , E√2(rnbn) is also nonempty [2, 5, 9].

2 Characterization of max-sum matchings of 6 points

Let R = {a, b, c} be a set of three red points and B = {a′, b′, c′} a set of three blue points. Let d
be a continuous (semi)metric function on R2. Let {(a, a′), (b, b′), (c, c′)} be a matching of R and B.
Let us define the following six sets:

H(a, b) ={x ∈ R2 : d(a, b′)− d(b, b′) ≤ d(a, x)− d(b, x)},
H(b, c) ={x ∈ R2 : d(b, c′)− d(c, c′) ≤ d(b, x)− d(c, x)},
H(c, a) ={x ∈ R2 : d(c, a′)− d(a, a′) ≤ d(c, x)− d(a, x)},

and

h(a, b) ={x ∈ R2 : d(a, x)− d(b, x) ≤ d(a, a′)− d(b, a′)},
h(b, c) ={x ∈ R2 : d(b, x)− d(c, x) ≤ d(b, b′)− d(c, b′)},
h(c, a) ={x ∈ R2 : d(c, x)− d(a, x) ≤ d(c, c′)− d(a, c′)}.

In other words, H(a, b) is the set of the (blue) points x ∈ R2 such that d(a, b′) + d(b, x) ≤ d(a, x) +
d(b, b′). That is, {(a, x), (b, b′)} is a max-sum matching of {a, b} and {x, b′}. Similarly, h(a, b)
is the set of the (blue) points x ∈ R2 such that {(a, a′), (b, x)} is a max-sum matching of {a, b}
and {a′, x}. For example, if d is the Euclidean distance, then the boundaries of the sets H(a, b)
and h(a, b) are arcs of hyperbolas with foci a and b (see Figure 1a). Similarly, if d is the squared
Euclidean distance, then H(a, b) and h(a, b) are half-planes whose boundaries are perpendicular to
the line ℓ(ab) through the segment ab (see Figure 1b).
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a b

b′ a′

H(a, b)

h(a, b)

(a)

a b

b′ a′

H(a, b)

h(a, b)

(b)

Figure 1: Definition of the sets H(a, b) and h(a, b) for (a) ∥ · ∥, and (b) ∥ · ∥2 (the labels b′ and a′ are used
to indicate that they are in the boundaries of H(a, b) and h(a, b), respectively).

Lemma 2.1. If the five intersections H(a, b)∩H(b, c)∩H(c, a), h(a, b)∩h(b, c)∩h(c, a), H(a, b)∩
h(a, b), H(b, c) ∩ h(b, c), and H(c, a) ∩ h(c, a) are all nonempty, then {(a, a′), (b, b′), (c, c′)} is a
max-sum matching of {a, b, c} and {a′, b′, c′}.

Proof. Let z1 ∈ H(a, b) ∩H(b, c) ∩H(c, a). Then,

d(a, b′)− d(b, b′) ≤ d(a, z1)− d(b, z1),

d(b, c′)− d(c, c′) ≤ d(b, z1)− d(c, z1),

d(c, a′)− d(a, a′) ≤ d(c, z1)− d(a, z1).

By adding the above three equations, we obtain that

d(a, b′) + d(b, c′) + d(c, a′) ≤ d(a, a′) + d(b, b′) + d(c, c′).

Let z2 ∈ h(a, b) ∩ h(b, c) ∩ h(c, a). Then,

d(a, z2)− d(b, z2) ≤ d(a, a′)− d(b, a′),

d(b, z2)− d(c, z2) ≤ d(b, b′)− d(c, b′),

d(c, z2)− d(a, z2) ≤ d(c, c′)− d(a, c′).

By adding the above three equations, we obtain that

d(a, c′) + d(b, a′) + d(c, b′) ≤ d(a, a′) + d(b, b′) + d(c, c′).

Let z3 ∈ H(a, b) ∩ h(a, b). By the definitions of H(a, b) and h(a, b), we have that

d(a, b′)− d(b, b′) ≤ d(a, z3)− d(b, z3) ≤ d(a, a′)− d(b, a′).

Then, we obtain d(a, b′) + d(b, a′) ≤ d(a, a′) + d(b, b′), which implies that

d(a, b′) + d(b, a′) + d(c, c′) ≤ d(a, a′) + d(b, b′) + d(c, c′).

Analogously, we obtain that

d(a, a′) + d(b, c′) + d(c, b′) ≤ d(a, a′) + d(b, b′) + d(c, c′), and
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d(a, c′) + d(b, b′) + d(c, a′) ≤ d(a, a′) + d(b, b′) + d(c, c′).

Therefore, {(a, a′), (b, b′), (c, c′)} is a max-sum matching of {a, b, c} and {a′, b′, c′}, since its total
sum is never smaller than that of any other matching.

Lemma 2.2. If {(a, a′), (b, b′), (c, c′)} is a max-sum matching of {a, b, c} and {a′, b′, c′}, then the
five intersections H(a, b)∩H(b, c)∩H(c, a), h(a, b)∩h(b, c)∩h(c, a), H(a, b)∩h(a, b), H(b, c)∩h(b, c),
and H(c, a) ∩ h(c, a) are all nonempty.

Proof. Observe that {(a, a′), (b, b′)} must be a max-sum matching of {a, b} and {a′, b′}. Then,
we have that d(a, b′) + d(b, a′) ≤ d(a, a′) + d(b, b′), which is equivalent to d(a, b′) − d(b, b′) ≤
d(a, a′) − d(b, a′). This implies that a′, b′ ∈ H(a, b) ∩ h(a, b), which means that H(a, b) ∩ h(a, b) is
not empty. Analogously, H(b, c) ∩ h(b, c) and H(c, a) ∩ h(c, a) are not empty.

Let us prove now that H(a, b) ∩ H(b, c) ∩ H(c, a) ̸= ∅. The proof for h(a, b) ∩ h(b, c) ∩ h(c, a) is
analogous. We divide the proof into two cases.

As the first case, suppose that a′ ∈ H(b, c), b′ ∈ H(c, a), or c′ ∈ H(a, b). Assume w.l.o.g. that
a′ ∈ H(b, c).

By the definition and properties of the sets H(·, ·), we have that a′ ∈ H(a, b) ∩ H(c, a), which
implies that a′ ∈ H(a, b) ∩H(b, c) ∩H(c, a), and the result thus follows.

It is a known result from point-set topology that given two closed sets U and V such that the three
sets U \ V , U ∩ V , and V \ U are all nonempty, the boundaries ∂U and ∂V are not empty, and
there exists a point x ∈ U ∩ V which is in both boundaries ∂U and ∂V .

That said, suppose now that a′ /∈ H(b, c), b′ /∈ H(c, a), and c′ /∈ H(a, b), as the second case of the
proof. We then have that a′ ∈ H(a, b) \H(b, c), b′ ∈ H(a, b) ∩H(b, c), and c′ ∈ H(b, c) \H(a, b).
Given that H(a, b) and H(b, c) are closed regions of the plane, due to the fact that d is continuous,
the topological result above implies that there exists a point z ∈ H(a, b) ∩H(b, c) in the boundary
of H(a, b) and also in the boundary of H(b, c). Assume by contradiction that z /∈ H(c, a). Then,
we have that

d(c, z)− d(a, z) < d(c, a′)− d(a, a′), (z /∈ H(c, a))

d(a, z)− d(b, z) = d(a, b′)− d(b, b′), (z ∈ ∂H(a, b))

d(b, z)− d(c, z) = d(b, c′)− d(c, c′). (z ∈ ∂H(b, c))

By adding the above three equations, we obtain that d(a, a′)+d(b, b′)+d(c, c′) < d(a, b′)+d(b, c′)+
d(c, a′), which means that {(a, a′), (b, b′), (c, c′)} is not a max-sum matching since the matching
{(a, b′), (b, c′), (c, a′)} has larger sum, which is a contradiction. Hence, we must have that z ∈
H(c, a), which implies z ∈ H(a, b) ∩H(b, c) ∩H(c, a). The result thus follows.

By combining Lemma 2.1 and Lemma 2.2, we obtain the main result of this section:

Theorem 2.3. The matching {(a, a′), (b, b′), (c, c′)} is a max-sum matching of the red points {a, b, c}
and the blue points {a′, b′, c′} if and only if the five intersections H(a, b)∩H(b, c)∩H(c, a), h(a, b)∩
h(b, c) ∩ h(c, a), H(a, b) ∩ h(a, b), H(b, c) ∩ h(b, c), and H(c, a) ∩ h(c, a) are all nonempty.
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3 Common intersection for the Euclidean quadrance

Let R and B be two point sets in the plane, with |R| = |B| = n ≥ 2, and let M be a max-sum
matching of R and B with respect to the Euclidean quadrance. Huemer et al. [8] first proved that
the disks in BM intersect pairwise, so the common intersection of the disks in BM holds for n = 2.
To give our new proof of this property for n ≥ 3, we will use Helly’s Theorem [7] in R2, that is,
we will prove the common intersection for n = 3, by using the characterization of Section 2. For
completeness, we state Helly’s Theorem:

Theorem 3.1 (Helly [7]). Let F be a finite family of closed convex sets in Rm such that every
subfamily of m + 1 sets of F has nonempty intersection. Then, all sets in F have nonempty
intersection.

Let M = {(a, a′), (b, b′), (c, c′)} be a max-sum matching of R = {a, b, c} and B = {a′, b′, c′}, and
let us define the three sets S(a, b) = H(a, b) ∩ h(a, b), S(b, c) = H(b, c) ∩ h(b, c), and S(c, a) =
H(c, a) ∩ h(c, a). Given that S(a, b), S(b, c), and S(c, a) are nonempty strips perpendicular to the
lines ℓ(ab), ℓ(bc), and ℓ(ca), respectively, Theorem 2.3 asserts that S(a, b) ∩ S(b, c) ∩ S(c, a) ̸= ∅
(see Figure 2a). So, let z be a point of S(a, b) ∩ S(b, c) ∩ S(c, a).

For two distinct points p, q ∈ R2, let τ(pq) be the ray with apex p that goes through q. For three
distinct points p, q, r ∈ R2, let ω(pqr) denote the convex wedge bounded by τ(pq) and τ(pr) and
∆pqr denote the triangle with vertices p, q, and r.

Proposition 3.2. Let z∗ be the orthogonal projection of the point z into the line ℓ(ab). The
following statements are satisfied: (i) If z∗ ∈ ab, then z∗ ∈ B(aa′) ∩ B(bb′). (ii) If z∗ ∈ τ(ab) \ ab,
then z∗, b ∈ B(aa′). (iii) If z∗ ∈ τ(ba) \ ab, then z∗, a ∈ B(bb′).

Proof. Let a∗ and b∗ be the orthogonal projections of a′ and b′ into ℓ(ab), respectively. Since
z, z∗ ∈ H(a, b) ∩ h(a, b), a′ ∈ ∂h(a, b), and b′ ∈ ∂H(a, b), we have that z∗ belongs to the segment
b∗a∗. Note that if z∗ ∈ aa∗, then z∗ ∈ B(aa′) by Thales’ Theorem. Similarly, if z∗ ∈ bb∗, then
z∗ ∈ B(bb′). Hence: (i) If z∗ ∈ ab, then z∗ ∈ aa∗ ∩ bb∗, which implies z∗ ∈ B(aa′) ∩ B(bb′) (see
Figure 2b). (ii) If z∗ ∈ τ(ab) \ ab, then z∗, b ∈ aa∗, which implies z∗, b ∈ B(aa′) (see Figure 2c).
(iii) If z∗ ∈ τ(ba) \ ab, then z∗, a ∈ bb∗, which implies z∗, a ∈ B(bb′).

We prove first the extreme case in which a, b, and c are collinear points. Assume w.l.o.g. that b
belongs to the segment ac. Since S(a, b) ∩ S(b, c) ∩ S(c, a) ̸= ∅, this intersection must be a line
through b′ perpendicular to ℓ(ac). So, let z∗ be the intersection of this line with ℓ(ac), and note
that z∗ ∈ B(bb′). If z∗ ∈ ac, then z∗ ∈ B(aa′) ∩ B(cc′) by Proposition 3.2 (i). This implies that
z∗ ∈ B(aa′) ∩ B(bb′) ∩ B(cc′). If z∗ ∈ τ(ac) \ ac, then c ∈ B(bb′) since c ∈ bz∗, and c ∈ B(aa′) by
Proposition 3.2 (ii). Hence, c ∈ B(aa′)∩B(bb′)∩B(cc′). Similarly, if z∗ ∈ τ(ca)\ac, then a ∈ B(bb′)
since a ∈ bz∗, and a ∈ B(cc′) by Proposition 3.2 (iii). Hence, a ∈ B(aa′)∩B(bb′)∩B(cc′). In all the
cases, we have that B(aa′) ∩ B(bb′) ∩ B(cc′) ̸= ∅.
From this point forward, assume that a, b, and c are not collinear points.

Proposition 3.3. If the point z belongs to the wedge ω(abc) (resp. ω(bca), ω(cab)), then z is
contained in B(aa′) (resp. B(bb′), B(cc′)).
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a b

b′

a′

c

c′

S(a, b)

S(b, c)
S(c, a)

(a)

a b

b′

a′

z∗ a∗

H(a, b)

h(a, b)

b∗

(b)

a b

a′

z∗ a∗

h(a, b)

(c)

Figure 2: (a) Strips S(a, b), S(b, c), and S(c, a) with their common intersection. (b-c) Proof of Proposi-
tion 3.2.

Proof. We prove the case z ∈ ω(abc). The proofs for the other cases are analogous. Given that
z ∈ h(a, b) ∩H(c, a) and that z ∈ ω(abc), the lines ∂h(a, b) and ∂H(c, a) cut perpendicularly the
rays τ(ab) and τ(ac), respectively. Let u = τ(ab) ∩ ∂h(a, b) and v = τ(ac) ∩ ∂H(c, a), which are
the orthogonal projections of a′ into τ(ab) and τ(bc), respectively (see Figure 3a). Furthermore, z
is in one of the right triangles ∆aa′u and ∆aa′v, both contained in B(aa′). Hence, z ∈ B(aa′).

The proof is now divided into three cases.

Case 1: The point z is contained in ∆abc. We then have that z ∈ B(aa′) ∩ B(bb′) ∩ B(cc′) by
applying Proposition 3.3 three times.

Case 2: The point z is contained in a wedge among ω(abc), ω(bca), and ω(cab), but not in ∆abc.
Assume w.l.o.g. that z ∈ ω(abc). Let z∗ be the orthogonal projection of z into ℓ(bc), and let
u and v be the orthogonal projections of a′ into τ(ab) and τ(ac), respectively. If z∗ ∈ bc, then
z∗ ∈ B(bb′) ∩ B(cc′) by Proposition 3.2. We also have that z∗ ∈ B(aa′) by using Proposition 3.3.
In fact, z∗ belongs to the convex quadrilateral of vertices a, u, a′, and v (see Figure 3b). Hence,
we have that z∗ ∈ B(aa′) ∩ B(bb′) ∩ B(cc′). Otherwise, if z∗ /∈ bc, say z∗ ∈ τ(bc) \ bc w.l.o.g., then
c ∈ av which implies c ∈ B(aa′) (see Figure 3c). Furthermore, c ∈ B(bb′) by Proposition 3.2. Hence,
c ∈ B(aa′) ∩ B(bb′) ∩ B(cc′).
Case 3: The point z is not contained in any of the wedges ω(abc), ω(bca), and ω(cab). Assume
w.l.o.g. that z is such that c ∈ ∆abz (see Figure 3d). The orthogonal projection of z into ℓ(ac)
belongs to τ(ac) \ ac, so c ∈ B(aa′) by Proposition 3.2. Similarly, the orthogonal projection of z
into ℓ(bc) belongs to τ(bc)\ bc, so c ∈ B(bb′) by Proposition 3.2. Hence, c ∈ B(aa′)∩B(bb′)∩B(cc′).
In all of the cases, we can find a point in the intersection B(aa′) ∩ B(bb′) ∩ B(cc′).

Theorem 3.4 (Huemer et al. [8]). Let |R| = |B|. Any max-sum matching M of R and B with
respect to ∥.∥2 is such that all the disks of BM have a common intersection.

Funding: Pablo Pérez-Lantero, Research supported by project DICYT 042332PL Vicerrectoŕıa de Investi-
gación, Desarrollo e Innovación USACH (Chile).
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H(c, a)

h(a, b)

a′
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H(c, a)

h(a, b)

a′

u

v

τ(ab) τ(ab)

τ(ab)
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Figure 3: (a) Proof of Proposition 3.3. (b-c) Proof of Case 2. (d) Proof of Case 3.
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