
Learning High-Order Control Barrier Functions
for Safety-Critical Control with Gaussian Processes

Mohammad Aali and Jun Liu

Abstract— Control barrier functions (CBFs) have recently
introduced a systematic tool to ensure system safety by es-
tablishing set invariance. When combined with a nominal
control strategy, they form a safety-critical control mechanism.
However, the effectiveness of CBFs is closely tied to the system
model. In practice, model uncertainty can compromise safety
guarantees and may lead to conservative safety constraints, or
conversely, allow the system to operate in unsafe regions. In this
paper, we use Gaussian processes to mitigate the adverse effects
of uncertainty on high-order CBFs (HOCBFs). A particular
structure of the covariance function enables us to convert
the chance constraints of HOCBFs into a second-order cone
constraint, which results in a convex constrained optimization
as a safety filter. We analyze the feasibility of the resulting
optimization and provide the necessary and sufficient conditions
for feasibility. The effectiveness of the proposed strategy is
validated through two numerical results.

I. INTRODUCTION

In recent years, the requirements of modern control ap-
plications have extended beyond mere stability assurance to
include safety verification. The notion of safety holds such
major importance that we deploy an autonomous system in
the real world only if it is verified to be safe or achieves a
high level of probabilistic safety. CBFs have recently pro-
vided a powerful theoretical tool for synthesizing controllers
that ensure the safety of dynamical systems. They were
initially applied to autonomous driving and bipedal walking
[2]. While this method has shown significant promise in
addressing safety verification challenges, it had an initial
limitation: it was only suitable for systems of relative degree
one with respect to the CBF. The introduction of exponential
CBFs [11] eliminated this limitation and expanded the appli-
cation of this approach to systems of arbitrary relative degree.
Consequently, the use of this safety method has extended to a
wide range of robotic systems. A more general definition of
HOCBFs is proposed in [18]. More recently, the assumptions
of forward completeness and uniform relative degree have
been relaxed for HOCBFs [13].

However, the CBFs method initially advanced on the
theoretical assumption that a precise dynamical model of the
system is available. In practice, model uncertainty compro-
mises the safety guarantees provided by CBFs. Data-driven
methods offer powerful tools to address these challenges with
adaptive or probabilistic solutions. Among machine learning
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techniques, Gaussian processes (GPs) have gained significant
attention in control systems. Beyond prediction, GPs provide
probabilistic confidence intervals, which are invaluable in
data-driven safety-critical control methods where uncertainty
quantification is crucial.

Data-driven methods have been extensively used to ensure
safety in the presence of model uncertainty with CBFs of
relative degree one. In [16], a GP is employed to learn
the residual control-independent dynamics for the safe nav-
igation of quadrotors with CBFs. A GP-based systematic
controller synthesis method is introduced in [8], offering an
inherently safe control strategy. In [7], the authors employ a
Bayesian approach to learn model uncertainty while ensuring
safety during the learning process. All the aforementioned
works assume that the actuation term is known.

Data-driven methods for HOCBFs can be divided into two
approaches. The first approach learns the unknown (residual)
dynamics and uses the approximated model to derive safety
certificates. The impact of the residual dynamics on ECBFs is
addressed in [15], where system dynamics are learned using
a neural network. Methods employing neural networks must
achieve precise approximations of the dynamics to formally
ensure safety. In general, this requirement is challenging to
meet, but GPs can provide a solution by offering confidence
bounds. In [10], completely unknown control-affine system
dynamics are approximated with matrix variate GP (MVGP),
resulting in a probabilistic high-order safety constraint. This
method ensures that the expectation and variance of the
resulting probabilistic safety constraint remain linear and
quadratic in the control input, leading to convex optimization.
However, approximating the entire system using GPs is com-
putationally expensive. A prevalent assumption, therefore, is
to learn each element of the vector fields individually and
overlook their correlations.

These limitations lead us to the second approach, which
approximates the projection of the residual of system dy-
namics onto the CBF. In [14], an episodic learning method is
employed to approximate the impact of unmodeled dynamics
on system safety, eliminating the need for exhaustive data
collection. In [4], a GP-based min-norm controller stabilizing
an unknown control affine system using control Lyapunov
functions is introduced. The effect of the uncertainty in the
stability constraint is approximated by a GP model. The same
method is applied to a relative degree one CBF design in
[5]. This technique results in the approximation of a real-
valued function representing the influence of uncertainty on
the safety certificate.

In this paper, we present a data-driven approach based
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on GP that learns the impact of model uncertainty on high-
order safety certificates. We then incorporate the uncertainty-
aware high-order safety constraint with an arbitrary robust
controller in a min-norm quadratic program. The main con-
tributions of this paper relative to prior works are as follows:

• We characterize the impact of uncertainty on the
HOCBF. It is proven that with a proper design of
HOCBFs, the residual term in the high-order safety
certificate is control affine, which facilitates obtaining
the GP-based high-order safety constraint.

• We demonstrate that by selecting a particular form
of the covariance function in the GP structure, the
resulting min-norm QP with an uncertainty-aware safety
constraint can be converted into a second-order cone
program (SOCP).

• We analyze the feasibility of the resulting constrained
optimization problem and determine the necessary and
sufficient conditions for feasibility.

II. BACKGROUND AND PRELIMINARIES

Consider the nonlinear control affine system

ẋ = f(x) + g(x)u, (1)

where x ∈ Rnis the state, u ∈ Rm is the control input, and
the vector fields f : Rn → Rn and g : Rn → Rn×m, are
locally Lipschitz in x. Given a locally Lipschitz continuous
state feedback control π : Rn → Rm, the closed-loop system
is:

ẋ = Fcl(x) ≜ f(x) + g(x)π(x), (2)

which is locally Lipschitz continuous. Then, for any initial
state x(0) = x0, the system (2) has a unique solution
x(t) defined on a maximal interval of existence I(x0) =
[0, Imax). In this paper, we consider forward complete
closed-loop systems, thus Imax = ∞. A set C ⊂ Rn is
said to be forward invariant for (2), if for all x(0) ∈ C, the
solution x(t) ∈ C for all t ∈ I(x0).

Definition 1 (Class K function [9]): We say that a con-
tinuous function α : [0, a) → [0,∞), a > 0, belongs to class
K, if it is strictly increasing and α(0) = 0.

CBF method defines safety based on the notion of set
invariance, where a subset of the state space is specified as
the safe set. This set is characterized by the zero-superlevel
set of a continuously differentiable function h : Rn → R as

C = {x ∈ Rn | h(x) ≥ 0},
∂C = {x ∈ Rn | h(x) = 0}. (3)

CBFs provide a constructive tool for achieving forward
invariance of set C. We define a CBF as follows:

Definition 2 (Control barrier function [2]): Given the
set C as defined in (3), the continuously differentiable
function h(x) is called a control barrier function on a
domain D with C ⊂ D ⊂ Rn, if there exists a class K
function α such that

sup
u∈Rm

[Lfh(x) + Lgh(x)u] + α(h(x)) ≥ 0, (4)

for all x ∈ D, where Lfh(x) and Lgh(x) are the Lie
derivatives of h(x) with respect to the vector fields f and g.
We can derive the following corollary based on Nagumo’s
theorem [3], for the forward invariance of the safe set C.

Corollary 1: Given CBF h : Rn → R with the associated
set C in (3), if ∇h(x) ̸= 0 for all x ∈ ∂C, any Lipschitz
continuous controller u(x) satisfying (4) guarantees that C
is forward invariant for the system (1) and thus safe.

A. High-order control barrier functions

In the context of high-order control barrier functions, first,
we introduce relative degree:

Definition 3 (Relative degree): A continuously differen-
tiable function h is said to have relative degree r on a given
domain D with respect to system (1) if:

(i) LgL
k
fh(x) = 0 for all k < r − 1,

(ii) LgL
r−1
f h(x) ̸= 0,

hold for all x ∈ D.
While Definition 2 is only applicable to CBFs with a relative
degree of one, many applications often involve CBFs with
higher relative degrees. To accommodate such scenarios, an
extended definition known as HOCBFs has been developed
in [18]. In this approach, we define a series of continuously
differentiable functions ζ : Rn → R as

ζ0(x) = h(x),

ζi(x) = ζ̇i−1(x) + αi(ζi−1(x)), i ∈ {1, . . . , r}, (5)

where αi(·), i ∈ {1, . . . , r} are class K functions. We also
define their zero-superlevel sets Zi and their interior sets for
i ∈ {1, . . . , r} as

Zi = {x ∈ Rn | ζi−1(x) ≥ 0}, (6)
Int(Zi) = {x ∈ Rn | ζi−1(x) > 0}. (7)

Definition 4: Let the functions ζi(x) and sets Int(Zi)
be defined by (5) and (7), respectively. The rth order con-
tinuously differentiable function h(x) with relative degree
r > 1 is called a HOCBF if h and its derivatives up to order
r, are locally Lipschitz continuous, and there exists a set of
sufficiently smooth class K functions αi, such that

sup
u∈Rm

[Lr
fh+ LgL

r−1
f hu+

r−1∑
i=1

Li
f (αr−i ◦ ζr−i−1)

+ αr(ζr−1)] ≥ 0, (8)

for all x ∈
⋂r

i=1 Int(Zi), where the dependence on x is
removed for simplicity.
Note that (8) is obtained by substituting the expression
ζ0(x) = h(x) into the recursive formula (5) r times.
Therefore, it is equivalent to ζr(x,u) ≥ 0, which will be
used in the remainder of the paper.

Proposition 1: Given system (1) with a HOCBF h with
relative degree r, any Lipschitz continuous control u that
satisfies (8) renders the set

⋂r
i=1 Int(Zi) forward invariant

for system (1).
A proof of this result can be found in [1].



Inequality (8) imposes an affine condition on the control
values which can be used to ensure safety. Consider a
nominal control policy unom, Lipschitz continuous in x,
designed primarily to fulfill control objectives. Our goal is to
apply this control law to the system only if it complies with
(8). In practice, this is accomplished by solving the following
quadratic programming optimization:

us = argmin
u∈Rm

∥u− unom∥22

s.t. ζr(x,u) ≥ 0. (9)

The resulting minimally invasive point-wise controller pri-
oritizes the safety over control objectives by satisfying
ζr(x,u) ≥ 0 as a hard constraint.

III. IMPACT OF MODEL UNCERTAINTY ON HOCBFS

In this section, we focus on reformulating (8) such that
it takes the model uncertainty into account. We refer to the
system (1) as the true model, which is partially unknown,
and consider a nominal model

ẋ = f̂(x) + ĝ(x)u, (10)

where f̂ : Rn → Rn and ĝ : Rn → Rn×m are known
functions, locally Lipschitz in x. We design a HOCBF based
on the known nominal model (10). To apply it to the true
system, we make the following assumption.

Assumption 1: If an rth order differentiable function h :
Rn → R is an HOCBF for the nominal model (10), it will
be also a valid HOCBF for the true system (1).
Intuitively, this assumption requires the true and nominal
model to share the same degree of actuation, which is met
by feedback linearizable systems [9].

Due to the inherent model mismatch between the true
system and the nominal model, the Lie derivatives of h(x)
(of order r) calculated based on the nominal model differ
from their true values. We represent the resulting error by

∆i(x) = Li
fh(x)− Li

f̂
h(x), i ∈ {1, . . . , r}, (11)

∆g(x) = LgL
r−1
f h(x)− LĝL

r−1

f̂
h(x). (12)

Similarly, the errors in the time derivatives of h up to order
r − 1 are denoted by ∆i(x), where i ∈ {1, . . . , r − 1},
while the error in the rth order time derivative is obtained
by ∆r(x) + ∆g(x)u.

Consequently, these discrepancies propagate into the auxil-
iary functions (5), potentially compromising the safety of the
system. In this paper, our goal is to approximate the adverse
effect of uncertainty on the high-order safety certificate (8)
by adopting a supervised learning approach. This approach
makes our HOCBF design robust to model uncertainty.
To achieve this, we must separate the propagated error in
(8) from the approximations based on the nominal model.
This goal depends on the design of the HOCBF, which is
addressed in the following result.

Theorem 1: The true auxiliary functions in (5) can be
written as ζi = ζ̂i+Ri (∆i, . . . ,∆1), for i ∈ {1, . . . , r−1},
where ζ̂i calculated based on the nominal model (10) and

Ri (∆i, . . . ,∆1) is a linear function of its argument, if and
only if class K functions αi(x) = kix, where ki > 0.
Furthermore, Ri (∆i, . . . ,∆1) , i ∈ {1, . . . , r−1} is obtained
by

Ri (∆i, . . . ,∆1) = ∆i +
∑

1≤j1≤i

kj1∆i−1+∑
1≤j1<j2≤i

kj1kj2∆i−2 + · · ·+∑
1≤j1<···<ji−1≤i

kj1kj2 . . . kji−1∆1. (13)

Proof: For the forward direction, we are given that
ζi = ζ̂i +Ri, for i ∈ {1, . . . , r− 1}. Based on this equation
and (5), we have

ζi =
∂

∂t
(ζ̂i−1 +Ri−1) + αi(ζ̂i−1 +Ri−1)

=
∂

∂t
ζ̂i−1 +

∂

∂t
Ri−1 + αi(ζ̂i−1 +Ri−1)

= ζ̂i +
∂

∂t
Ri−1 + αi(ζ̂i−1 +Ri−1)− αi(ζ̂i−1)︸ ︷︷ ︸

=Ri

.

Note that for the time derivative of residuals in (11), we have
the following by the definition of high-order Lie derivatives

∂

∂t
∆i =

∂

∂t
Li
fh− ∂

∂t
Li
f̂
h = Li+1

f h− Li+1

f̂
h = ∆i+1,

for i ∈ {1, . . . , r− 2}. Thus, taking time derivative of Ri−1

and multiplying by ki, we have Ri = ∂
∂tRi−1 + kiRi−1.

Substituting this equation into the resulting expression for
Ri, yields

αi(ζ̂i−1 +Ri−1)− αi(ζ̂i−1) = kiRi−1,

where we are looking for functions αi. This functional
equation can be solved if the class K functions αi satisfy
Cauchy’s additive functional equation

αi(x+ y) = αi(x) + αi(y), (14)

for all x, y in their domain. Next, we will show that (14) only
holds for αi = kix. Since αi satisfy (14), by induction and
simple calculation we can show that αi(qx) = qαi(x), for
all q ∈ Q, q > 0, where Q is the set of all rational numbers.
Since αi is strictly increasing the following limit exists

lim
x→0+

αi(x) = lim
n→+∞

αi(
1

n
) = lim

n→+∞

1

n
αi(1) = 0.

Then, pick any x from the domain and let {qn} ∈ Q be any
decreasing sequence converging to x. From the above results,
we have that αi(qn) = qnαi(1) = xαi(1). On the other hand,
from (14), we can write αi(qn) = αi(x) + αi(qn − x). We
know that qn − x→ 0+ as n→ +∞, thus αi(qn) = αi(x).
Thus, we can conclude αi(x) = αi(1)x = kix.

For the reverse direction, suppose that we have αi(x) =
kix, for i ∈ {1, . . . , r}. We use mathematical induction to
prove that ζi = ζ̂i +Ri (∆i, . . . ,∆1), where Ri is given by
(13). We start from i = 1:

ζ1 = ζ̇0 + α1(ζ0) = ḣ+ k1h =
ˆ̇
h+∆1 + k1h = ζ̂1 +∆1.



Thus, R1(∆1) = ∆1. Now, assume that ζp = ζ̂p +
Rp (∆p, . . . ,∆1) holds for i = p, where Rp (∆p, . . . ,∆1)
is given by (13). Then for i = p+ 1, from (5) we have

ζp+1 = ζ̇p + αp+1 (ζp) =
∂

∂t

(
ζ̂p +Rp

)
+ kp+1

(
ζ̂p +Rp

)
= ζ̂p+1 +

∂

∂t
Rp + kp+1Rp.

Using the obtained relationship for the time derivative of
residuals, we have

ζp+1 = ζ̂p+1 +
∂

∂t
Rp + kp+1Rp

= ζ̂p+1 +∆p+1 +
∑

1≤j1≤p

kj1∆p + · · ·+∑
1≤j1<···<jp−1≤p

kj1kj2 . . . kjp−1∆2

+kp+1(∆p +
∑

1≤j1≤p

kj1∆p−1 + · · ·+∑
1≤j1<···<jp−1≤p

kj1kj2 . . . kjp−1
∆1). (15)

By factorization, we have

ζp+1 = ζ̂p+1 +∆p+1 +
∑

1≤j1≤p+1

kj1∆p + · · ·+∑
1≤j1<···<jp≤p

kj1kj2 . . . kjp∆1,

which proves our claim for i = p+ 1.

IV. PROPOSED GP-BASED HOCBF DESIGN
Theorem 1 shows that we can approximate the effect of

uncertainty on the high-order safety certificate by supervised
learning only if we choose linear class K functions in
our HOCBF design. It also sets the basis for reducing the
complexity of our proposed learning method.

By substituting the results from Theorem 1 in (5) recur-
sively and using (11) and (12), we can rewrite ζr(x,u) as

ζr(x,u) = ζ̂r(x,u) +Rr(∆r, . . . ,∆1) + ∆g(x)u︸ ︷︷ ︸
=∆hocbf (x,u)

,

where ∆i : Rn → R, i ∈ {1, . . . , r} and ∆g : Rn → R1×m,
which gives us the high-order safety certificate of the form

ζ̂r(x,u) + ∆hocbf (x,u) ≥ 0. (16)

The result in (16) enables us to compensate for the adverse
effect of the uncertainty in the safety of the true system by
learning the residual term ∆hocbf (x,u).

Remark 1: In many data-driven safety-critical control
methods, the target functions are the unknown dynamics
f, g in (1). However, ∆hocbf is a scalar value. This fact
substantially reduces the complexity of the learning process
by addressing a lower-dimensional problem compared to the
latter approach.
Substituting i = r in (13) and expanding ∆hocbf (x,u) yields

∆hocbf (x,u) = γr∆r+γr−1∆r−1+ · · ·+γ1∆1+∆g(x)u,
(17)

where we denote coefficients of ∆i’s in (13) by γi, i ∈
{1, . . . , r}, γr = 1, to simplify notations.

We can approximately measure ∆i using finite difference
methods and collect a dataset for our learning method:

∆̃j = FDj(x(t),∆t)− ĥj(x(t)), j ∈ {1, . . . , r − 1},
∆̃r = FDr(x(t),u(t),∆t)− ĥr(x(t),u(t)), (18)

where ∆t is the sampling interval. Then, the approximated
measurement can be derived by substituting (18) into (17).

A. GP for real-valued functions

GPs provide a framework to approximate nonlinear func-
tions. We represent a GP approximation of v : X → R as
v(x) ∼ GP (m(x), k(x,x′)), which is fully specified by its
mean function m : X → R and covariance (kernel) function
k : X × X → R. Our prior knowledge of the problem can
shape the form of m(x) and k(x,x′), considering that the
covariance function must satisfy positive definiteness [17].
Given noisy measurements wj = v(xj)+εj , j ∈ {1, . . . , N},
which are corrupted by Gaussian noise εj ∼ N (0, σ2), a GP
model can infer a posterior mean and variance for a test point
xt conditioned on the measurements

µ(xt) = wT
(
K + σ2

nI
)−1

K̄T ,

σ(xt)
2 = k (xt, xt)− K̄

(
K + σ2

nI
)−1

K̄T , (19)

where w ∈ RN is the vector of measurements wj , K ∈
RN×N is the Gram matrix with elements Kij = k(xi,xj),
and K̄ =

[
k(xt, x1), . . . , k(xt, xN )

]T ∈ RN . We considered
zero prior mean to obtain (19).

B. GP for uncertainty-aware HOCBF

Going back to the original problem, our objective is to
approximate ∆hocbf using GP. From (17), we can verify that
∆hocbf is control-affine and can be characterized by

∆hocbf =
[
∆1, . . . ,∆r,∆g

] [γ
u

]
:=

[
∆1, . . . ,∆r,∆g

]
y,

where γ =
[
γ1 . . . γr

]T ∈ Rr, also we denote the
concatenation of γ,u by y ∈ Rm+r. This prior knowledge of
the problem can be embedded into the structure of our kernel
function, which facilitates a more accurate regression.

Proposition 2: Let x ∈ Rn, y ∈ Rm+r, and define the
input domain X = Rn+m+r. Then consider the real-valued
function kc : X × X → R, defined by

kc

([
x
y

]
,

[
x′

y′

])
= yTΛ(x,x′)y′, (20)

where Λ(x,x′) = diag(
[
k1(x,x

′), . . . , km+r(x,x
′)
]
) and

ki : Rn × Rn → R, i ∈ {1, . . . ,m+ r}. If ki’s are positive-
definite kernels, then kc is a positive-definite kernel.

Proof: Since ki(x,x
′)’s are positive definite (valid)

kernels, then by the definition, there is a feature map φ(x)
such that ki(x,x′) = φT

i (x)φi(x
′) for i ∈ {1, . . . ,m+ r}.



Now, Let yi and y′i be the ith element of the corresponding
vectors. We have

kc = yT diag
(
[φT

1 (x)φ1(x
′), . . . , φT

m+r(x)φm+r(x
′)]
)
y′

=

m+r∑
i=1

yiφT
i (x)φi(x

′)y′i

=
[
y1φT

1 (x) . . . ym+rφT
m+r(x)

]  y′1φ1(x
′)

...
y′m+rφm+r(x

′)


= ψT

([
x
y

])
ψ

([
x′

y′

])
,

which again by the definition of kernels, proves that kc(·, ·)
is a positive-definite (valid) kernel.
An immediate consequence of Proposition 2 is that kc is
the reproducing kernel of a reproducing kernel Hilbert space
(RKHS) Hkc(X ).

A dataset can be generated by collecting trajectories of
the true system. We denote it by D = {((xj ,yj), zj)}Nj=1,
where (xj ,yj) ∈ X ⊂ Rn × Rm+r is the input data and
outputs zj are obtained from (17) and (18). Also, we define
X =

[
x1, . . . ,xN

]
∈ Rn×N , and Y =

[
y1, . . . ,yN

]
∈

R(m+r)×N . Based on the collected dataset, the GP model
which is equipped with the kernels of the form kc in
Proposition 2, gives the following expression for the posterior
distribution of a test point (x∗,y∗):

m(x∗,y∗) = zT
(
Kc + σ2

nI
)−1

K̄Ty∗, (21)

σ2(x∗,y∗) = yT
∗

(
Λ(x∗,x∗)− K̄

(
Kc + σ2

nI
)−1

K̄T
)
y∗,

(22)

where Kc is the Gram matrix of kc(·, ·) for the input data
pair (X,Y ), and K̄ ∈ R(m+r)×N is given by

K̄ =
[
k̄1 k̄2 . . . k̄N

]
◦ Y,

k̄i =
[
k1(x∗, xi), . . . , km+r(x∗, xi)

]T
, i ∈ {1, . . . , N},

where ◦ denotes the element-wise multiplication (Hadamard
product) of two matrices with identical dimensions. This
result highlights a key advantage of using kc kernel. The
resulting expression for the posterior mean m(x∗,y∗) =
µ(x∗)y∗ and the variance σ2(x∗,y∗) = yT

∗ Σ(x∗)y∗ are lin-
ear and quadratic in y∗ (and the control input), respectively.
We will exploit this feature in the next section to establish
a convex GP-based safety filter based on HOCBFs.

C. Confidence bounds for the estimation of the effect of
uncertainty

Although GP is inherently a probabilistic model, a high
probability error bound can be derived for the distance
between the true value and the GP prediction. This requires
an additional assumption on ∆hocbf .

Assumption 2: Each ∆i, i ∈ {1, . . . , r} and each ith

element of ∆g for i ∈ {1, . . . ,m} is a member of Hki
with

bounded RKHS norm ∥∆i∥ki
≤ η for i ∈ {1, . . . ,m+ r}.

Lemma 1 ([12]): Let Assumption 2 hold. Then, with a
probability of at least 1− δ, the following holds

|m(x,y)−∆hocbf (x,u)| ≤ βσ(x,y), (23)

on a compact set D ⊂ X , δ ∈ (0, 1) and β =√
2η2 + 300κN+1 log

3((N + 1)/δ), where κN+1 is the
maximum mutual information that can be obtained after
getting N + 1 data, and η is the upper bound of the
corresponding RKHS norm, and m(x,y) and σ(x,y) are
the posterior mean and standard deviation of a test point
(x,y) ∈ X .
Based on the probabilistic bounds on (23) and the high-order
safety certificate (16), we can conclude that the following
hold with a probability of at least 1− δ

ζr(x,u) ≥ ζ̂r(x,u) +m(x,y)− βσ(x,y), (24)

where m(x,y) and σ(x,y) are the mean and standard devi-
ation of a query point derived from (21), (22). Incorporating
(24) into the optimization problem (9), we have

us = argmin
u∈Rm

∥u− unom∥22

s.t. ζ̂r(x,u) +m(x,y)− βσ(x,y) ≥ 0. (25)

Note that the constraint in (25) is constructed regardless of
the underlying true dynamics.

Theorem 2: The optimization problem (25) is convex
and can be converted into the standard second-order cone
program (SOCP) of the form (26), if m(x,y) and σ(x,y)
satisfy (21) and (22).

usocp = argmin
ω

fTω

s.t. ∥M1ω + n1∥2 ≤ pT
1 ω,

∥M2ω + n2∥2 ≤ pT
2 ω + q2, (26)

where ω ∈ Rm+1 and f ∈ Rm+1, and the matrix Mi and
ni,pi, qi, for i = 1, 2, have appropriate dimensions.

Proof: Let’s denote the objective function of (25) by
J = ∥u− unom∥22. Since the Euclidean norm is always
positive, we can consider the equivalent objective function
J1 = ∥u− unom∥2. We set ∥u− unom∥2 ≤ t, where t ∈ R
is an auxiliary variable and convert it to a second-order
cone constraint. Now, we need to solve a new minimization
problem with new augmented variable ω =

[
uT t

]T ∈
Rm+1 as

min
[
0T
m 1

]
ω

s.t. ∥
[
Im 0m

]︸ ︷︷ ︸
:=M1

ω−unom︸ ︷︷ ︸
:=n1

∥ ⩽
[
0T
m 1

]︸ ︷︷ ︸
:=pT

1

ω, (27)

where Im is a m × m identity matrix and 0m ∈ Rm is a
vector of zeros, and f =

[
0T
m 1

]T
.

Next, we need to show that the constraint in (25) is a
SOC constraint. Note that based on (21), we have m(x,y) =
µ(x)y, which can be written as

m(x,y) = µrγ + µmu,



where the notation µr refers the first r elements, and µm

refers the last m elements of the row vector µ ∈ R1×(m+r).
Also, from (8), we know that ζ̂r is control affine, i.e. ζ̂r =
ζ̂fγ + ζ̂gu, where the row vectors ζ̂f ∈ R1×r and ζ̂g ∈
R1×m. Thus, the right hand side of the inequality in (25) is
affine in u as desired.

Based on (22), we have that σ2(x,y) = yTΣ(x)y, where
Σ ∈ R(m+r)×(m+r). Since kc is a valid kernel and σn > 0,
Σ is positive definite. Then, we have

σ(x,y) =
√
yTΣy =

√
yTLTLy = ∥Ly∥2,

where L ∈ R(m+r)×(m+r) is the matrix square root of Σ.
By definition y =

[
γT uT

]T
, thus we have σ(x,y) =

∥Lrγ + Lmu∥2, where the notation Lr and Lm refers to
the first r columns, and the last m columns of the matrix
L, respectively. Now, we can rewrite the high-order safety
certificate (25) as a SOC constraint of the form

∥A(x)u+ b(x)∥2 ≤ c(x)u+ d(x), (28)

where

A(x) = βLm ∈ R(m+r)×m,

b(x) = βLrγ ∈ Rm+r,

c(x) = ζ̂g + µm ∈ R1×m,

d(x) = (ζ̂f + µr)γ ∈ R.

It can be expressed in terms of the new variable ω as

∥
[
A(x) 0m+r

]︸ ︷︷ ︸
:=M2

ω + b(x)︸︷︷︸
:=n2

∥2 ≤
[
c(x) 0

]︸ ︷︷ ︸
:=pT

2

ω + d(x)︸︷︷︸
:=q2

.

Adding the resulting constraint to (27) leads to (26), which
concludes the proof.

D. Feasibility analysis

In this section, we will analyze the point-wise feasibility
of the SOCP (25). Intuitively, if the GP prediction is less
accurate, the resulting standard deviation σ(x,y) will be
large, leading to a more conservative approach. In particular,
it restricts the space on which a safe control input can be
selected. In consequence, it may make the SOCP infeasible.
In the following, we theoretically analyze the conditions for
feasibility.

Theorem 3: Given a point x ∈ Rn and a HOCBF design
with the coefficient vector γ ∈ Rr, the SOCP (25) is feasible,
if and only if there exists a control input u ∈ Rm such that
it satisfies the following conditions

[
ζ̂f + µr c(x)

] [γ
u

]
≥ 0, (29)

[
γT uT

]
S(x)

[
γ
u

]
≤ 0, (30)

where S ∈ R(m+r)×(m+r) is of the form

S(x) =

[
S1(x) S2(x)
ST
2 (x) S3(x)

]
,

S1(x) = β2LrTLr − (ζ̂f + µr)
T (ζ̂f + µr),

S2(x) = βLrTA(x)− (ζ̂f + µr)
T c(x),

S3(x) = A(x)TA(x)− c(x)T c(x). (31)
Proof: In order to analyze the feasibility of the SOCP

(25), we need to verify that the safety SOC constraint (28)
is feasible. Since the left hand side is always non-negative,
the right hand side must be also non-negative, which leads
to the first condition.

Now, since both sides of (28) are non-negative, we can
square both sides of the equation and then gather all the
terms on the left-hand side, Factorizing the similar terms
gives the second condition.
Based on this result, we obtain the necessary condition for
point-wise feasibility as stated in the following:

Lemma 2: Given x ∈ Rn, if the SOCP (25) is feasible,
then the following condition must be satisfied

1− 1

β2
ϕΣ−1ϕT ≤ 0, (32)

where ϕ =
[
ζ̂f + µr c(x)

]
∈ R1×(m+r).

Proof: We prove this by contradiction. Let’s assume
that there exists a solution u ∈ Rm of the SOCP (25), which
satisfies 1 − 1

β2ϕΣ
−1ϕT > 0. Let’s define the matrix M

partitioned as

M =

[
1 ϕ

ϕT β2Σ(x)

]
∈ R(m+r+1)×(m+r+1).

The Schur complements of M is obtained by{
M/1 = β2Σ(x)− ϕTϕ,

M/β2Σ(x) = 1− 1
β2ϕΣ

−1ϕT .

We can easily verify that β2Σ =[
βLr A(x)

]T [
βLr A(x)

]
and M/1 = S(x). We

know that Σ(x) is symmetric positive-definite (SPD). So,
M is also symmetric and we can characterize its definiteness
by the Schur complement theorem. Since its lower right
block is positive definite and its corresponding Schur
complement M/β2Σ(x) > 0 by our assumption, we can
conclude that M is also positive definite.

Now, given that M is SPD, and its upper left block is
always positive definite, we can conclude that M/1 = S(x)
must be positive definite, which is a contradiction to the
condition (30). Thus, 1− 1

β2ϕΣ
−1ϕT ≤ 0 holds.

Theorem 3 also provides the theoretical background to obtain
a sufficient condition of feasibility.

Lemma 3: Given x ∈ Rn, the SOCP (25) is feasible at
x, if S3(x) is negative definite.

Proof: From (31), we know that S3(x) is a symmetric
matrix, thus it has real eigenvalues. Let’s denote its maximum
eigenvalue and the corresponding eigenvector by λm, em.
Then, by the assumption that S3(x) is negative definite, we
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Fig. 1: The state variables and control input in the presence
of uncertainty when applying the GP-based SOCP-HOCBF
(yellow) compared to the nominal QP-HOCBF (blue) and the
QP-HOCBF design based on the true system (red dashed).

can conclude that λm < 0 and eTmS3(x)em < 0. Substituting
(31) into the former, we have

eTmA
T (x)A(x)em − (c(x)em)T (c(x)em) < 0.

Since A(x)TA(x) is positive definite, c(x)em ̸= 0 must
hold. We take a control input in the direction of this
eigenvector as ue = α sgn(c(x)em) · em, α > 0. Next, we
need to check if the resulting control input can satisfy the
conditions of Theorem 3. Substituting ue in (30), we have

γTS1γ + 2αγTS2((c(x)em) · em) + α2eTmS3(x)em.

By choosing large enough α, the above statement can be
made negative since eTmS3(x)em < 0. Also, substituting ue

into (29), we have

c(x)ue + (ζ̂f + µr)γ = α|c(x)em|+ (ζ̂f + µr)γ.

Again, by choosing a large enough α, we can make the above
expression positive, which concludes the proof.

V. SIMULATION RESULTS

In this section, two simulation studies highlight the ef-
fectiveness of the proposed method. Simulations are run in
the Python environment, and the optimization problems are
solved using the CVXPY [6] package.

A. Adaptive cruise control with collision avoidance

Consider an adaptive cruise control (ACC) modeled by

ẋ =

[
− f0+f1v+f2v

2

m
v0 − v

]
+

[
1
m
0

]
u, (33)

where the system state x =
[
v z

]T ∈ R2 containing the
ego car’s forward velocity v, and the distance between the
ego car and the preceding car, denoted by z. The wheel
force u ∈ R is the control input of the ego vehicle. The
model assumes a constant velocity v0 for the preceding car;
however, there exists uncertainty in the estimation of v0. The
mass of the ego car is denoted by m and it experiences rolling
resistance modeled as f0 + f1v + f2v

2.
The control objective is to reach a target speed vd while

maintaining a safe distance D to the vehicle in front. We
are provided with a nominal model characterized with m =
825 kg, and f0 = 0.1, f1 = 5, f2 = 0.25, and v0 = 16m/s.
The true system parameters, which are unknown, are m =
3300 kg, f0 = 0.2, f1 = 10, f2 = 0.5, and v0 = 14m/s.

We consider the Lyapunov function V (x) = (v − vd)
2,

and use GP-based control Lyapunov function approach [4] to
stabilize the system near the desired velocity vd = 24m/s.
GP-based CLF can be converted to a SOC constraint and
incorporated to the (25) as a soft constraint. We have
h(x) = z−D, where D = 30m, as the CBF of the system,
which has relative degree two, with respect to the system
(33). The vector of coefficients is γ =

[
4 3.75

]T
in the

HOCBF design. Figure 1 illustrates the performance of the
proposed method in comparison to the nominal safety-critical
controller. It also includes the result of the oracle HOCBF-
QP that designed by the true dynamics as a reference.

The simulation is started from the initial point x0 =[
20, 100

]T
. First, the controller increases the velocity to

converge to the desired speed, which decreases z. The
distance between the ego car and the preceding car reaches
the limit after 7 seconds of the simulation. Due to the adverse
effect of uncertainty, the nominal safety controller violates
the safe distance. However, the GP-based controller could
avoid unsafe behavior. It can be verified that the proposed
method could recover the true system’s performance.

We used the episodic data collection method. For the
first episode, we run the system using nominal QP-HOCBF
design and collect the system trajectory, until it becomes
unsafe. Then, we use the proposed GP model with a high
probability bound (1− δ = 0.95) and apply the SOCP con-
troller, which contains an uncertainty-aware safety constraint.
We add the collected data to the dataset at each episode, until
the system passes the simulation time without any unsafe
interruption. A total number of 119 samples are collected
for this simulation. We used infinitely differentiable squared
exponential kernel [17], for ki, i = 1, 2, 3 individual kernels
in the structure of kc.

B. Active suspension system

Consider two degrees of freedom, active suspension sys-
tem of a quarter car (see Figure 2 for an illustration), modeled
in the form of ẋ = f(x) + g(x)u+ gd(x)d, as follows:

ẋ =


x3
x4

k1(x2−x1)+b(x4−x3)
m1

k1(x1−x2)−k2x2+b(x3−x4)
m2

+


0
0
1

m1

− 1
m2

u+


0
0
0
k2

m2

 d.

m2

x2

k2

b1k1

m1

u

x1

Fig. 2: Active suspension system.

The state vector denoted by x =
[
x1 x2 x3 x4

]T ∈
R4, where x1 and x2 are the vertical displacements of the
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Fig. 3: Comparison of the GP-based SOCP-HOCBF (yel-
low), nominal QP-HOCBF (blue), and true QP-HOCBF
(dashed red). States x1 and x3 of the active suspension
system (left column). Control input and the road disturbance
profile (right column).

body and wheel from their equilibrium position, respectively.
x3 and x4 represent the vertical velocity of the body and
wheel, respectively, indicating how fast the body and wheel
are moving vertically. The control input u ∈ R is the force
applied to the system, enabling the vehicle to respond to
external forces such as road irregularities, which are modeled
by d ∈ R. By controlling the forces applied to the suspension
components, the system can achieve improved ride comfort
and handling characteristics. Therefore, the control objective
is regulating x1 and x2 to zero displacement. However, large
displacements for x1 must be prohibited to avoid excessive
motion that could impact the safety of the passengers.

Safety in this problem is defined as avoiding verti-
cal displacements larger than a threshold D. We con-
sider D = 6 cm, and the CBF is h(x) = D − x1,
which has relative degree two, with respect to the ac-
tive suspension system. The nominal model parameters
are m1 = 300 kg,m1 = 60 kg, k1 = 16 kN/m, k2 =
190 kN/m, b = 1 kN.s/m. The true model is obtained
by m1 = 675 kg,m1 = 135 kg, k1 = 36 kN/m, k2 =
427.5 kN/m, b = 2.25 kN.s/m. We use linear quadratic
regulators (LQR) as the stabilization controller with weight-
ing matrices Q = 10I and R = 1, and the vector of coeffi-
cients in the HOCBF design is γ =

[
41 395

]T
. The system

is started from its equilibrium point x0 =
[
0 0 0 0

]T
.

We used the same data collecting approach, which col-
lected 174 data points in total. The same kernel structure
as the previous example is selected. Figure 3 shows the
states x1 and x3 and the control input, together with the
road disturbance profile. It highlights that the nominal QP-
HOCBF controller violates the threshold, while the proposed
GP-based SOCP controller successfully recovers the perfor-
mance of the true system.

VI. CONCLUSION

In this paper, A GP framework is developed to approxi-
mate the effect of model uncertainty on the high-order safety
certificate. By choosing linear class K functions in HOCBF
design, the residual term in the high-order safety certificate is
fully characterized. Then, the resulting constrained optimiza-
tion problem with the uncertainty-aware chance constraint

is converted into an SOCP which can be solved in real-
time. Finally, the feasibility of the SOCP is addressed. Future
works will focus on eliminating the assumption of global
relative degree for the true system.
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