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In this perspective, we discuss thermal imbalance and the associated electron-mediated thermal transport in
quantum electronic devices at very low temperatures. We first present the theoretical approaches describing
heat transport in nanoscale conductors at low temperatures, in which quantum confinement and interactions
play an important role. We then discuss the experimental techniques for generating and measuring heat currents
and temperature gradients on the nanoscale. Eventually we review the most important quantum effects on heat
transport, and discuss implications for quantum technologies and future directions in the field.

I. INTRODUCTION

Heat transport and dissipation have emerged as important
issues related to the performance of quantum devices. In par-
ticular, the unavoidable heat release in quantum bits under op-
eration is extremely localized at a nanometric scale. Such lo-
calized heating is now understood to detrimentally affect the
fidelity of quantum computation, with local power dissipation
emerging as a primary constraint on quantum coherence, even
in processors with a few physical qubits [1, 2].

Realizing efficient heat transfer at the quantum scale is
therefore critical, requiring a detailed understanding of heat
transport in open quantum systems. At low temperatures, the
thermal couplings can be extremely weak, leading to popu-
lations of electrons, phonons, photons, spins and other exci-
tations coexisting at different temperatures within the same
structure [3]. At low temperature, the faster decrease, com-
pared to their electronic counterpart, of both the photon and
phonon densities and the coupling to these modes makes the
usual bosonic heat transport channels highly inefficient so that
electronic heat transport dominates.

For a free-electron gas, the Wiedemann-Franz (WF) law
states that the ratio between the electronic charge and ther-
mal conductances G and κ , respectively, is given by the
temperature. It is expressed as κ/G = L0T , where L0 =
(π2/3)(kB/e)2 is the Lorentz number, T is the temperature,
e the elementary charge and kB is Boltzmann’s constant. Em-
pirically, the WF law is widely obeyed to a semi-quantitative
level in most electrically conducting materials, such that de-
viations can be an excellent marker of unconventional or non-
classical transport mechanisms [4–6].

In this perspective, we discuss thermal transport mediated
by electrons in quantum devices operating in the sub-Kelvin
regime. We first present the main relevant theoretical ap-
proaches for describing charge and heat transport in nanode-
vices, with a particular focus on junctions formed by a gate-
tunable single quantum dot (QD). Next, we discuss different
experimental techniques for generating and detecting temper-
ature gradients and heat currents. A few recent works on heat
transport at the nanoscale and at ultra-low temperatures are
then reviewed. Eventually, some future directions are dis-
cussed, along with broader implications of insights from ther-
mal experiments for quantum technologies.

II. THEORETICAL DESCRIPTION

In this section, we outline several theoretical approaches
used to describe the flow of heat and charge through an open
quantum system composed of an interacting nanostructure
(QD, molecule, etc.) coupled to M macroscopic reservoirs.
The Hamiltonian of this system may be written as:

H = HNS +
M

∑
α=1

[
H(α)

R +H(α)
T

]
, (1)

where HNS is the Hamiltonian of the nanostructure, and
each electrode is modeled as a reservoir of non-interacting
Fermions such that:

H(α)
R = ∑

k∈α,σ

εkσ c†
kσ

ckσ , (2)
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where c†
kσ

creates a σ -spin electron of energy εkσ in lead α .
The tunneling of electrons between the nanostructure and its
electrodes α is described by the Hamiltonian:

H(α)
T = ∑

k∈α

∑
n,σ

(
Vnkd†

nσ ckσ +H.c.
)
, (3)

where d†
nσ creates an electron with spin projection σ on the

nth orbital of the nanostructure.
Following Ref. 6, the starting point for our derivation of the

heat current is the fundamental equilibrium thermodynamic
identity at constant volume:

T dS = dE −µdN, (4)

where µ and T denote the chemical potential and the tempera-
ture, and S, E, and N are entropy, internal energy, and particle
number, respectively. Applying this identity to electrode α

gives:

Q̇α ≡ Tα

dSα

dt
=

d
dt

〈
H(α)

R

〉
−µα

d
dt

⟨Nα⟩ , (5)

where Q̇α is the heat current flowing from the nanostructure
into electrode α , and Tα and µα are the temperature and chem-
ical potential, respectively, of electrode α . The time deriva-
tives on the R.H.S. of Eq. (5) may be evaluated using standard
quantum mechanics to obtain:

Q̇α =− i
h̄

{〈[
H(α)

R ,H
]〉

−µα⟨[Nα ,H]⟩
}

=
i
h̄ ∑

k∈α
n,σ

(εkσ−µα)
[
Vnk⟨d†

nσ ckσ ⟩−V ∗
nk⟨c

†
kσ

dnσ ⟩
]
. (6)

The correlation functions in this expression may be treated
using a variety of methods. We outline two commonly used
theoretical frameworks below.

A. Non-equilibrium Green’s functions (NEGF)

Within the non-equilibrium Green’s function (NEGF) for-
malism [7–11], the steady-state current can succinctly de-
scribed as:

I(ν)α =− i
h

∫
dE(E −µα)

ν×

Tr
{

Γ
α(E)

(
G<(E)+ fα(E)

[
G (E)−G †(E)

])}
, (7)

where I(1)α ≡ Q̇α is the heat current [6] and −eI(0)α is the Meir-
Wingreen [12, 13] expression for the charge current, fα(E)
is the Fermi-Dirac distribution for electrode α , Γα(E) is the
tunneling-width matrix describing the bonding between the
nanostructure and macroscopic electrode α , and G (E) and
G<(E) are Fourier transforms of the retarded and Keldysh
“lesser” Green’s functions:

Gnσ ,mσ ′(t) =−iθ(t)⟨{dnσ (t),d
†
mσ ′(0)}⟩,

G<
nσ ,mσ ′(t) = i⟨d†

mσ ′(0)dnσ (t)⟩. (8)

Both G (E) and G<(E) originate from the time-ordered
Green’s functions treated on a Keldysh time-contour [8, 9],
so any determination of G (E) also yields G<(E) without the
need for further approximation.

Although Eq. (7) is exact, a solution to the quantum many-
body problem is not generally known and approximations for
the junction’s Green’s functions are often necessary. Typi-
cally, a system’s Green’s function is found through the use of
Dyson’s equation:

G (E) =
[
G0(E)−1 −Σ(E)

]−1
, (9)

where G is the system’s Green’s function, G0 is the “free”
Green’s function which can be solved for exactly, and Σ is
the self-energy, which describes the influence on G of terms
not included in G0. Dyson’s equation is a closed form ex-
pression of a perturbation expansion taken to infinite order
and gives the exact system’s Green’s function provided Σ is
known. Typically, however, Σ must be approximated.

NEGF approaches may be roughly categorized into two
classes: many-body perturbation theories, such as those based
on the GW [14–18] approximation to Hedin’s equations [19],
the molecular Dyson equation [20], or the Kadanoff-Baym
equations [21–23], and effective single-particle methods such
as those based on current implementations of the Kohn-Sham
scheme of density functional theory (KS-DFT) [10, 24–26].
The correlation (Green’s) functions can also be treated to fi-
nite order, allowing investigations into the importance of cer-
tain correlation effects [27], for instance, in the thermal trans-
port through quantum dot systems [28]. NEGF methods differ
significantly in terms of their required complexity and compu-
tational costs, highlighting the versatility of these approaches.

B. Quantum Master Equation (QME)

The quantum master equation (QME) formalism offers
an alternative approach to studying quantum transport in a
nanosystem. In this method, super-operators that govern the
equation of motion for the reduced density matrix are derived
by tracing over the reservoir degrees of freedom [29–35].
The tunneling Hamiltonian is treated perturbatively within the
QME formalism, which restricts its application to systems
with weak couplings between the nanostructure and reservoirs
(e.g., ⟨Γα⟩ ≪ kT ). However, once the (approximate) density
matrix density is determined, all observable quantities can be
found directly via von Neumann’s equation, making the the-
ory ideal for investigating time-dependent properties.

In cases where coherence between states can be disre-
garded, transport can be described by a set of intuitive rate
equations [33, 36–40]. These rate equations offer a simpli-
fied representation of the transport processes but often cap-
ture salient mechanisms [33, 37, 38]. The combination of
QME formalism and rate equations provides a comprehensive
framework for studying the transport properties of nanoscale
systems in various scenarios.
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C. Elastic cotunneling regime

In many cases of interest, elastic processes dominate the
transport and Eq. (7) can be simplified giving the Landauer-
Büttiker expression for the current [41, 42]:

I(ν)α =
1
h

M

∑
β=1

∫
dE (E−µα)

ν Tαβ (E)
[

fβ (E)− fα(E)
]
, (10)

where α and β label the electrodes and

Tαβ (E) = Tr
{

Γ
α(E)G (E)Γβ (E)G †(E)

}
(11)

is the transmission function with the tunneling-width for lead
α being given by:

Γ
α
nm(E) = 2π ∑

k∈α

VnkV
∗
mkδ (E − εk) . (12)

Although Eq. (10) resembles the non-interacting result [43], it
follows directly from Eq. (7) and is valid even for strongly in-
teracting systems, provided the inelastic contribution to trans-
port is negligible. Cotunelling processes, i.e. charge transfer
involving intermediate (virtual) states of the nanostructure, are
naturally included in this formalism, where the total transmis-
sion is a coherent mixture of the Green’s functions which in-
clude contributions from all states via Dyson’s equation.

In linear response, i.e. when |∆µ| ≪ µ and ∆T ≪ T , we
can write fβ − fα ≈ (−∂ f0/∂E)[∆µ +(E −µ)∆T/T ], where
∆µ = µα − µβ , ∆T = Tα −Tβ , and f0(E) is the equilibrium
(i.e. zero-bias) Fermi distribution with chemical potential µ

and temperature T . In this regime, Eq. (10) may expressed as:(
Iα

Q̇α

)
= ∑

β

 L
(0)

αβ

1
T L

(1)
αβ

L
(1)

αβ

1
T L

(2)
αβ

( Vβ −Vα

Tβ −Tα

)
, (13)

where Vα = −µα/e, Iα = −eI(0)α is the charge current, Q̇α is
the heat current, and the Onsager linear-response functions are
given by:

L
(ν)

αβ
(µ,T ) =

1
h

∫
dE(E −µ)ν

(
−∂ f0

∂E

)
Tαβ (E). (14)

With these functions we can compactly encode a number of
important transport properties:

Gαβ =
dI
dV

= e2L
(0)

αβ
, (15)

Sαβ =− ∆V
∆T

∣∣∣∣
I=0

=− 1
eT

L
(1)

αβ

L
(0)

αβ

, (16)

καβ =
dQ

d(∆T )

∣∣∣∣
I=0

=
1
T

L (2)−

[
L

(1)
αβ

]2

L
(0)

αβ

 , (17)

where G is the electrical conductance, S is the thermopower,
and κ is the electronic contribution to the thermal conduc-
tance. The linear-response transport coefficients of an inter-
acting system thus have a structure identical to that of a non-
interacting system, except that Tαβ (E) must be calculated us-
ing the interacting Green’s functions.

The transport theories outlined here provide a compre-
hensive framework to investigate the heat, charge and spin
transport through quantum systems. The influence of elec-
tron–electron correlations, coherent wave-like effects, multi-
ple electrodes [44], molecular vibrations, photo emission, etc.
can all be described (in principle) exactly. This paves the way
for exploring a variety of interesting fundamental questions
in quantum thermodynamics [45, 46], including probing the
applicability of the laws of thermodynamics to open quantum
systems and nonequilibrium conditions [47, 48], as well as
understanding Landauer’s principle [49], a foundational con-
cept connecting thermodynamics and information theory. The
quantum theory of temperature measurement, first pioneered
by Engquist and Anderson [50], can also be investigated for
systems operating both in and out of equilibrium [51–56].

D. Quantum dot models

We focus on the transport through systems composed of a
small metallic or semiconductor QDs tunnel coupled to source
and drain electrodes and capacitively coupled to a third gate
electrode. Typical quantum dots have between 103 − 109

atoms with an equivalent range of electrons. Current nanofab-
rication techniques allow the size and shape, and therefore the
electronic properties of these artificial atoms to be precisely
engineered.

At low temperature, and small bias voltage, the energy
to add an electron onto a QD, EC = e2/2C, can exceed the
thermal energy kT and the total tunneling coupling energy
h̄(ΓS+ΓD), where C is the self-capacitance of the QD, and ΓS

and ΓD are the tunneling coupling to the source and drain elec-
trodes, respectively, an effect known as Coulomb blockade
[57]. In this regime, which for typical QDs with capacitance
values on the order of femto-Farads corresponds to sub-Kelvin
experiments, the granular nature of charge can be directly ob-
served from electron transport, for instance, via the observa-
tion of the single-electron transistor (SET) effect where the
conductance exhibits strong variations (Coulomb oscillations)
as a function of gate voltage.

In many QD systems, transport may be accurately described
by a single-level model with the following Hamiltonian

HQD = ε
(
n↑+n↓

)
+Un↑n↓ (18)

where nσ = d†
σ dσ is the number operator and U is the

Coulomb energy.
The eigenstates of this model, often called an Anderson

model [58] can be solved exactly using Bethe Ansatz tech-
niques [59]. At zero temperature the linear-response trans-
mission between the source and drain electrodes is given by
[60, 61]

T (E) =
4ΓSΓD

(ΓS +ΓD)2 sin2
[

θ(E)
2

]
(19)

where the total number of electrons on the central region ⟨nC⟩
is related to the eigenphases θ(E) by the Friedel-sum rule [62,
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63]

⟨nC⟩= θ(E)/π. (20)

In the case where dynamic electron-electron correlations can
be neglected (i.e. when the Σ(E)≡ Σ), the transmission func-
tion may be expressed as a single Lorentzian

T (E) =
4ΓLΓR

(E − ε̃)2 +(ΓL +ΓR)2 , (21)

where ε̃ = ε − eαVg is the effective on-site potential shifted
by the applied gate voltage Vg. With the transmission function
one can then evaluate the thermoelectric coefficients in linear
response using Eqs. (14-17).

III. EXPERIMENTAL TECHNIQUES

In this section, we discuss different experimental ap-
proaches for thermoelectric and heat conductance measure-
ments in quantum devices. All of these invariably require
establishing a thermal imbalance over nano- or micrometer
distances. This implies that both the heating and the measure-
ment of temperatures must be local at this scale. We limit
ourselves to the discussion of purely electronic experiments,
which excludes for instance far-field thermal mapping [64, 65]
or phonon heat conductance experiments [66–68]. Although
some experiments have demonstrated heat flow studies in re-
sponse to local on-chip cooling [28, 69–73], the most com-
mon approach consists in locally overheating the sample or
chip, by Joule dissipation.

For measurements of the Seebeck coefficient S, the exper-
imental quantity of interest is a voltage in response to a tem-
perature gradient. Such experiments do not require knowl-
edge of the heat currents involved. If only the variation of
S with respect to other control parameters, such as magnetic
field or gate, is investigated, it may not even be necessary to
measure ∆T , as long as it can be considered constant [74–77].
The same holds for non-quantitative thermoelectric coefficient
measurements.

On the other hand, heat conductance and quantitative ther-
mopower measurements require that ∆T is known. This im-
plies introducing local thermometers. There are actually a
limited number of experiments in which this is actually done
[28, 78–82], while others deduce the thermal gradients indi-
rectly, based on models [77, 83–86]. Eventually, measure-
ments of heat conductance κ = Q̇/∆T further require knowl-
edge of the heat flow Q̇, which is the most challenging quan-
tity to determine quantitatively. This section is thus divided
into two parts, discussing the determination of ∆T and Q̇, re-
spectively, across a quantum device.

A. Local electron thermometry

Because electron-phonon or electromagnetically mediated
heat flows are very small at millikelvin temperatures [73], it
is crucial to directly access the local electronic temperature

on each side of the device. For this, the most common ap-
proach is to measure an electrical quantity depending on the
electronic temperature. To start with, one must ensure that a
temperature can indeed be defined in the lead, which may not
necessarily be the case in quantum conductors brought out-of-
equilibrium by a strong enough current bias for instance [87].

1. Thermometry based on a resistor

A simple strategy to measure a local electronic temperature
T is to use an electrode material with a temperature-dependent
bulk resistivity ρ(T ). At low temperatures, materials exhibit-
ing a non-saturating resistivity are mostly either quite disor-
dered or have a low electronic density, and are at the transition
to the insulating state. Some examples include nanowires of
NbN [88] or Pt-C [89], as well as highly doped Si [90], which
is used in microscale bolometers. Because of their usually
large resistance, read-out related overheating can be an issue.

A thermometry method, which can under proper circum-
stances even provide a primary temperature reading, is tak-
ing advantage of the thermal (Johnson-Nyquist) noise of an
unbiased resistance R, leading to voltage fluctuations with a
mean square amplitude ⟨v2

T ⟩ = 4kBT R∆ f , where kB is Boltz-
mann’s constant and ∆ f is the measurement bandwidth [91].
In experiments on quantum point contacts (QPCs) in two-
dimensional electron gases, the thermal noise in a quantum
point contact, tuned to exactly one quantum of electrical con-
ductance, was used as an integrated thermometer of a nearby
overheated metallic structure, from which the heat conduc-
tance through other channels connected to the same island is
then inferred [82]. In practice, the voltage fluctuations must be
measured up to MHz frequencies, which requires embedding
the noisy resistor into a matched resonant circuit, in combi-
nation with a cryogenic noise amplification scheme [92]. Re-
markably, local electronic noise thermometry in a quantum
device was demonstrated without saturation down to 7 mK
[93]. One drawback is related to the long necessary integra-
tion times, due to the smallness of thermal fluctuations in the
lower millikelvin range, which make applications for time-
resolved thermometry challenging.

2. Thermometry based on hybrid superconducting junctions

When a thin insulator I makes the junction between a super-
conductor S and a normal metal N, the conductance is strongly
suppressed at low bias voltages |V | < ∆/e, with ∆ the gap of
the single-particle excitation spectrum of S. The current flow-
ing can be expressed as:

I =
1

2eRN

∫
dE ( fN(E − eV )− fN(E + eV ))ρS(E), (22)

with ρS is the normalized electronic density of states of the
superconductor. As |V | approaches ∆/e, a thermally activated
quasiparticle current is allowed, making NIS junctions very
sensitive to the electron temperature in N [94], as shown in
Fig. 1a-c. Except for the temperature dependence of ∆, which
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can be neglected below about Tc/2 (with Tc the superconduct-
ing transition temperature), NIS junctions are totally insensi-
tive to the temperature in the S contact. Due to their high re-
sponsivity and relatively easy integration with other metallic
circuits, NIS junctions are widespread millikelvin local elec-
tron thermometers [28, 80]. In practice, two NIS junctions
are often used in series, via a common central N island, in the
co-called SINIS geometry.

One crucial drawback of NIS (or SINIS) thermometers is
that the rather large operating voltage ≈ ∆/e inherently lead
to significant dissipation in S (see next subsection for a de-
tailed discussion of the heat balance). Part of this heat may
return to N by various processes, leading to a saturation of
the sensitivity near 50 mK. An alternative approach consists
in suppressing the tunnel barriers in SINIS junctions. In this
case, superconducting correlations may coherently propagate
from one S lead to the other, allowing for a finite dissipation-
less Josephson current [96]. In such typically sub-micrometer-
long SNS junctions, the relevant energy scale is no longer ∆,
but the Thouless energy ETh, related to the electronic diffu-
sion time over the length L of the normal metallic island N.
The amplitude of the Josephson critical current Ic is affected
by depairing in N via the dimensionless parameter ETh/kBT ,
making it a possible thermometer (see Fig. 1d-f). However,
probing Ic in SNS junctions implies a transition to the dis-
sipative state. The associated thermal runaway was shown
to be at the origin of the hysteresis generally found in these
devices [97]. Therefore, Ic measurements are not reversible
and bias must be continuously reset. For temperatures be-
low ETh/kB, Ic(T ) saturates, suggesting the use of small-ETh
(and thus small Ic) junctions when going to lower tempera-
tures. This however makes the voltage jump at Ic harder to
detect. In practice, due to the above-described effects, SNS
thermometry is also losing sensitivity below about 50 mK.

Recently, a superconducting hybrid device based on a com-
bination of a transparent and a weak/semi-transparent tunnel
junction (noted i, in contrast with the more opaque barrier I)
has been demonstrated to be less prone to saturation at low
temperatures [98]. In such an SINS structure, the transpar-
ent S contact is used to induce superconducting correlations
in N. A nearby semi-transparent tunnel junction to a second S
contact is thus effectively connecting an intrinsic and a proxi-
mized superconductor. The Josephson correlations across this
tunnel junction give rise to a conductance peak at zero bias
voltage, which is highly sensitive to the temperature in N (see
Fig. 1g-i). Such a device avoids the shortcomings of both
previously discussed superconducting hybrids: it is reversible
and can be operated near zero voltage, implying much lower
dissipation levels. It was shown to operate down to 25 mK
without saturation [99].

3. Thermometry based on quantum capacitance

Finally, we discuss thermometry applications of quantum
dot (QD) junctions, in which a single quantum level (due to
quantum confinement) is tunnel coupled to a single or two
macroscopic contacts (Fermi seas) [100–103].

The occupation of a QD level coupled to one lead only de-
pends on its relative position ε with respect to the contact’s
Fermi level µ and temperature. The gate-dependent quan-
tum capacitance of a QD level fluctuating between occupation
states 0 and 1 may be expressed as:

C(Vg) =
α2

4kBT
cosh−2

(
α(Vg −V 0

g )

2kBT

)
, (23)

with Vg the gate voltage acting on the QD level, α = ∂ε/∂Vg

the gate lever arm, and V 0
g the gate voltage at charge degener-

acy, at which the empty and singly occupied states are equally
probable. Note that for a spin-degenerate level with a charge
state fluctuating between 0 and 1, charge degeneracy is not
occurring exactly at ε = µ , but at an energy kBT ln(2) below.
This implies that the charge degeneracy point itself is slightly
temperature dependent. Both the magnitude of C(V 0

g ) ∝ 1/T
at charge degeneracy and the full-width at half maximum of
C(Vg), equal to α∆Vg = 4ln(

√
2+ 1)kBT ≈ 3.5kBT , can be

used for thermometry purposes. The above description is only
accurate in the weak coupling regime, that is, as long as the
thermal energy kBT largely exceeds the tunnel coupling h̄Γ.
At low temperatures, α∆Vg saturates to 2h̄Γ.

4. High-frequency thermometry

We conclude this panorama of local electron thermometry
techniques in quantum devices with a discussion of recent de-
velopments in time-resolved readout methods, allowing for
measurements with a MHz bandwidth. To this end, either the
tunneling resistance or the capacitance used for thermome-
try is embedded into a radio-frequency resonant circuit [104].
The change of transmitted or reflected power of the resonator
then allows for a fast read-out of changes in the temperature-
dependent sensor impedance, as in the experiments shown in
Fig. 1g-i. The readout bandwidth is then essentially set by the
resonator bandwidth, which can be adjusted to exceed sev-
eral MHz. This has allowed the determination of the electron-
phonon energy relaxation rates in a variety of nanoscale con-
ductors [99, 104, 105], as well as detecting and quantify-
ing minute dissipative events such as individual phase slips
in a Josephson junction [106]. Time-resolved experiments
thereby open formidable perspectives for investigating fluctu-
ations, stochasticity and quantum effects in thermodynamics
[107, 108].

B. Heat balance

The typical experimental geometry used for the results pre-
sented here is shown in Fig. 2. Alike most heat conductance
experiments, it is designed such that one contact to the de-
vice is well thermalized to the environment, usually via low-
resistance (but not superconducting) electrical conduction to
macroscopic contacts. In this part of the device, electrons and
phonons are in equilibrium and are part of a large thermal bath
at temperature Tbath at all times, thus acting as a thermal drain
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FIG. 1. Superconducting hybrid electron thermometers. a) Scanning electron micrograph (SEM) of a NIS junctions with N, S and the
aluminum oxide tunnel junctions (I) highlighted respectively in red, blue and orange. Five superconducting leads allow for both heating and
thermometry. b) Current–voltage (IV ) characteristics of an NIS junction at a bath temperature Tb = 100 mK (RT = 85.6 kΩ). c) Voltage
drop across the NIS junction with a fixed I = 5 pA (highlighted in b) as a function of Tb. The red line represents the expected response from
Eq. (22) with gap ∆ = 209 µeV and tunnel resistance RT = 96.2 kΩ. d) SEM of an SNS junction (same color code as above, except that
the contacts are now transparent, which is symbolised by purple color), probed in a current-biased configuration. e) IV characteristics of the
SNS thermometer junction at Tb = 75 mK, featuring a critical (switching) current Ic and retrapping current Ir. f) Histograms of the stochastic
switching current distribution at various bath temperatures with a gaussian envelope. g) Device schematics with the same color code as above.
Note the coexistence of the two types of junctions. The SINS junction is embedded into an RF tank circuit. h) RF transmitted power Pout at
resonance of the SINS junction within the tank circuit as a function of bias V applied to the junction (only V ≥ 0 shown), at different cryostat
temperatures. The inset highlights the strong temperature dependence of the zero-bias Josephson conductance. i) Calibration of Pout (V =0)
against cryostat temperature at equilibrium with a linear fit excluding points beyond Tb > 250 mK. b,c) Adapted with permission from Ref.
(80). Copyright 2022 American Chemical Society. a,d,e) Adapted with permission from Ref. (95). f) Adapted with permission from Ref. (79).
Copyright 2022 American Physical Society.

at temperature Td , such that Td = Tbath. If this is granted, a
single temperature measurement in the thermally floating part
of the device (source in the remainder) at temperature Ts is
sufficient for determining ∆T = Ts −Td across the device, as
exemplified in Fig. 3a,b.

A thermal transport measurement across a nanoscale con-
ductor requires having a quantitative knowledge of the heat
flow Q̇ in response to a given temperature landscape. In lin-
ear response, one considers only small temperature gradients
∆T ≪ T , which leads to defining the electronic thermal con-
ductance κ = Q̇/∆T , in line with the Onsager relation Eq.
(17). However, it is often useful to go beyond linear response
and determine the full Q̇(Td ,Ts) curve, for a wide range of
drain and source temperatures Td and Ts. On an important
side note, heat currents and thus κ are defined at zero average
particle current, and thus in open circuit conditions.

1. Electronic heating

In practice, a known heating power Q̇H is applied to the
source, part of which is then flowing through the conduc-
tor under investigation, while another part Q̇s is escaping the
source by parasitic paths, such that Q̇ = Q̇H − Q̇s. The heat-
ing power Q̇H is usually provided by similar architectures than
used for thermometry in the same device. In the case of ohmic
elements, such as for a bulk resistive electrode or a quantum
Hall channel, Q̇H is easily estimated from Joule’s law. In the
case of an NIS tunnel junction, one must start from the full
heat transport equation to determine the power applied to N,
yielding:

Q̇N
H =

1
e2RN

∫
dE (E − eV )( fN(E − eV )− fS(E))ρS(E).

(24)
Because of the strong energy dependence of ρS near ±∆, Q̇N

H
is strongly non-linear in the applied voltage V , and can even
be negative for |V | < ∆/e, leading to cooling in N [3]. This
peculiar feature allowed testing the response of heat flows on
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FIG. 2. (a) Thermal balance diagram, highlighting the heat load Q̇H
to the thermally floating source, the parasitic heat leakage, here in the
form of Q̇e−ph, and the heat flow to the cold drain across the device
under study, here a nanowire. (b) False colored scanning electron
micrograph of the bolometer for measuring heat transport across an
InAs nanowire (orange). The superconducting leads, forming NIS
tunnel junctions to the Cu normal island are shown in cyan. The
color code is in correspondence with (a). Adapted with permission
from Ref. (80). Copyright 2022 American Chemical Society.

inverting the sign of ∆T [28, 73]. The heating power applied
to the superconducting contact is obtained by replacing µN by
µS in Eq. (24), which leads to Q̇S

H = IV − Q̇N
H . This quantity

is always positive and in can be quite large, such that a frac-
tion of Q̇S

H can spuriously return to N via other mechanisms,
such as transport through phonons. It was found that a good
practical description of the heat generation in N near an NIS
junction writes Q̇H = Q̇N

H +αQ̇S
H , with α on the order of a few

percent [73, 109], which however depends on the geometry of
NIS junction and in particular of the S lead.

Although the heating power delivered by an NIS junction is
not as trivial as from a simple ohmic element, it still remains
under good control, and even the contribution of higher order
(Andreev) tunneling processes can be accounted for [110].

2. Optimization of thermal isolation

One important source of heat leakage is associated to elec-
tronic conduction through the leads, which are unavoidable
for biasing the device and creating/measuring the tempera-
ture gradients. High-resistance (tunnel) contacts are obviously
preferable for confining heat. In the particular case of NIS
junctions, the strong conductance suppression at low voltages
provides a very efficient isolation. However, it is usually desir-
able to enable at least one low-resistance access to the source,
in order to be able to characterize the electrical properties of
the device under investigation. In the case of experiments
performed using edge channels in two-dimensional electron
gases, the gate-tunability of the different contact resistances is
of course a great advantage. In the other case of superconduct-
ing contacts to a normal metallic source, be it via opaque or
transparent contacts, the thermal isolation can strongly ben-
efit from the exponentially suppressed heat conductance of
superconductors at very low temperature [111]. Because of
the inverse proximity effect at a NS interface, which appears
particularly at high contact transparencies, the superconduct-
ing order parameter is however suppressed near the interface
over a distance ∼ ξ , the superconducting coherence length. It
is thus crucial that the superconducting thermal isolation be

conceived with a length much longer than ξ until the next ef-
fective heat drain (wider or normal conducting electrodes).

With well-designed superconducting leads (furthermore if
connected by tunnel contacts), electronic conduction is not
the dominant heat escape channel at very low temperature.
In practice, and assuming aluminum as the superconducting
material, the combination of heat leakage at high tempera-
tures T > Tc/4 and thermometry saturation at low tempera-
tures unfortunately does not permit NIS-thermometer/heater-
based bolometers to perform quantitative electronic heat con-
ductance measurements over a temperature range exceeding
roughly a decade, between about 30 and 300 mK at best. A
wider accessible temperature window would be highly desir-
able, for instance for investigating Kondo physics in quantum
dot junctions [77, 112], but is presently challenging to achieve
[113].

3. Electron-phonon coupling

Assuming that the spurious heat leakage via the contacts
is negligible, the dominant origin of Q̇s is in general the
electron-phonon coupling in the source electrode, which takes
the form Q̇e−ph = V Σ

(
T n −T n

ph

)
. Here V is the interac-

tion volume, Σ the material-dependent electron-phonon cou-
pling constant, n a number ranging between 4 and 6 depend-
ing on the material’s phonon properties, and Tph the phonon
temperatures. The fast decay of the electron-phonon cou-
pling in the millikelvin regime is the key ingredient allowing
for thermally isolating small regions from the environment,
without the need for instance for suspended structures. To
put some numbers, at a 100 mK bath temperature, the elec-
trons in a V = 2× 0.2× 0.05 µm3 copper bolometer (n = 5,
Σ= 2×10−9 W.µm−3.K−5) overheated by ∆T = T −Tph = 10
mK emit a power Q̇e−ph = 200 aW to the phonon bath. This
is to be compared to the heat current across a single spin-
degenerate quantum conduction channel under the same tem-
perature bias and obeying the Wiedemann-Franz law, Q̇ ≈
L0 ∆T T G0 = 1.85 fW. When for instance investigating the
heat flow in one or a few quantum conduction channels, obey-
ing order-of-magnitude-wise the WF law, while working at
temperatures below 30 mK, is appears that Q̇e−ph ≪ Q̇ and
spurious heat leakage of any kind can be neglected. This was
the case in several experiments in two-dimensional electron
gases under high magnetic fields [81, 82].

On the other hand, the combined use of NIS-type bolome-
ters, which do not allow operating in the low mK temperature
range, together with the investigation of quantum dot junc-
tions, which have typical charge conductances that are only a
fraction of G0, make that Q̇e−ph and Q̇ have the same order of
magnitude [79]. For quantitative measurements, it is thus nec-
essary to be able to estimate Q̇e−ph accurately. One possibility
is of course to predict Q̇e−ph from literature values for a given
bolometer material. This is however not very satisfactory, as
the strength of the electron-phonon coupling shows a certain
variability, depending on the sample geometry and material
preparation procedure.
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4. Independent determination of the heat balance parameters

When Q̇ can be tuned by some external parameter λ , such
as a gate voltage, there can be one or more peculiar values
λ0 at which Q̇ can be predicted with high confidence. For
instance, in a quantum dot junction, tuning the device in gate-
space far away from a conduction resonance allows assuming
that Q̇, which is by initial hypothesis associated to electron
transport through the dot, is also nil. When measuring the
full Q̇H(λ0,Ts,Tbath) curve, this experimental quantity can be
identified with Q̇s, that is, usually Q̇e−ph (see Fig. 3c). In
practice Q̇H is swept and Ts is measured, but the additivity of
powers and the bijectivity of the relation makes it preferable
and licit to represent it the other way around) at a fixed Tbath.
Making the assumption that Q̇s does not depend on λ , which
should be valid if λ acts only on the device under investigation
and not on the bolometer itself, one can then write for any λ

that [80]:

Q̇(λ ,Ts,Tbath) = Q̇H(λ ,Ts,Tbath)− Q̇H(λ0,Ts,Tbath). (25)

It is of course important to verify a posteriori that the
form of Q̇H(λ0,Ts,Tbath) can be reasonably described using an
electron-phonon heat escape model, or anything equivalent.
For instance in Ref. [80], which reported heat transport mea-
surements through a quantum dot formed in an InAs nanowire,
about half of the nanowire was part of the bolometer itself. It
was observed that Q̇s itself displayed at small and smooth but
measurable gate dependence, which was attributed to an en-
hanced electron-phonon coupling in the nanowire itself as the
gate voltage, and thus the charge carrier density, was cranked
up. This issue could however be sorted by performing the heat
balance subtraction in Eq. (25) locally, for λ ∼ λ0. In the anal-
ysis of another heat transport experiment, through a single-
electron transistor (SET) [28], such non-conducting points in
gate space did not always exist, due to high junction trans-
parencies. Therefore it was assumed that the heat conductance
at the charge degeneracy points did obey the WF law, as theo-
retically predicted [27]. This then allowed deducing Q̇s from
the heat balance at the charge degeneracy point, and subtract-
ing it to obtain Q̇ at all gate voltages.

IV. QUANTUM SIGNATURES IN HEAT TRANSPORT
EXPERIMENTS

A. Electronic thermal conductance

Deviations from the WF law for the thermal conductance
indicate a breakdown of the free-electron model and can act
as a signature of quantum effects. This discussion will address
two primary sources of such deviations: energy-dependent
transmission coefficients T (E) due to quantum confinement
and interactions. Other mechanisms exist, such as the unique
quantum statistics in two-dimensional electron gases [114–
116] or quantum wave effects [6], where the difference in in-
fluence of quantum interference on the charge and heat trans-
port generate significant violations of the WF law.

FIG. 3. Gate dependence of (a) the linear charge conductance of the
InAs nanowire at thermal equilibrium, and of (b) the temperature of
the overheated source island. (c) Heat injected in the source on (red)
and off (blue) a conduction resonance near Vg = 2.9 V, characterized
by Γ/(kBT )≈ 7. (d) Heat current across the nanowire deduced from
the difference of the two preceding measurements (orange). The
dashed and the continuous lines show the expected behavior from
the Wiedemann-Franz law and the scattering approach, respectively.
All data are taken with Tb = 100 mK. Adapted with permission from
Ref. (80). Copyright 2022 American Chemical Society.

1. Energy-selective transmission

Early reports on quantum point contacts (QPCs) showed
that the heat conductance of individual quantum conductance
channels qualitatively followed the charge conduction pattern,
as the QPC was progressively opened [117, 118]. This ob-
servation was followed by the quantitative demonstration that
the opening of one supplementary quantum conduction chan-
nel provided an increase of heat conductance given by the WF
law within less than a few percent. This is expected because
T (E) is flat in between two conduction thresholds in the QPC
gate space. It also indicates that there are no interaction effects
at play (see below for a refinement of this discussion).

In the absence of interactions, the crucial role of T (E)
in deviations from the WF law, as discussed in Section II,
was observed in single quantum dot junctions. A first study
based on electromigrated quantum dot junctions demonstrated
good qualitative agreement with the predictions of NEGF the-
ory (Section II.A), however, the tunnel couplings were too
large to be accurately determined independently [79]. Shortly
after, experiments using a quantum dot formed in an InAs
nanowire allowed smaller and better characterized tunnel cou-
plings, with measurements that were in quantitative agree-
ment with theory, based on the Landauer-Büttiker scattering
approach, as described in Section II.C [80]. Clearly, devia-
tions from the WF law appear most strongly when moving
to the weak-coupling regime, in which kBT is larger than the
spectral broadening of T (E), given here by the h̄Γ broaden-
ing of the tunnel coupled quantum level. This is visible in
Fig. 3d, where the condition Γ ≈ 7kBT is sufficient to induce
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FIG. 4. (a) Differential conductance map of a single-electron transis-
tor, as a function of drain-source voltage and the gate-driven average
electronic occupation number (with an arbitrary integer offset), dis-
playing Coulomb diamonds. (b) Normalised heat conductance L/L0
of the same device (purple dots) together with a theoretical calcu-
lation (line). Data taken at Tb = 160 mK. Adapted with permission
from Ref. (28). Copyright 2017 American Physical Society.

a heat conductance about 35 % below the WF law in the lin-
ear regime. Notably the deviation is even better seen in the
non-linear regime of temperature gradients. For larger values
of Γ/(kBT ), the WF law is again recovered to a very good ap-
proximation. The suppression of the heat conductance below
the WF prediction by a narrow conduction resonance can be
understood intuitively as stemming from the pass-band energy
filter provided by the quantum level: only particles inside an
energy window ∼ Γ are allowed to tunnel back and forth. The
energy exchanged per tunneling event is thus limited by Γ and
not kBT .

2. Interactions

As discussed in Section II, treating the combination of
energy-selective tunneling processes and interactions is not
an easy theoretical task. In the weak-coupling regime how-
ever, such that the energy scale h̄Γ can be treated perturba-
tively. The effect of interactions was calculated analytically
in the SET geometry using a diagrammatic approach based
on the QME formalism described in Section II.B [27]. Ex-
periments based on a SET with charging energy ∼150 µeV
(Fig. 4a showed a strong enhancement by up to 300% of the
Lorentz ratio L/L0 = κ/(L0GT ) when entering the Coulomb
blockaded regime [28], in excellent agreement with theory
(Fig. 4b). An intuitive way of understanding the relative en-
hancement of heat conduction above the WF prediction is by
considering the Coulomb blockaded island as a high-pass en-
ergy filter for transport processes. In contrast with the non-
interacting resonant transmission discussed above, the tunnel-
ing of high-energy particles is here allowed and leads to an
average energy transfer larger than kBT per tunneling event.

A particularly intriguing regime can be observed in the case
where the source island - rather than the device itself - is sub-
ject to Coulomb blockade. Early studies based on quantum
dots in a two-dimensional electron gas already noted the detri-
mental consequences of charging effects in one of the heat
reservoirs, on the ability of the quantum dot device to conduct
heat [118]. It was later predicted [119] and experimentally

confirmed [81] that for a Coulomb blockaded source reservoir,
the reduced heat conductance of N fully transmitting conduc-
tion channels was actually L/L0 = (N − 1)/N. This can be
interpreted as a single out of the N conduction channels not
contributing to heat transport, due to the suppression of en-
ergy fluctuations in the source island. In the heat conductance
experiments using fully metallic bolometers [28, 79, 80], care
was taken to avoid possible Coulomb blockade effects in the
source by using at least one transparent contact to the bolome-
ter.

B. Thermopower

We now move to the thermoelectric signatures of electronic
transport across a quantum dot junction, that is, the appear-
ance of a voltage drop at open circuit conditions in response
to a temperature gradient across the junction, as defined in Eq.
(16). The weak-coupling (sequential tunneling) limit across a
single quantum level is immediately seen from the Onsager
relations to be a linear function of the level position, which is
odd with respect to the electron-hole symmetric point (Fermi
level). This leads to a characteristic sawtooth-shaped ther-
moelectric signal S(Vg) as a function of the gate voltage con-
trolling the position of the relevant energy level [120, 121].
Cotunneling contributions essentially quench the thermoelec-
tric response as soon as these become dominant over sequen-
tial tunneling, as occurs for instance deep inside a Coulomb
diamond [122]. However, cotunneling does not affect the
odd electron-hole symmetry of S. Quantum dot junctions
have been theorized [123] and experimentally demonstrated
[84, 124] to allow for very high thermoelectric efficiencies,
that is, work extraction from the heat current imposed by tem-
perature gradient.

At higher tunnel couplings, quantum dot junctions can form
complex many-body ground states with the leads, which man-
ifest through the appearance of the so-called Abrikosov-Suhl
(AS) resonance in the spectral function near the Fermi energy
of the contact. This resonance is observable as a zero-bias
conductance peak (Kondo effect) in quantum dot junctions
[125] under a degeneracy condition, which is for instance re-
alised by the spin-1/2 doublet of a singly occupied level. Nu-
merical renormalization group calculations predicted that in
such a device S(Vg) would have a markedly different behav-
ior in adjacent Coulomb diamonds, corresponding to oppo-
site occupation parities [112]. This leads thus to a 2e-periodic
signal in the charge state of the quantum dot and marked de-
viations from the above-discussed asymmetric thermopower
signal as Vg crosses a charge degeneracy point. Furthermore,
the rapid collapse of the AS spectral resonance with increas-
ing temperature must lead to a characteristic sign change of
the Kondo-thermoelectric signal, as the spectral weight of the
AS resonance decreases below the contribution from cotun-
neling [112]. These predictions were confirmed in detail by
two recent experimental studies [77, 126], which used InAs
nanowires and Au nanoparticles as the quantum dot, respec-
tively. Fig. 5 highlights for instance the markedly different
thermoelectric response at two consecutive charge degener-
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FIG. 5. (a) Experimental thermopower S(Vg) at three experimen-
tal device temperatures of 300 mK (blue), 1.5 K (orange) and 4.4
K (red). The arrows highlight the level depths in the Kondo regime
near which the thermopower changes sign with increasing temper-
ature. (b,c) Corresponding numerical renormalization group calcu-
lation using the same set of temperatures T (with the same color
code) and microscopic parameteres extracted from the charge trans-
port measurements. Adapted with permission from Ref. (77). Copy-
right 2019 American Chemical Society.

acy points as well as its sign change with increasing tempera-
ture in the odd occupation sector are highlighted, in agreement
with predictions.

V. IMPLICATIONS FOR QUANTUM TECHNOLOGIES

In conclusion, our discussion reviewed how electron inter-
actions along with quantum confinement in nanoscale conduc-
tors can lead to significant thermoelectric effects and marked
deviations of the electronic heat conduction as compared to
the WF estimation. For instance, the heat conductance of
a weakly coupled single quantum level is lower by about
Γ/(kBT ) as compared to the WF result. For thermoelectric
applications, this could be a great benefit as it could allow -
at least in theory - extremely high efficiencies [84, 123, 124].
For heat draining applications, one must however bear in mind
the possibly drastic reduction of heat conduction by the leads,
in case these are small enough for inducing for instance lateral
quantum confinement.

From a basic science perspective, several unanswered ques-
tions remain. For instance, the thermal conduction in the pres-
ence of Kondo correlations [112, 127] has not yet been exper-
imentally addressed. Furthermore, while the mechanisms of
heat conduction in the presence of phase coherence were al-
ready investigated by a series of experiments in superconduct-
ing circuits [128, 129], similar experiments in normal coher-
ent conductors are still lacking.

On the application side, thermal effects play also a pivotal
role in the performance of quantum systems across various
platforms. Therefore, the understanding and control of heat
capacities and thermal conductances in nanoscale quantum
conductors is called to play a growing role with the increasing
technological readiness of quantum devices. Because super-
conducting qubit circuits are rather extended objects, issues
related to overheating, due for instance to microwave drives,
have not yet been reported. Conversely, semiconducting spin-
qubit devices are truly nanoscale, which makes them promis-
ing from the point of view of integration and scalability. How-
ever, owing to the impressive recent progress in the number
of coupled physical qubits, it has become clear that overheat-
ing is now the main mechanism limiting the operation fidelity
[1, 2, 130]. Even small temperature fluctuations can modify
the qubit resonance conditions and drastically enhance deco-
herence.

Eventually, the accurate determination of the thermal prop-
erties of nanoscale conductors in the quantum regime will
become crucial in the coming years [131] in order to allow
mitigating the effects of overheating in dense architectures
of quantum devices. There is now a strongly growing inter-
est in determining the energetic cost of quantum computing
[132], both on the macroscopic level as well as from elemen-
tary considerations of quantum thermodynamics [133–135]. It
can be anticipated that the theoretical and experimental tools
presented here will contribute to laying the foundations of this
emerging field.
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