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This work presents a physics-informed neural network approach bridging deep-learning force field
and electronic structure simulations, illustrated through twisted two-dimensional large-scale material
systems. The deep potential molecular dynamics model is adopted as the backbone, and electronic
structure simulation is integrated. Using Wannier functions as the basis, we categorize Wannier
Hamiltonian elements based on physical principles to incorporate diverse information from a deep-
learning force field model. This information-sharing mechanism streamlines the architecture of
our dual-functional model, enhancing its efficiency and effectiveness. This Wannier-based dual-
functional model for simulating electronic band and structural relaxation (WANDER) serves as a
powerful tool to explore large-scale systems. By endowing a well-developed machine-learning force
field with electronic structure simulation capabilities, the study marks a significant advancement in
developing multimodal machine-learning-based computational methods that can achieve multiple
functionalities traditionally exclusive to first-principles calculations. Moreover, utilizing Wannier

functions as the basis lays the groundwork for predicting more physical quantities.

I. INTRODUCTION

First-principles calculations based on density func-
tional theory (DFT) have emerged as a powerful tool in
predicting and calculating physical properties [I]. Their
accurate descriptions of structural parameters, energy
landscapes, and electronic structures, directly compara-
ble with experimental measurements, have yielded deep
physical insights [2]. However, as the system gets large,
the computational cost of DFT calculation increases dra-
matically, making the simulations of many scientifically
important solid-state systems, such as twisted 2D mate-
rials, heterostructures, and crystals with defects, tech-
nically challenging and even impossible. The recent
developments in machine learning techniques demon-
strate promising potential in addressing this challenge [3-
17]. Specifically, machine learning force fields have been
shown to produce highly accurate atomic forces and crys-
talline energies [(H23]. In these force fields, the local
atomic environment is digitized, and neural networks are
employed to identify the relationship between the local
atomic environment and atomic forces. Despite being a
powerful tool for simulating atomic forces and optimiz-
ing structures, machine learning techniques also demon-
strate promising potential in electronic structure simula-
tion. Recently, an approach based on a message-passing
neural network (referred to as DeepH) has been devel-
oped to simulate the first-principles Hamiltonian and
subsequently acquired the electronic structures [24H26).
Each of these works reproduces a primary functionality
of DFT calculations with a significantly increased effi-
ciency, representing a substantial step in developing ma-
chine learning-based computational methodologies.

According to the “nearsightedness” model proposed by
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Prodan and Kohn, the change of potential at a distant
position has little effect on local electronic properties [27].
This principle implies that both atomic forces and elec-
tronic structures are local physical properties and should
be able to be predicted by similar models. However,
contrary to the remarkable progress in machine-learning
force fields [7], [18], 19, 23] 28-32], there remains a notable
scarcity of deep-learning models for solid-state electronic
structure simulation despite the success of DeepH [24].
This observation prompts the question of whether it is
feasible to bridge this gap by developing a method en-
dowing existing machine learning force fields with the
capability for electronic structure simulation. If so, the
inquiry extends to identifying the guidelines for designing
such a dual-functional model that not only ensures op-
timal efficiency and transferability but also attains high
levels of accuracy.

Inspired by these challenges, we develop a physics-
informed neural network approach for simulating both
atomic and electronic structures. This approach uses the
Wannier functions (generated from atomic orbitals) as
the basis, and adopts the framework of a well-established
and widely adopted machine learning force field model [7]
28]. Information learned from the force field model is
used to facilitate the simulation of electronic band struc-
tures, and this information-sharing mechanism stream-
lines the architecture of our dual-functional model, en-
hancing its efficiency and effectiveness. To demon-
strate the performance of this Wannier-based dual func-
tional model for simulating electronic band and struc-
tural relaxation (WANDER), we take twisted MoSa bi-
layer systems as illustrative examples since the Moiré
structures of 2D materials host a wide range of novel
physical properties [33H35]. This work aims to bridge
deep learning-based models for atomic-structure and
electronic-structure simulations and provide insights on
developing machine-learning-based computational meth-
ods offering multiple functionalities of first-principles cal-
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culations. Moreover, this research presents a feasible
approach to augment machine learning models for elec-
tronic band structure simulations, potentially bridging
the gap between the scarcity of machine learning-based
electronic structure simulation approaches and the pros-
perity of machine learning-based force fields.

This work adopts Wannier functions as the basis,
which are a complete set of real-space orthogonal func-
tions acquired from the Fourier transforms of the Bloch
functions [36]. Wannier functions have been widely
adopted in the research of theoretical solid-state physics
since they capture the essential physics of a material’s
electronic structure [37, B8]. For example, the k-space
Hamiltonian matrix elements, whose eigenvalues yield
the electronic band structure, can be acquired through
Wannier interpolation as

H(K)ma,ns =
DD €™ (e (v) [H (v)| wnp (r+a)) . (1)
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Here, H (k) and H (r) are the Hamiltonians in the re-
ciprocal space and real space, respectively. a, m (n),
and « (B) are the indices of cells, atoms, and Wannier
functions, respectively. In the WANDER, the Wannier
Hamiltonian elements, which determine the electronic
band structures, are divided into three categories (on-
site interactions, intra-layer hopping integrals, and inter-
layer hopping integrals) as suggested in a previous tight-
binding model [39]. Our study shows that the input
representation of each category should take different in-
formation from the deep learning force field model for
improved performance in terms of accuracy, efficiency,
and transferability. The selection of these representa-
tions is guided by the underlying physical mechanisms,
aligning with the concept of physics-informed machine
learning [40]. While our focus is primarily on atomic and
electronic structure simulation, utilizing Wannier func-
tions as the basis lays the groundwork for integrating
additional functionalities into our approach. This ex-
pansion broadens the predictive capabilities of our model
to encompass a diverse array of physical quantities cal-
culable based on Wannier functions, including but not
limited to spin Hall conductivity [41, [42], shift cur-
rent [43], transport properties [44], and electron-phonon
coupling [45] [46].

II. RESULTS
A. Overview of Wannier functions

Wannier functions for a specific system are non-unique
since a Bloch function ¢, can adopt a phase e’®¥) as
an arbitrary function of k. There are two widely adopted
approaches for acquiring well-defined Wannier functions.
The first approach is to minimize their spreads (through
a process known as localization) to acquire maximally

localized Wannier functions (MLWFs) [37, [38]. MLWFs
are exponentially decaying and widely adopted as the
basis for constructing first-principles, tight-binding mod-
els [47,[48]. However, MLWF's change with structural dis-
tortions dramatically, whose trend is challenging to track;
for Chern insulators, it is even infeasible to construct ex-
ponentially localized Wannier functions [49]. An alter-
native approach, which can get rid of these challenges,
is to use Wannierized atomic orbitals, without any lo-
calization steps, as the basis [50H52]. Wannier functions
acquired through this method have larger spreads, lead-
ing to increased computational costs.

In this work, we adopt Wannier functions generated
from atomic orbitals with finite localization as the basis,
and the computational procedure is as follows. First,
we calculate the MLWFs of the ground state MoSs,
which is a trivial insulator. Then, we employ atomic or-
bitals to approximate the MLWFs. These orbitals should
be linearly independent and form a complete set (see
Supplementary Information Section 1 for details). Fi-
nally, we use the atomic orbitals as the initial guess for
projection, acquiring Wannier functions and minimizing
their spreads for finite (40 in this study) iterations with
the Wannier90 package [53, 54]. The acquired “semi-
localized” Wannier functions are used as the basis.

The essence of this approach closely resembles that of
using Wannierized atomic orbitals as the basis. Using the
atomic orbitals, which approximate the MLWFs of the
ground state, as the initial projection will not introduce
any error as long as the atomic orbitals form a complete
set. However, the subsequent localization iterations may
introduce errors. Here, we take the assumption that the
semi-localized Wannier functions exhibit slight variation
across different structures. In other words, the localiza-
tion process for finite iterations decreases the spread of
Wannier functions with slight shape changes (see Sup-
plementary Information Section 2 for details). Our re-
sults, based on bi-layer MoS,, align with this assump-
tion, demonstrating that using “semi-localized” Wannier
functions as the basis has little impact on the model’s
accuracy.

It is worth mentioning that localization with finite
steps is completely optional and can be viewed as a trade-
off between accuracy and efficiency. While it may in-
troduce errors, the localization process also breaks the
symmetry of the Wannier functions, making this ap-
proach unsuitable for investigating topological proper-
ties. To overcome these challenges, future research may
focus on developing symmetry-adapted Wannier func-
tions or designing standardized Wannier functions with
small spreads [53], [56]. However, these topics are beyond
the scope of this study and will be pursued in future re-
search.



B. Neural network scheme

The schematic plot of the architecture of WANDER
is shown in Fig. [[] The first step is to train a force
field model, as indicated by the blue rectangles in Fig.
Here, we adopt the deep potential molecular dynamics
(DPMD) model introduced in Ref. [7, 28]. The local envi-
ronment of a specific atom is transformed into input data

by stacking the 4-dimensional vector (%,%,%, %)

contributed by each neighboring atom inside the cutoff
radius R¢. Here, R is the length of the vector R point-
ing from the central atom to its neighbor. R, R,, and
R, are the three components of R. The atomic forces
in Cartesian coordinates (fz, fy, f») serve as the output.
Two hidden layers, with 32 and 16 nodes, respectively,
connect the input and output, forming a feed-forward
network. Between the input and different hidden lay-
ers, data are transferred through a linear transformation
di1 = Widy + by followed by a rectified linear unit
(ReLU) activation function. Here, W} and by, are learn-
able weights and biases at the kth step. Between the last
hidden layer and the output layer, only a linear transfor-
mation is applied.

The Wannier Hamiltonian elements are classified into
three categories as on-site interaction, intra-layer hop-
ping integrals, and inter-layer hopping integrals. This
classification is in accordance with the expression of the
tight-binding Hamiltonian in Ref [39]

Hrpg = — Z tf;locjncn — Z tfn:nl cjncn + Z echcm,
(m,n) m,n m
(2)

where p = 0 and p = 1 stand for atoms ¢ and j located at
the same and different layers, respectively, and t,,, and
e are on-site and hopping integrals.

The three categories of Wannier Hamiltonian elements
(on-site interaction, intra-layer hopping integrals, and
inter-layer hopping integrals) have different underlying
physical mechanisms and should be predicted with dif-
ferent models, as shown in Fig. [[] Similar to an atomic
force, an on-site interaction is a single-body term that is
determined by the local atomic environment; predictions
for atomic forces and on-site interactions share the same
input. Hopping integrals are two-body interactions, and
the relative positions of the two atoms should be incorpo-
rated into the input. The relative position is represented
by a 4-dimensional vector (%, %, g—l,;’, %;» where R’
is the length of the vector R’ between the two atoms.
To predict intra-layer hopping integrals, we extract the
16-dimensional vector of each atom from the last hidden
layer in the DPMD model and stack them with the rel-
ative position vector as the input. Here, the last hidden
layer in DPMD contains essential information about the
local atomic environment and thus can be viewed as a
reduced atomic environmental representation (RAER).
Later, we will show that this input containing RAER
performs better than stacking the DPMD first-layer (in-

put for DPMD) vector and the relative-position vector.
The input for predicting the inter-layer hopping integral
is the 4-dimensional relative-position vector. This is be-
cause there is no atom in the inter-layer gap affecting
the Hamiltonian, making the hopping integral mainly de-
pend on the relative positions of the two atoms. The deep
learning architecture for predicting Wannier Hamiltonian
elements is the same as that of DPMD, which comprises
two hidden layers.

C. Dataset for training and vacuum level alignment

To train the model for a force field, we build a database
with 10690 different configurations of 4x4 bi-layer MoS,.
In each structure, one of the MoS, layers is parallelly
displaced with an arbitrary 3-dimensional vector. As a
result, these structures have different inter-layer transla-
tions or inter-layer gaps. Perturbations on atomic posi-
tions are applied to 90% of the configurations to sample
a larger group of structures (see Supplementary Infor-
mation Section 3 for details). We carry out DFT calcu-
lations on all the configurations and acquire the atomic
forces. 80% of the data are used for training, and the
remaining 20% are used for testing.

To train models for predicting Wannier Hamiltonian
elements, we employ a subset of 662 configurations
from the dataset containing 10,690 configurations for
atomic-force prediction. 662 configurations give approx-
imately81,500,000 non-zero (with absolute magnitude
larger than 1 meV) Wannier Hamiltonian elements. This
quantity is substantial enough to facilitate the learning
of the underlying rules.

To validate our model, we compare the DF'T results of
twisted bilayer MoSs structures. The twisted structures
are undoubtedly not present in the training set composed
of parallel non-twisted bilayer structures, serving as an
outstanding demonstration of the transferability of this
model. In twisted structures, one of the MoSs layers
should be strained to be commensurate with periodic
boundary conditions. For a large Moiré superlattice, the
numbers of atoms in different layers can be different. In
this case, a correction term should be added to the diago-
nal elements (Wyo |H| Wine) in the Wannier Hamiltonian
to align the vacuum levels of the two layers.

In DFT calculations, the energy at the vacuum level
E,; is considered as zero energy [57]. E,; is determined by
the Hamiltonian Hpgr, which depends on the number of
atoms in a supercell [58, 59]. The removal or addition of
atoms in a supercell invariably impacts the vacuum level
of the entire system. In this model, the Wannier Hamilto-
nian elements are learned based on local atomic environ-
ments in those structures with equal numbers of atoms
in each layer. To apply this mode to twisted bilayer sys-
tems, the vacuum level of the two layers with different
numbers of atoms should be aligned by adding a con-
stant C to the predicted diagonal terms (wWpe |H| Wima),
as shown in Fig. [I} Our calculations show that C for a
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FIG. 1. Schematic illustration of the architecture of the WANDER. First, an atomic force model is trained with
the DPMD method, as indicated by the blue rectangles. The last hidden layer, referred to as RAER in this work, contains
information about the local atomic environment. On-site interaction, intra-layer hopping integrals, and inter-layer hopping
integrals are predicted with inputs for DPMD, RAERs plus relative-position vectors, and relative-position vectors, respectively.

layer depends on the strain € and the ratio between the
number of atoms Ny outside of the layer and the num-
ber of atoms Ny, inside the layer. We build a shallow-
level machine learning model (polynomial regression) to
predict C' with € and Nyt /Niy as the input. The model
performs quite well with an R-squared value of 0.9999999
(see Supplementary Information Section 4 for details).

D. Model performance for atomic forces prediction

Fig. [2| (a) shows the parity plot for atomic force pre-
dictions. For the testing dataset, the model predictions
match DFT results well with a 0.2 meV/A mean abso-
lute error (MAE). To demonstrate the transferability of
this model, we consider a bilayer MoS, structure with
8.95° twisting angle and 201 atoms in a supercell. We re-
lax the structure with a quasi-Newton method in which
the atomic forces are predicted by the machine learn-
ing model and compare the optimized structure with the

DFT result. As shown in Fig. |2 (b) and (c), the out-
of-plane distortions induced by the Moiré potential given
by the DFT calculation and machine-learning model pre-
diction match very well. These results align with our
expectations since the DPMD model has been proven
successful and robust in numerous cases for atomic force

prediction [29] B30} [60HG0].

E. Model performance for electronic band
predictions

We use the WANDER to predict the Wannier Hamil-
tonian elements of the 8.95°-twisted bilayer MoSs, con-
sisting of 201 atoms. We then compare these predic-
tions with the results obtained from DFT calculations
and Wannier90, illustrated in Fig. [3| (a). The MAE is 1.3
meV, indicating an exceptionally high level of machine
learning prediction accuracy. The electronic band struc-
ture, generated through Wannier interpolation using the
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a, The parity plot for Wannier Hamiltonian

elements for the 8.95°-twisted bilayer MoS2. b,c, Comparisons between the electronic band structures given by the WANDER
and DFT calculations for (b) an 8.95°-twisted bilayer MoSy structure with 201 atoms and (c) a 3.42°-twisted bilayer MoS;
structure with 1308 atoms. d, Computational costs of DFT and WANDER for calculating the electronic bands of structures

with different numbers of atoms.

predicted Wannier Hamiltonian, closely aligns with the
DFT result, as depicted in Fig. 3| (b).

To further validate our model, we extend its applica-
tion to predict the band structure of a 3.42°-twisted bi-
layer MoSs structure composed of 1308 atoms. This pre-
diction is then compared with the results obtained from

DFT calculations accelerated by GPUs. As illustrated in
Fig. 13| (c), our predicted results exhibit a strong agree-
ment with the DFT calculations, providing additional ev-
idence for the robustness of our model. In Fig. 3| (d), we
present a comparative analysis of the efficiency between
our model and DFT calculations [using the Generalized



Gradient Approximation (GGA) functional]. Our model
can generate electronic band structures with an accuracy
comparable to DFT calculations but with an acceleration
in computational speed of 103~10* times.

III. DISCUSSION

The selection of different inputs representing different
categories of Wannier Hamilton elements is based on the
underlying physical mechanisms and improves the per-
formance of the model. The intra-layer hopping inte-
grals primarily depend on the vector between two atoms.
Most of the tight-binding models, which can simulate
electronic band structures with reasonable accuracies, ex-
press the hopping coefficients as functions of inter-atomic
distances only [67H70]. However, our work shows that the
local atomic environments play a secondary but nonneg-
ligible role. We consider a testing model in which only
the relative-position vector is used as the input for pre-
dicting intra-layer hopping integrals. The performance of
this testing model [as shown in Fig. 4] (b)] is noticeably
worse than the WANDER [as shown in Fig. |4] (a)], even
though they share the same hyperparameters. These re-
sults demonstrate that information about local atomic
environments serves as an essential input for a higher-
accuracy model.

We consider another testing model in which the in-
puts for the two atoms in the DPMD model are stacked
with their relative-position vector as the input for intra-
layer hopping integral prediction. However, even with
the same hyperparameters, the performance of this test-
ing model is inferior to our WANDER based on RAER,
as shown in Fig. [4] (¢). The rationale behind this lies in
the reduced-dimensional nature of RAERs, which lowers
the number of training parameters, facilitating the de-
velopment of a model with a substantial weight on the
relative position vector.

It is worth mentioning that the fundamental concept of
RAER closely aligns with that of an autoencoder [71}, [72].
In an autoencoder, an input (such as the local atomic en-
vironment) undergoes a transformation into a code, and
the original input is reconstructed through a decoding
function. In this study, the last hidden layer (referred to
as RAER) in the DPMD model serves as the code con-
taining essential information about the local atomic envi-
ronment. The utilization of RAER in this work serves to
simplify the model, thereby enhancing the likelihood of
achieving a model that effectively captures the underly-
ing physics and, consequently, achieves a higher accuracy.

In predicting inter-layer hopping integrals, we employ
relative-position vectors as inputs. This choice is moti-
vated by the absence of atoms in the inter-layer gap af-
fecting the Hamiltonian, and the hopping integral mostly
depends on the relative positions of the atomic pair [38].
Introducing local atomic environment information into
the input could complicate the model and hamper its
transferability; generally speaking, models with fewer

parameters often exhibit better transferability in deep
learning [73], [74]. Twisted structures are not included
in the training dataset due to their high computational
costs. Consequently, the transferability of the model
becomes crucial. Fig. [4] (d) and (e) illustrates a per-
formance comparison on an 8.95°-twisted bilayer MoSs
structure between our WANDER and a testing model us-
ing RAERs plus relative-position vectors as inputs. The
WANDER exhibits significantly higher accuracy, as ev-
idenced by an R-squared value of 0.9370 compared to
0.8966 observed in the testing model.

By carefully choosing input parameters for distinct cat-
egories of Wannier Hamiltonian elements, the WANDER
is able to simulate atomic and electronic structures si-
multaneously with accuracy comparable to that of DFT
but at a significantly lower computational cost. This
dual-functional model shows great promise for applica-
tions in exploring interactions between structures and
electronic behaviors, including phenomena like electron-
phonon coupling and structural change-induced metal-
insulator transitions, especially in large-scale systems.

As a departure from the DeepH model [24H206], which
is a pioneering work in machine-learning electronic struc-
ture simulations, the WANDER offers an alternative for
predicting the electronic band structures of scientifically
significant systems with low periodicities, such as twisted
bi-layer and multi-layer 2D materials. Moreover, a key
emphasis of this work is showcasing how existing force
fields can be endowed with the capability for electronic
structure simulations. We chose the DPMD model as an
illustrative example of this successful integration. How-
ever, the fundamental principles of this method, which
involve utilizing the local atomic environment for on-site
interaction prediction, employing a reduced atomic en-
vironment representation along with a relative-position
vector for intra-layer hopping prediction, and using a
relative-position vector for inter-layer hopping predic-
tion, are rooted in physical laws. These design principles
are expected to be applicable to any machine-learning
force field model.

This model presents opportunities for enhancement
across several dimensions. While it exhibits satisfactory
transferability in the context of twisted bi-layer struc-
tures, its performance on other unseen structures remains
unpredictable, which is a common challenge in many
machine-learning models. Addressing this issue can be
approached through the following strategies. Firstly,
we can enhance the model by simplifying it, which can
be achieved by reducing the number of free parame-
ters [73] [74]. In this study, we designate the last hid-
den layer in the DPMD model as the RAER. A more
in-depth exploration, such as employing the autoencoder
method [71], can be conducted to determine the minimal
dimensionality required for the RAER. Furthermore, ex-
panding the dataset to include a broader range of struc-
ture categories can mitigate the challenge of encountering
unpredictable structures. This approach necessitates the
development of high-throughput computational methods
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ed in the model shown in Fig. , (b) relative-position vectors
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Hamiltonian elements of the 8.95°-twisted bilayer MoSs structure with 201 atoms. Here, we focus on transferability so that
we consider a twisted structure that is much different from the structures in the training dataset. The inputs are (d) relative-

position vectors only (adopted in the model shown in Fig. ,

for generating large amounts and standardized Wannier
Hamiltonians serving as the training dataset [75].

This work also serves as inspiration for additional in-
vestigations in various directions. For instance, this
work adopts Wannier functions, widely utilized in solid-
state physics, as the basis. Theoretically speaking, any
physical quantities calculable based on Wannier func-
tions, including but not limited to spin Hall conductiv-
ity [41] [42], transport properties [44], electron-phonon
coupling [45] 46], and shift current [43], can be inte-
grated into the predictive scope of this model. This work
aims to pave the path toward developing multifunctional
machine-learning models for simulating a wide range of
physical quantities.

METHOD

To prepare the dataset, we carry out DFT calculations
on 4x4 bilayer MoSs supercells using the QUANTUM—
ESPRESSO package [f6]. The functionals used are

and (e) RAERs plus relative-position vectors.

generalized gradient approximation [77] and a 4x4x1
Monkhorst—Pack k-point mesh is used to sample the
Brillouin zone [78]. The kinetic energy cutoff for wave-
functions is 50 Ry. The Van der Waals interaction is
simulated with the DFT-D method [79]. The Wannier
Hamiltonians are calculated with the Wannier90 pack-
age [53] 54].

When generating the input data for the DPMD model,
Re is selected as 5.2 A. After acquiring the DPMD
model, we optimize the twisted structure with a quasi-
Newton method, in which

3)

Here, x; ,, is the position of atom ¢ at the nth step. f; .,
is the force on atom ¢ at the nth step. « is set as 0.529
A2 /Ry.

The model is constructed using the PyTorch Python
library [80]. Before progressing into the hidden layers,
batch normalization is applied to the input to acceler-
ate deep network training by reducing internal covariate
shifts. When training the models to predict atomic forces

Tint1 =Tin +afin.



and intra-layer hopping integrals, the two hidden layers
consist of 64 and 32 nodes, respectively. For the model
aimed at predicting inter-layer hopping integrals, the two
hidden layers comprise 32 and 16 nodes, respectively. For
predicting the Wannier Hamiltonian elements, different
neural networks are trained for different kinds of atomic
pairs (Mo-Mo, Mo-S, S-Mo, or S-S) and different inter-
atomic distance ranges (long-range interaction for R > 6
A and short-range interaction for R < 6 A). The Adam
optimizer is used in this work.
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