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Abstract. We study the 3D anisotropic Hubbard model on a cubic lattice with hopping
parameter t in the x- and y-directions and a possibly different hopping parameter tz
in the z-direction; this model interpolates between the 2D and 3D Hubbard models
corresponding to the limiting cases tz = 0 and tz = t, respectively. We first derive all-
order asymptotic expansions for the density of states. Using these expansions and units
such that t = 1, we analyze how the Néel temperature and the antiferromagnetic mean
field depend on the coupling parameter, U , and on the hopping parameter tz. We derive
asymptotic formulas valid in the weak coupling regime, and we study in particular the
transition from the three-dimensional to the two-dimensional model as tz → 0. It is found
that the asymptotic formulas are qualitatively different for tz = 0 (the two-dimensional
case) and tz > 0 (the case of nonzero hopping in the z-direction). Our results show that
certain universality features of the three-dimensional Hubbard model are lost in the limit
tz → 0 in which the three-dimensional model reduces to the two-dimensional model.
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1. Introduction

The Hubbard model was independently introduced by Gutzwiller [8], Hubbard [12], and
Kanamori [14] in 1963 as a model for electrons in transition and rare-earth metals. It is
often described as being of similar importance to interacting electron physics as the Ising
model is to statistical mechanics, see e.g. [19]. Interest in the Hubbard model rose in the
late 1980’s following a proposal by Anderson [1] that the 2D Hubbard model provides a
prototype model for high-temperature superconductivity. Although a lot of effort has been
devoted to the study of the Hubbard model in the roughly sixty years since it was first
described, many basic questions remain unsettled, see [2] for a recent review.

In this paper, we consider the thermodynamic limit of the Hubbard model with coupling
parameter U > 0 and nearest-neighbor hopping on a hypercubic lattice ΛL ⊂ Zn with Ln

lattice points in two (n = 2) and three (n = 3) dimensions; see Section 3.1 for precise
definitions. In two dimensions, we take the nearest-neighbor hopping parameter t to be
the same for all bonds; in three dimensions, we allow for a different hopping parameter,
tz, in the z-direction, which makes the model anisotropic. We are particularly interested
in the limit tz → 0 in which the anisotropic three-dimensional model reduces to the two-
dimensional model. Our motivation for considering the limit tz → 0 is the following:

E-mail address: langmann@kth.se, jlenells@kth.se.
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The 2D Hubbard model (i.e., the model with tz = 0) is often used as a model for high-
temperature superconductivity, because the superconductivity is believed to be confined to
two-dimensional copper-oxide planes with the surrounding layers merely playing the role
of charge reservoirs. This assumption is based on the fact that the distance between the
copper-oxide planes is larger than the copper-oxygen interspacing within a single layer [18].
However, it is known that there is also electron interaction between different planes (see e.g.
[20, 22]), meaning that the hopping parameter tz in the z-direction is small, but not zero.
Setting tz = 0 is an adequate approximation if tz → 0 is a regular limit, however, as we will
argue in this paper, the limit tz → 0 is, at least in some respects, singular. Even though
our results only concern a mean-field approximation at half-filling, they suggest that the
anisotropic 3D Hubbard model with a small but nonzero tz value in some circumstances
can serve as a more robust model for high-temperature superconductivity than the 2D
Hubbard model.

1.1. Mean-field equation for antiferromagnetic order. We will consider the Hubbard
model at half-filling (meaning that there is on average one electron per lattice site) and we
will restrict ourselves to states whose expectation value of the spin operator has the form

m⃗(x) = mAF(−1)x1+···+xn e⃗,

where mAF ∈ [0, 1] is independent of x = (x1, x2, . . . , xn) ∈ ΛL, and e⃗ ∈ R3 is a fixed unit
vector. Such states describe uniform antiferromagnetic order.

In the analysis of the Hubbard model, one is typically forced to resort to various approx-
imation schemes, and we will adopt the mean-field approximation obtained from Hartree–
Fock theory. In the thermodynamic limit L → ∞ of an infinitely large lattice, this gives
the following equation for the antiferromagnetic order parameter,

∆AF :=
UmAF

2
, (1.1)

which is our starting point:

∆AF = ∆AF

∫
[−π,π]n

U tanh(

√
∆2

AF+ε(k)2

2T )

2
√
∆2

AF + ε(k)2

dk

(2π)n
, (1.2)

where T > 0 is the temperature and

ε(k) :=

{
−2t(cos k1 + cos k2) for n = 2,

−2t(cos k1 + cos k2)− 2tz cos k3 for n = 3.
(1.3)

If T = 0, the mean-field equation for ∆AF is given by

∆AF = ∆AF

∫
[−π,π]n

U

2
√
∆2

AF + ε(k)2

dk

(2π)n
, (1.4)

which is the natural limit of (1.2) as T tends to 0. We note that ∆AF has a natural physics
interpretation as the antiferromagnetic energy gap, and ε(k) is known as the tight-binding
band relation.

A systematic account of Hartree–Fock theory for the Hubbard model can be found
in [3] and a derivation of equations (1.2) and (1.4) is provided in Section 3. It is worth
mentioning that, for any dimension n ≥ 2, the Hartree–Fock approximation of the Hubbard
model becomes exact in the limit of small U , in the sense that the difference between the
Hartree–Fock mean-field energy and the true ground state energy vanishes in this limit [5].

When tz is set to zero, equation (1.2) with n = 3 reduces to the corresponding equation
with n = 2, because when tz = 0 the integrand is independent of k3 and 1

2π

∫
[−π,π] dk3 = 1.
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N0(ϵ)

ϵ

1
4π

Ntz (ϵ)

ϵ−4−2tz −4+2tz −2tz 2tz 4−2tz 4+2tz

Figure 1. The function ϵ 7→ Ntz(ϵ) for tz = 0 (left) and tz = 1/2 (right).

In other words, the equation for ∆AF for the three-dimensional model reduces to the cor-
responding equation for the two-dimensional model in the limit tz → 0. We will therefore
henceforth assume that n = 3; the two-dimensional model will be included in our analysis
by allowing for tz = 0.

1.2. Néel temperature. It turns out that for any U > 0, t > 0, and tz ≥ 0, there is a
unique temperature TN > 0, referred to as the Néel temperature, such that (1.2) has a
unique positive solution ∆AF > 0 whenever T ∈ (0, TN ) whereas no such solution exists if
T ≥ TN . The Néel temperature (for n = 3) can be characterized as the unique solution
TN > 0 of the equation

1 =

∫
[−π,π]3

U tanh( ε(k)2TN
)

2ε(k)

dk1dk2dk3
(2π)3

. (1.5)

We include proofs of these facts in Section 3.5. Clearly, ∆AF = 0 is a solution of equation
(1.2) for any temperature T . However, for T < TN , the magnetically ordered state with
∆AF > 0 is energetically preferred. The phase transition from the ordered to the disordered
state occurs at the Néel temperature TN .

1.3. Scaling properties. Equation (1.2) depends on the four parameters (U, t, tz, T ) and
equation (1.5) depends on the three parameters (U, t, tz). It is easy to see that if ∆AF and
TN are solutions of (1.2) and (1.5) associated to the parameters (U, t, tz, T ) and (U, t, tz),
respectively, then, for any α > 0, α∆AF and αTN are solutions of (1.2) and (1.5) associated
to the parameters (αU,αt, αtz, αT ) and (αU,αt, αtz), respectively. It is convenient to
use these scaling properties with α = 1/t to set t = 1.1 In the rest of the paper, we
therefore assume that t = 1 and write ∆AF(U, tz, T ) and TN (U, tz) for the solutions of
(1.2) and (1.5) associated to the parameters (U, 1, tz, T ) and (U, 1, tz), respectively. A
similar statement applies to the solution of equation (1.4) at temperature T = 0 which we
denote by ∆AF(U, tz, 0).

1.4. Density of states. The density of states Ntz(ϵ) is defined by

Ntz(ϵ) =

∫
[−π,π]3

δ(ε(k)− ϵ)
dk1dk2dk3

(2π)3

=

∫
[−π,π]3

δ
(
2(cos k1 + cos k2) + 2tz cos k3 + ϵ

)dk1dk2dk3
(2π)3

, (1.6)

1Some formulas below, such as (2.3) and (2.5), become slightly simpler with a different choice of t,
namely t = 1/16. However, we choose t = 1 because it is the most common normalization in the literature.
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see Figure 1. We note that Ntz(ϵ) is an even function of ϵ, and that

N0(ϵ) =

∫
[−π,π]2

δ
(
2(cos k1 + cos k2) + ϵ

)dk1dk2
(2π)2

(1.7)

is the density of states for the two-dimensional model. In terms of Ntz , equation (1.2) for
∆AF can be written as

1

U
=

∫ ∞

0
Ntz(ϵ)

tanh(

√
∆2

AF+ϵ2

2T )√
∆2

AF + ϵ2
dϵ (1.8)

and equation (1.5) for TN can be written as

1

U
=

∫ ∞

0
Ntz(ϵ)

tanh( ϵ
2TN

)

ϵ
dϵ. (1.9)

When writing (1.8), we have ignored the trivial zero solution ∆AF = 0.2 Moreover, we
adopt the convention that tanh(·/T ) = 1 for T = 0 and then equation (1.4) for ∆AF at
temperature T = 0 is included as a special case of (1.8).

1.5. Brief description of main results. The main results of the paper are presented in
the form of eight theorems:

− Theorems 2.1 and 2.2 provide asymptotic expansions to all orders of the two-dimensional
density of statesN0(ϵ) and of the three-dimensional density of statesNtz(ϵ), respectively,
as ϵ → 0. While N0(ϵ) has a logarithmic singularity at ϵ = 0, the function Ntz(ϵ) is
regular at ϵ = 0 for any tz > 0. This is a first indication of the singular nature of the
limit tz → 0. The logarithmic singularity is known as a van Hove singularity in the
physics literature and is a consequence of the fact that ε(k) has saddle points on the
fermi surface ε(k) = 0 when n = 2 (at k = (π, 0) and k = (0, π)). No saddle points are
present on this fermi surface when tz > 0.

− Theorem 2.3 provides an asymptotic expansion ofNtz(0) as tz → 0, showing in particular
that Ntz(0) has a logarithmic singularity as tz → 0.

− Theorems 2.4 and 2.5 provide the leading asymptotic behavior of the Néel temperature
TN (U, tz) as U tends to zero for tz = 0 and tz > 0, respectively. Both TN (U, 0) and
TN (U, tz) with tz > 0 are exponentially small in the limit U → 0, but the exponential
decay is much faster if tz > 0.

− Theorems 2.6 and 2.7 provide asymptotic expansions of the antiferromagnetic order
parameter ∆AF(U, tz, T ) as U → 0 for tz = 0 and tz > 0, respectively. In fact, rather
than stating the asymptotics for ∆AF, we give the asymptotics for the quotient

m̂(U, tz, T ) :=
∆AF(U, tz, T )

TN (U, tz)
, (1.10)

which we sometimes call the gap ratio. It is natural to consider m̂ because the coefficients
of the expansions of m̂ depend on T and tz only via the reduced temperature T

TN (U,tz)
.

− Theorem 2.8 computes an exponentially small subleading term in the asymptotics of
m̂(U, tz, T ), thereby providing a refinement of Theorem 2.7.

2See Lemma 3.4 for a proof of the fact that the nonzero solution is the physically preferred solution for
temperatures below the Néel temperature.
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1.6. Universality. The asymptotic formulas for m̂ obtained in Theorems 2.6–2.8 involve
a function, fBCS, well-known from Bardeen–Cooper–Schrieffer (BCS) theory for supercon-
ductivity (see e.g. [15]). The function fBCS(y) can be defined for y ∈ [0, 1] as the unique
solution of the equation J(fBCS(y), y) = 0, where

J(x, y) :=

∫ ∞

0

(
tanh(

√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ, (1.11)

and tanh(·/y) = 1 for y = 0 by convention; it is a decreasing function of y that satisfies
fBCS(0) = πe−γ ≈ 1.764 and fBCS(1) = 0, where γ ≈ 0.5772 is Euler’s gamma constant,
see Figure 2 (see [16, Appendix A] for further details about fBCS(y)). In BCS theory, fBCS

describes the famous universal behavior of the gap ratio. More precisely, the ratio of the
temperature-dependent superconducting gap in BCS theory, ∆(T ), to the superconducting
critical temperature, Tc, satisfies

∆(T )

Tc
≈ fBCS(T/Tc) (1.12)

up to correction terms that are exponentially small in the BCS coupling parameter, see
[16] for a proof. The independence of the right-hand side of (1.12) on model parameters
is a reflection of the universality of BCS theory. In a completely analogous way, Theorem
2.7 shows that the function m̂(U, tz, T ) in (1.10) satisfies

m̂(U, tz, T ) ≈ fBCS(T/TN ) (1.13)

up to correction terms that are exponentially small in the coupling parameter U of the
Hubbard model. The independence of the right-hand side of (1.13) on model parameters is
a sign of universality in the Hubbard model, at least in the Hartree–Fock approximation.
It is therefore interesting to note that equation (1.13) is valid only when tz > 0. For the
two-dimensional Hubbard model (i.e., for tz = 0), the universal prediction (1.13) does not
hold, rather it is replaced by an expansion of the form

m̂(U, 0, T ) = fBCS(T/TN ) + c1(T/TN )
√
U +O(U) as U ↓ 0

for a special function c1(y) of y ∈ [0, 1] defined in (2.11), see Figure 2. The U -dependent

term c1(T/TN )
√
U on the right-hand side spoils the universality that was present in (1.13).

Our results therefore show that certain universality features of the three-dimensional Hub-
bard model are lost in the limit tz → 0 in which the three-dimensional model reduces to
the two-dimensional model.

1.7. Related other works. Mathematical results about the Hubbard model in dimen-
sions n ≥ 2 have a long tradition, with famous examples including works by Lieb, Lieb
and Mattis, and Nagaokar; see e.g. [21] for review. Our work owes much to previous math-
ematical results about Hartree–Fock theory for the Hubbard model [3–5]. We were also
inspired by previous mathematical work on BCS theory; see e.g. [7, 9–11].

We mention interesting work on non-interacting lattice fermion models with the tight-
binding band relation ε(k) in (1.3) [6]. Using methods from special function theory, the
authors of [6] obtain an expansion that allows them to compute the density of states Ntz(ϵ);
our expansion is different.

There is a large amount of work on Hartree–Fock theory on the Hubbard model in the
literature which can be traced from the reviews [2, 19]; most of this work is numerical.

The anisotropic 3D Hubbard model has received recent attention in the physics literature
due to the possibility to realize it in cold atom systems; see e.g. [13] and references therein.
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fBCS(y)

πe−γ

y

c1(y)

y

Figure 2. The graphs of the function fBCS(y) (left) and c1(y) (right). Note that
c1(y) ≈ α0fBCS(y) where α0 = c1(0)/fBCS(0) ≈ 0.02594 and the error of this approxi-
mation, c1(y)− α0fBCS(y), is in the range between 0 and 0.001.

1.8. Organization of the paper. The main results are stated in Section 2. In Section 3,
we review some aspects of Hartree–Fock theory for the Hubbard model and explain how it
leads to the antiferromagnetic mean-field equations (1.2) and (1.4); we also include proofs
of the fact that TN and ∆AF are well-defined by these equations. In Sections 4–6, we study
asymptotic properties of the density of states Ntz(ϵ), of the Néel temperature TN , and of
the gap ratio m̂, respectively. In particular, Sections 4–6 contain proofs of all the main
results.

1.9. Notation. Throughout the paper C > 0 and c > 0 will denote generic constants that
may change within a calculation. We write x ↓ a and x ↑ a to denote the limit as x tends
to a ∈ R from above and from below, respectively. In order to include the cases of positive
and zero temperatures in the same formulas, we adopt the convention that tanh(·/T ) ≡ 1
for T = 0 and tanh(·/y) ≡ 1 for y = 0 (for example, this allows us to include (1.4) as a
special case of (1.2)).

2. Main results

2.1. Asymptotic formulas for the density of states. Our first main result, whose
proof is given in Section 4.1, provides an asymptotic expansion to all orders of the two-
dimensional density of states N0(ϵ) as ϵ→ 0.

Theorem 2.1 (Behavior of N0(ϵ) as ϵ→ 0). The two-dimensional density of states N0(ϵ)
given by (1.7) obeys the following asymptotic expansion to all orders as ϵ ↓ 0:

N0(ϵ) ∼ − 1

π2(4− ϵ)

∞∑
k,l=0

Ak,l

(
− ϵ

4− ϵ
,

4

4− ϵ

)
. (2.1)

The functions Ak,l in (2.1) are defined in terms of the Gamma function Γ(z) and the

digamma function ψ(z) = Γ′(z)
Γ(z) by

Ak,l(w1, w2) = wk
1(w2 − 1)l

Γ
(
k + 1

2

)
Γ(k + l + 1)

Γ(k + 1)2Γ
(
1
2 − l

)
Γ(l + 1)2

{
ln(−w1) + ln(w2 − 1)

+ 2
(
ψ(k + l + 1)− ψ(k + 1)− ψ(l + 1)

)
+ ψ

(
k +

1

2

)
+ ψ

(
1

2
− l

)}
, (2.2)
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N0(ϵ)

ϵ

N0(ϵ)

ϵ

Figure 3 (Illustration of Theorem 2.1). Left: The function N0(ϵ) (solid blue) and the

approximation ln(16/ϵ)
2π2 (dashed black). Right: The function N0(ϵ) (solid blue) and the

asymptotic approximation of (2.3) including terms up to order O(ϵ10) (dashed black).

Ntz (ϵ)

ϵ

Ntz (ϵ)

ϵ

Figure 4 (Illustration of Theorem 2.2). The function Ntz(ϵ) (solid blue) and the approx-

imation Ntz(0) +
N ′′

tz
(0)

2 ϵ2 (dashed black) for tz = 0.4 (left) and tz = 0.8 (right).

where the principal branch is used for the logarithms. In particular, keeping the first several
terms in (2.1), we have

N0(ϵ) =
ln(16ϵ )

2π2
+
ϵ2(ln(16ϵ )− 1)

128π2
+

3ϵ4(6 ln(16ϵ )− 7)

216π2

+
5

3

ϵ6(30 ln(16ϵ )− 37)

222π2
+

35

3

ϵ8(420 ln(16ϵ )− 533)

233π2

+
63

5

ϵ10(1260 ln(16ϵ )− 1627)

239π2
+O

(
ϵ12 ln 1

ϵ

)
as ϵ ↓ 0. (2.3)

The expansions (2.1) and (2.3) can be differentiated termwise with respect to ϵ any finite
number of times.

Theorem 2.1 shows that the two-dimensional density of states N0(ϵ) has a logarithmic
singularity at ϵ = 0, see Figure 3. The next theorem shows that turning on an ever so
slight hopping in the z-direction makes this singularity disappear, see Figure 4. The proof
is presented in Section 4.2.

Theorem 2.2 (Behavior of Ntz(ϵ) as ϵ → 0 for tz > 0). For each tz ∈ (0, 2), the three-
dimensional density of states Ntz(ϵ) given by (1.6) is an even function of ϵ that is real
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Ntz (0)

tz

Ntz (0)

tz

Figure 5 (Illustration of Theorem 2.3). Left: The function tz 7→ Ntz(0) (solid blue) and

the approximation ln(16/tz)
2π2 (dashed black). Right: The function tz 7→ Ntz(0) (solid blue)

and the asymptotic approximation of (2.5) including terms up to order O(t10z ) (dashed
black).

analytic for |ϵ| < min(2tz, 4− 2tz), so that

Ntz(ϵ) =
∞∑
j=0

N
(2j)
tz (0)

(2j)!
ϵ2j for |ϵ| < min(2tz, 4− 2tz). (2.4)

Furthermore, the coefficients are given by

Ntz(0) =

∫ 2

−2

N0(tzu)√
4− u2

du

π
,

N
(2j)
tz (0) = Re

(∫
γ−2,2

Ñ
(2j)
0 (tzu)√
4− u2

du

π

)
for j = 1, 2, . . . ,

where Ñ0(ϵ) is the unique analytic continuation of N0(ϵ) from ϵ ∈ (0, 4) to {ϵ ∈ C | Im ϵ >
0}, and γ−2,2 is the clockwise semicircle in the upper half-plane starting at −2 and ending
at 2.

Our next result provides an asymptotic expansion of the three-dimensional density of
states Ntz(ϵ) evaluated at ϵ = 0 as tz → 0, see Figure 5. The proof is presented in Section
4.3.

Theorem 2.3 (Behavior of Ntz(0) as tz → 0). As tz ↓ 0, we have

Ntz(0) =
ln(16tz )

2π2
+
t2z(2 ln(

16
tz
)− 3)

128π2
+

27t4z(4 ln(
16
tz
)− 7)

216π2

+
25t6z(20 ln(

16
tz
)− 37)

221π2
+

1225t8z(280 ln(
16
tz
)− 533)

233π2

+
11907

5

t10z (840 ln(16tz )− 1627)

238π2
+O

(
t12z ln 1

tz

)
, (2.5)

and this expansion can be differentiated termwise with respect to tz any finite number of
times.



UNIVERSALITY OF MEAN-FIELD ANTIFERROMAGNETIC ORDER 9

TN (U, 0)

U

TN (U, tz)

U

Figure 6 (Illustration of Theorem 2.4 and Theorem 2.5). Left: The 2D Néel temperature

TN (U, 0) (solid blue) and the approximation 32
πe−γ exp(−

√
4π2/U + a1) (dashed black) of

Theorem 2.4. Right: The 3D Néel temperature TN (U, tz) (solid blue) and the approximation
8+4tz
πe−γ exp(−Ntz(0)

−1(1/U − b0(tz))) (dashed black) of Theorem 2.5 for tz = 1/2.

2.2. The small U behavior of the Néel temperature. Recall that TN (U, tz) reduces
to the Néel temperature for the 2D Hubbard model when tz = 0. The following theorem
gives the small U behavior of TN (U, 0), see Figure 6.

Theorem 2.4 (Small U behavior of the 2D Néel temperature). The Néel temperature
TN (U, 0) satisfies

TN (U, 0) =
32

πe−γ
e−

√
4π2

U
+a1

(
1 +O

(
e
− 4π√

U

))
as U ↓ 0, (2.6)

where γ ≈ 0.5772 is Euler’s gamma constant and the constant a1 ≈ 0.3260 is defined by

a1 =− 4π2
∫ 4

0

(
N0(ϵ)−

ln(16ϵ )

2π2

)
1

ϵ
dϵ

−
∫ ∞

0

(lnx)2

cosh2 x
dx+ (2 ln 2)2 + (γ + 2 ln 2− lnπ)2. (2.7)

Proof. See Section 5.1. □

Our next theorem gives the small U behavior of the Néel temperature for the 3D Hubbard
model in the case when tz > 0, see Figure 6. An important ingredient in the formula is
the function Ntz(0), which is shown in Figure 5.

Theorem 2.5 (Small U behavior of the 3D Néel temperature). The Néel temperature
TN (U, tz) satisfies

TN (U, tz) =
8 + 4tz
πe−γ

e
− 1

Ntz (0)

(
1
U
−b0(tz)

)(
1 +O(e

− 2
Ntz (0)U )

)
as U ↓ 0 (2.8)

uniformly for tz in compact subsets of (0, 2), where γ is Euler’s gamma constant and

b0(tz) =

∫ 4+2tz

0

(
Ntz(ϵ)−Ntz(0)

)1
ϵ
dϵ. (2.9)

Proof. See Section 5.2. □
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m̂(U, 0, yTN )

U

m̂(U, 0, yTN )

U

Figure 7 (Illustration of Theorem 2.6). The function U 7→ m̂(U, 0, yTN (U, 0)) (solid blue)

and the approximation fBCS(y) + c1(y)
√
U (dashed black) of Theorem 2.6 for y = 0 (left)

and y = 1/2 (right).

2.3. The small U behavior of the mean field. Let m̂(U, tz, T ) be the function defined
in (1.10). Our next theorem gives the small U behavior of m̂ for the 2D Hubbard model,
i.e., in the case when tz = 0, see Figure 7.

Theorem 2.6 (Small U behavior of 2D mean field). The function m̂(U, 0, T ) satisfies

m̂(U, 0, T ) = fBCS

(
T

TN (U, 0)

)
+ c1

(
T

TN (U, 0)

)√
U +O(U) as U ↓ 0 (2.10)

uniformly for all T ≥ 0 such that T
TN (U,0) remains in a compact subset of [0, 1), where

c1(y) = (fBCS(y)− yf ′BCS(y))

∫ ∞

0

ln(16ϵ )

2π

(
tanh(

√
fBCS(y)2+ϵ2

2y )√
fBCS(y)2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ. (2.11)

In particular, for T = 0,

m̂(U, 0, 0) = πe−γ + c1(0)
√
U +O(U) as U ↓ 0,

where γ ≈ 0.5772 is Euler’s gamma constant and

c1(0) = πe−γ

∫ ∞

0

ln(16ϵ )

2π

(
1√

π2e−2γ + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ ≈ 0.04576. (2.12)

Proof. See Section 6.2. □

Our next theorem gives the small U behavior of m̂ in the case of tz > 0, see Figure 8.

Theorem 2.7 (Small U behavior of 3D mean field). The function m̂(U, tz, T ) satisfies

m̂(U, tz, T ) = fBCS

(
T

TN (U, tz)

)
+O

(
U−1e

− 2
Ntz (0)U

)
as U ↓ 0

uniformly for tz in compact subsets of (0, 2) and for T ≥ 0 such that T
TN (U,tz)

remains in a

compact subset of [0, 1).

Proof. See Section 6.3. □
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m̂(U, tz, yTN )

U

m̂(U, tz, yTN )

U

Figure 8 (Illustration of Theorem 2.7). The function U 7→ m̂(U, tz, yTN (U, tz)) (solid
blue) and the approximation fBCS(y) (dashed black) of Theorem 2.7 for y = 0 (left) and
y = 1/2 (right) in the case of tz = 1/2.

m̂(U, tz, yTN )

U

m̂(U, tz, yTN )

U

Figure 9 (Illustration of Theorem 2.8). The function U 7→ m̂(U, tz, yTN (U, tz)) (solid
blue) and the approximation fBCS(y) + g(U, tz, y) (dashed black) of Theorem 2.7 for y = 0
(left) and y = 1/2 (right) in the case of tz = 1/2.

2.4. An exponentially small subleading term. Theorems 2.6 and 2.7 provide approx-
imations of m̂ as U → 0 in two and three dimensions. At the expense of introducing more
complicated formulas, it is possible to include higher order terms in these approximations.
To illustrate this point, we derive in this section an exponentially small subleading term
in the expansion of m̂(U, tz, T ), thereby improving the formula of Theorem 2.7.

Theorem 2.8 (Small U behavior of 3D mean field, improved version). The function
m̂(U, tz, T ) satisfies (see Figure 9)

m̂(U, tz, T ) = fBCS

(
T

TN (U, tz)

)
+ g

(
U, tz,

T

TN (U, tz)

)
+O

(
U−2e

− 4
Ntz (0)U

)
as U ↓ 0

uniformly for tz in compact subsets of (0, 2) and for T ≥ 0 such that T
TN (U,tz)

remains in a

compact subset of [0, 1), where the subleading term is given by

g(U, tz, y) =
(
fBCS(y)− yf ′BCS(y)

) ∫ ∞

0

Ntz(TN (U, tz)ϵ)−Ntz(0)

Ntz(0)

×
(
tanh(

√
fBCS(y)2+ϵ2

2y )√
fBCS(y)2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ.
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In particular, for T = 0,

m̂(U, tz, 0) = πe−γ + g(U, tz, 0) +O
(
U−2e

− 4
Ntz (0)U

)
as U ↓ 0

uniformly for tz in compact subsets of (0, 2), where

g(U, tz, 0) = πe−γ

∫ ∞

0

Ntz(TN (U, tz)ϵ)−Ntz(0)

Ntz(0)

(
1√

π2e−2γ + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ.

Proof. See Section 6.4. □

3. Antiferromagnetic mean-field equation

3.1. The Hubbard model. The Hubbard model describes itinerant electrons with spin
σ ∈ {↑, ↓} on a lattice ΛL. In this paper, ΛL will be a square lattice or a cubic lattice, i.e.,

ΛL =

{
(x1, . . . , xn) ∈ Zn

∣∣∣∣ − L

2
≤ xj <

L

2
for j = 1, . . . , n

}
for n = 2 or n = 3; we use periodic boundary conditions, i.e., we identity ΛL with the torus
(Z/LZ)n. A single particle has to be at one of the Ln lattice sites and can have either
spin up or spin down; thus the single-particle Hilbert space H is isomorphic to C2Ln

. The
fermion Fock space F is by definition the Grassmann algebra

F =
∧

H =
∧0

H⊕
∧1

H⊕ · · · ⊕
∧dimH

H

and is therefore isomorphic to C4L
n

. The Hubbard model is defined by the Hamiltonian
operator H : F → F given by

H =
∑

x,y∈ΛL

∑
σ=↑,↓

txyc
†
xσcyσ + U

∑
x∈ΛL

nx↑nx↓ −
U

2
N +

U

4
Ln, (3.1)

where the coupling parameter U > 0 determines the strength of the on-site repulsion, txy
are the hopping matrix elements, c†xσ is the operator on F which creates an electron of spin

σ ∈ {↑, ↓} at site x ∈ ΛL, cxσ is the corresponding annihilation operator, nxσ := c†xσcxσ
is the density operator, and N :=

∑
x,σ nxσ is the number operator. The last two terms

in (3.1) can be removed by shifting the ground state energy and the chemical potential
µ, but it is convenient to include these terms because they make particle-hole symmetry
manifest and ensure that half-filling corresponds to µ = 0. Another way to write (3.1) is

H =
∑

x,y∈Λ

∑
σ=↑,↓

txyc
†
xσcyσ + U

∑
x∈ΛL

(nx↑ − 1
2)(nx↓ −

1
2).

In this paper, we consider the case of a nearest neighbor hopping matrix given in two
dimensions by

n = 2 : txy =

{
−t if x and y are nearest neighbors,

0 otherwise.
(3.2)

In three dimensions, we allow for a different hopping constant in the z-direction, so that

n = 3 : txy =


−t if x and y are nearest neighbors and x3 = y3,

−tz if x and y are nearest neighbors and x3 = y3 ± 1,

0 otherwise.

(3.3)
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Instead of using the basis {|xσ⟩}x∈ΛL,σ∈{↑,↓} for the single-particle Hilbert space H ∼=
C2L2

, it is often convenient to use the basis {|kσ⟩}k∈Λ∗
L,σ∈{↑,↓} defined by

⟨xσ|kσ′⟩ = 1

Ln/2
eik·xδσσ′ (3.4)

with the dual lattice Λ∗
L given by

Λ∗
L =

{
(k1, . . . , kn) ∈

2π

L
Zn

∣∣∣∣ − π ≤ kj < π for j = 1, . . . , n

}
.

Under the change of basis from {|xσ⟩} to {|kσ⟩}, the creation and annihilation operators
transform as

c†xσ =
∑
k

c†kσ⟨kσ|xσ⟩ =
1

Ln/2

∑
k

c†kσe
−ik·x, cxσ =

∑
k

⟨xσ|kσ⟩ckσ =
1

Ln/2

∑
k

ckσe
ik·x,

and using these relations we arrive at a Fourier space representation for the Hubbard
Hamiltonian:

H = H0 +Hint −
U

2
N +

U

4
Ln,

where

H0 :=
∑
k∈Λ∗

L

∑
σ=↑,↓

ε(k)c†kσckσ, (3.5)

Hint :=
U

Ln

∑
k(1),k(2),k(3),k(4)∈Λ∗

L

c†
k(1)↑c

†
k(3)↓ck(4)↓ck(2)↑

∑
n∈Zn

δk(1)−k(2)+k(3)−k(4),2πn, (3.6)

with ε(k) given by (1.3).

3.2. Hartree–Fock theory for the Hubbard model. We review some relevant aspects
of Hartree–Fock theory for the Hubbard model from [3, 4].

An observable A is a self-adjoint linear map A : F → F . A state (also known as a
density matrix) is a linear map ρ : F → F such that ρ ≥ 0 and tr ρ = 1. The expectation
value of an observable A in the state ρ is ⟨A⟩ρ := tr(ρA). We consider the grand canonical
ensemble where the system is in contact with a heat and particle reservoir. In this case,
the most probable state of the system for a given inverse temperature β = 1/T ∈ (0,+∞]
and chemical potential µ ∈ R is the state that minimizes the grand canonical potential
defined by

Ωqm(ρ) = tr[(H − µN )ρ] +
1

β
tr[ρ ln ρ].

For each β and µ, there is a unique state ρ(β,µ) at which Ωqm(ρ) is minimized, i.e.,

Ωqm(ρ
(β,µ)) = min

ρ≥0, tr(ρ)=1
Ωqm(ρ);

this follows from the finite dimensionality of F and the strict convexity of Ωqm. The unique

minimizer ρ(β,µ) is known as the Gibbs state and is given in terms of the grand canonical
partition function Z := tr[e−β(H−µN )] by

ρ(β,µ) =
e−β(H−µN )

Z
.

It is exceedingly difficult to determine the equilibrium state ρ(β,µ) in general. However,
important progress can be made within the so-called Hartree–Fock approximation. In this
approximation, one does not minimize grand canonical potential over all states ρ. Instead
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one minimizes Ωqm(ρ) over the set of quasi-free states, where a state ρ is quasi-free if all
correlation functions can be computed with the help of Wick’s theorem in the sense that

⟨e1e2 · · · e2N−1⟩ρ = 0

and

⟨e1e2 · · · e2N ⟩ρ =

′∑
π

sgn(π)⟨eπ(1)π(2)⟩ρ · · · ⟨eπ(2N−1)π(2N)⟩ρ

whenever e1, e2, . . . , e2N are operators such that each ej is either a creation or an annihi-
lation operator, and the sum runs over all permutations π such that π(1) < π(3) < · · · <
π(2N −1) and π(2j−1) < π(2j) for 1 ≤ j ≤ N . In particular, if c†j and cj are the creation

and annihilation operators with respect to a basis {|fj⟩} for the single particle Hilbert
space H, it holds that

⟨c†jc
†
kclcm⟩ρ = ⟨c†jc

†
k⟩ρ⟨clcm⟩ρ − ⟨c†jcl⟩ρ⟨c

†
kcm⟩ρ + ⟨c†jcm⟩ρ⟨c†kcl⟩ρ.

Clearly, any quasi-free state is uniquely determined by the values of terms of the form

⟨c†jc
†
k⟩ρ = ⟨ckcj⟩ρ and ⟨c†jck⟩ρ. In fact, the repulsive Hubbard Hamiltonian (3.1) has a

positive definite interaction term, and therefore it holds that if ρ is a quasi-free state that
minimizes Ωqm(ρ) within the set of quasi-free states, then ρ is particle-number conserving

in the sense that ⟨c†kc
†
l ⟩ρ = 0 for all k and l, see [3, Theorem 2.11]. It is therefore enough

to consider particle-number conserving quasi-free states, and such states are in one-to-one
correspondence with the set of one-particle density matrices, which are defined as linear
maps γ : H → H such that 0 ≤ γ ≤ 1; the correspondence is given explicitly by ρ 7→ γ

where γ is defined by ⟨fj |γfk⟩ = ⟨c†jck⟩ρ, see [4, Lemma 1].
The HF grand canonical potential Ω is defined by

Ω(γ) = Ωqm(ργ),

where ργ is the quasi-free state corresponding to the one-particle density matrix γ. For

fixed β and µ, any one-particle density matrix γ(β,µ) that minimizes Ω(γ) is known as a
HF Gibbs state. Since H is finite-dimensional, the set of one-particle density matrices is
compact; thus there exists at least one HF Gibbs state, but it is not necessarily unique.
We let

Ω(β,µ) := Ω(γ(β,µ)) = min
0≤γ≤1

Ω(γ)

denote the minimum value of the HF grand canonical potential for any given β and µ.
The next lemma shows that the expectation value of a one-body operator in a quasi-free

state ργ can be expressed in terms of γ alone.

Lemma 3.1. Let ργ be the quasi-free state corresponding to a one-particle density matrix

γ. If L : H → H is a self-adjoint linear map, and L̂ =
∑

j,k⟨fj |L|fk⟩c
†
jck : F → F is the

second quantization of L, then

⟨L̂⟩ργ = tr(γL).

Proof. Since L is self-adjoint, there exists a basis {|λ⟩} of eigenvectors of L for H. In this

basis, L is diagonal and L̂ =
∑

λ⟨λ|L|λ⟩c
†
λcλ. Thus, recalling that ⟨λ|γ|λ⟩ = ⟨c†λcλ⟩ργ ,

trH(γL) =
∑
λ

⟨λ|γ|λ⟩⟨λ|L|λ⟩ =
∑
λ

⟨c†λcλ⟩ργ ⟨λ|L|λ⟩ =
∑
λ

trF
[
ργc

†
λcλ

]
⟨λ|L|λ⟩

= trF

[
ργ

∑
λ

⟨λ|L|λ⟩c†λcλ
]
= trF [ργL̂] = ⟨L̂⟩ργ ,

which is the desired conclusion. □
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The Gibbs state ρ(β,µ) is a linear map on the 4L
n
-dimensional Fock space F , whereas a

HF Gibbs state γ(β,µ) is a linear map on the 2Ln-dimensional single-particle Hilbert space
H. The problem of determining a HF Gibbs state therefore involves minimization over
far fewer parameters than the problem of determining the true Gibbs state. It turns out
that it is possible to reduce the number of independent parameters in the minimization
problem even further (from 4L2n to 4Ln real parameters) by applying a result of [4]. To
this end, define the compact sets K and B by

K = {d : ΛL → R | |d(x)| ≤ 1 for all x ∈ ΛL},
B = {m⃗ : ΛL → R3 | |m⃗(x)| ≤ 1 for all x ∈ ΛL}.

Let σ⃗ = (σ1, σ2, σ3) be the vector of Pauli matrices, let h be the linear map on H given in
the basis {|xσ⟩} by the 2L2 × 2L2 matrix

hxτ,yλ = txyδτλ − µδxyδτλ +
U

2
δxy

(
d(x)δτλ − m⃗(x) · σ⃗τλ

)
, (3.7)

and consider the functional G : K ×B → R defined by

G(d, m⃗) = − 1

β
tr

[
ln cosh

(
βh

2

)]
+
U

4

∑
x∈ΛL

(
|m⃗(x)|2 − d(x)2

)
− Ln(β−12 ln 2 + µ). (3.8)

Then, by [4, Theorem 1], for any 0 < β <∞ and µ ∈ R,

Ω(β,µ) = min
m⃗∈B

max
d∈K

G(d, m⃗), (3.9)

and, if d(β,µ), m⃗(β,µ) is an extremizer of the right-hand side of (3.9) in the sense that

G(d(β,µ), m⃗(β,µ)) = min
m⃗∈B

max
d∈K

G(d, m⃗)

and h(β,µ) is the associated linear map (defined by (3.7) with d, m⃗ replaced by d(β,µ), m⃗(β,µ)),
then:

(i) γ(β,µ) :=
(
1 + eβh

(β,µ))−1
is a HF Gibbs state, i.e., Ω(γ(β,µ)) = Ω(β,µ).

(ii) For any x ∈ ΛL,

d(β,µ)(x) = tr(γ(β,µ)(1x ⊗ I))− 1, (3.10a)

m⃗(β,µ)(x) = tr(γ(β,µ)(1x ⊗ σ⃗)), (3.10b)

where 1x = |x⟩⟨x| is the projection onto x and I is the identity map in spin space.

Thus, instead of minimizing Ω, one can search for extremizers of G.
The relations (3.10) show that d(β,µ)(x) ∈ [−1, 1] and m⃗(β,µ)(x) are the expected electron

density and the expected spin at x in the HF Gibbs state γ(β,µ), where the normalization
is such that d(β,µ)(x) = 0 corresponds to one electron per site (i.e., to half-filling). Indeed,
the expected electron density and the expected spin at x in a state ρ : F → F are given

by ⟨nx⟩ρ and ⟨S⃗x⟩ρ, respectively, where nx :=
∑

σ c
†
xσcxσ and S⃗x :=

∑
λ,τ c

†
xλσ⃗λτ cxτ are

the density and spin operators at x. But nx is the second quantization of 1x ⊗ I, and S⃗x
is the second quantization of 1x ⊗ σ⃗, so Lemma 3.1 and (3.10) imply that

d(β,µ)(x) = ⟨nx⟩ρ
γ(β,µ)

− 1, m⃗(β,µ)(x) = ⟨S⃗x⟩ρ
γ(β,µ)

.
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3.3. The case of a vanishing chemical potential. If µ = 0, the following results were
obtained for any 0 < β ≤ ∞ in [3] (see also [4]):

(i) Any extremizer (d(β,0), m⃗(β,0)) of G(d, m⃗) satisfies d(β,0)(x) = 0 for all x.

(ii) Ω(β,0) = minm⃗∈B G(0, m⃗), where

G(0, m⃗) =

{
− 1

β tr
[
ln cosh

(βh
2

)]
+ U

4

∑
x∈ΛL

|m⃗(x)|2 − Lnβ−12 ln 2, 0 < β <∞,

−1
2 tr |h|+

U
4

∑
x∈ΛL

|m⃗(x)|2, β = ∞,
(3.11)

hxτ,yλ = txyδτλ − U

2
δxym⃗(x) · σ⃗τλ. (3.12)

(iii) If m⃗(β,0) is a minimizer of G(0, m⃗), then there is a fixed unit vector e⃗ ∈ R3 such that

m⃗(β,0)(x) = |m⃗(β,0)(x)|(−1)x1+···+xn e⃗. (3.13)

The fact that d(β,0)(x) = 0 for all x shows that the system is at half-filling when µ = 0.

3.4. Derivation of equations (1.2) and (1.4). In this paper, we are interested in the
case of uniform antiferromagnetic order at half-filling. We therefore take µ = 0 and assume
that |m⃗(β,0)(x)| is independent of x. By (3.13), this implies that m⃗ has the form

m⃗(x) = mAF(−1)x1+···+xn e⃗, (3.14)

where mAF ∈ [0, 1] is a constant and e⃗ ∈ R3 is a fixed unit vector. In this case, the
expression for the functional G(d, m⃗) in (3.8) can be simplified as follows. In terms of the
basis {|kσ⟩} defined in (3.4), the linear map h is given by

hkτ,k′λ = ε(k)δkk′δτλ −∆AFδk,k′+Qe⃗ · σ⃗τλ,
where ε(k) is the function in (1.3), Q ∈ Rn is the vector Q := (π, . . . , π), and k′ + Q is
computed modulo 2πZn, so that k′ +Q ∈ Λ∗

L. We observe that h is diagonal in the basis
{|kσ⟩} except that for each k, the four elements k ↑, k+Q ↑, k ↓, and k+Q ↓ are coupled
via the 4× 4 matrix

hk↑,k↑ hk↑,k+Q↑ hk↑,k↓ hk↑,k+Q↓
hk+Q↑,k↑ hk+Q↑,k+Q↑ hk+Q↑,k↓ hk+Q↑,k+Q↓
hk↓,k↑ hk↓,k+Q↑ hk↓,k↓ hk↓,k+Q↓
hk+Q↓,k↑ hk+Q↓,k+Q↑ hk+Q↓,k↓ hk+Q↓,k+Q↓

 =


ε(k) −∆AF(e⃗ · σ⃗)↑↑ 0 −∆AF(e⃗ · σ⃗)↑↓

−∆AF(e⃗ · σ⃗)↑↑ ε(k+Q) −∆AF(e⃗ · σ⃗)↑↓ 0
0 −∆AF(e⃗ · σ⃗)↓↑ ε(k) −∆AF(e⃗ · σ⃗)↓↓

−∆AF(e⃗ · σ⃗)↓↑ 0 −∆AF(e⃗ · σ⃗)↓↓ ε(k+Q)

 .

Using that ε(k+Q) = −ε(k) and |e⃗|2 = 1, we find that this 4× 4 matrix has two double
eigenvalues given by

E± := ±
√
∆2

AF + ε(k)2.

Hence

tr
[
ln cosh

(βh
2

)]
= 2

∑
k∈Λ∗

L,half

{
ln cosh

(βE+

2

)
+ ln cosh

(βE−
2

)}
= 2

∑
k∈Λ∗

L

ln cosh
(βE+

2

)
,

where

Λ∗
L,half :=

{
(k1, . . . , kn) ∈

2π

L
Zn

∣∣∣∣ − π ≤ kj < π for j = 1, . . . , n− 1 and −π ≤ kn < 0

}
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includes exactly one of the points k and k+Q for each k ∈ Λ∗
L. Similarly,

tr |h| =
∑

k∈Λ∗
L,half

4E+ =
∑
k∈Λ∗

L

2E+.

Consequently, we can write (3.11) as (recall that mAF = 2∆AF/U)

G(0, m⃗) =

−2
∑

k∈Λ∗
L

1
β ln

(
2 cosh

(βE+

2

))
+

Ln∆2
AF

U , 0 < β <∞,

−
∑

k∈Λ∗
L
E+ +

Ln∆2
AF

U , β = ∞.
(3.15)

A calculation gives

∂G(0, m⃗)

∂∆AF
=

L
n
(
− ∆AF

Ln

∑
k∈Λ∗

L

tanh(

√
∆2
AF

+ε(k)2

2T
)√

∆2
AF+ε(k)2

+ 2∆AF
U

)
, 0 < β <∞,

Ln
(
− ∆AF

Ln

∑
k∈Λ∗

L

1√
∆2

AF+ε(k)2
+ 2∆AF

U

)
, β = ∞.

(3.16)

Equations (1.2) and (1.4) follow by taking the thermodynamic limit L→ ∞ of the critical
point equation ∂G(0, m⃗)/∂mAF = 0 using the rule 1

Ln

∑
k∈Λ∗

L
→

∫
[−π,π]n

dk
(2π)n .

3.5. Existence of solutions of the mean-field equation. We first show that the Néel
temperature TN is well-defined by (1.5).

Lemma 3.2. For any U > 0 and tz ≥ 0, there is a unique TN = TN (U, tz) > 0 satisfying
(1.5). Moreover, TN (U, tz) ↓ 0 uniformly for tz ≥ 0 as U ↓ 0.

Proof. Fix U > 0. For each tz ≥ 0,

ftz(T ) :=

∫ ∞

0
Ntz(ϵ)

tanh( ϵ
2T )

ϵ
dϵ (3.17)

is a continuous function of T ∈ (0,+∞) that tends to +∞ as T → 0 and to 0 as T → +∞.
Hence the equation ftz(TN ) = 1/U , which is equivalent to (1.9) and hence also to (1.5),
has at least one solution T in (0,+∞). Since

f ′tz(T ) = −
∫ ∞

0
Ntz(ϵ)

1

2T 2 cosh2( ϵ
2T )

dϵ < 0 for all T > 0, (3.18)

the solution is unique. Let T0 > 0. Since tanhx ≤ x for x ∈ [0, 1] and tanhx ≤ 1 for
x ≥ 1, we have

ftz(T0) ≤
1

2T0

∫ 2T0

0
Ntz(ϵ)dϵ+

∫ ∞

2T0

Ntz(ϵ)
dϵ

ϵ
≤ 1

T0

∫ ∞

0
Ntz(ϵ)dϵ =

1

2T0

for all tz ≥ 0. Consequently, ftz(T ) ≤ 1/(2T0) for all T ≥ T0 and all tz ≥ 0. It follows that
if U < 2T0, then TN (U, tz) < T0 for all tz ≥ 0. Since T0 > 0 was arbitrary, we conclude
that TN (U, tz) ↓ 0 uniformly for tz ≥ 0 as U ↓ 0. □

The next lemma establishes the existence of a unique strictly positive solution ∆AF of
(1.2)–(1.4) for temperatures below TN . Note that, by (1.1), 0 ≤ ∆AF ≤ U/2 corresponds
to 0 ≤ mAF ≤ 1; the latter is to be expected by the physics interpretation of mAF as the
magnitude of the spin expectation value.

Lemma 3.3. For any U > 0 and tz ≥ 0, equations (1.2)–(1.4) have a unique strictly pos-
itive solution ∆AF = ∆AF(U, tz, T ) > 0 whenever T ∈ [0, TN (U, tz)), whereas if T ≥
TN (U, tz) the only solution is ∆AF = ∆AF(U, tz, T ) = 0. Moreover, ∆AF(U, tz, T ) ∈
[0, U/2) for all U > 0, tz ≥ 0, and T ≥ 0.
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Proof. Fix U > 0 and tz ≥ 0. Recalling the reformulation (1.8) of equations (1.2)–(1.4),
we see that it is enough to show that the equation FT (∆) = 1/U has a unique solution
∆ > 0 whenever T ∈ [0, TN (U, tz)) and that no such solution exists if T ≥ TN (U, tz), where

FT (∆) :=

∫ ∞

0
Ntz(ϵ)

tanh(
√
∆2+ϵ2

2T )
√
∆2 + ϵ2

dϵ. (3.19)

The function FT is continuous [0,+∞) → [0,+∞) and obeys FT (∆) → 0 as ∆ → +∞.
Moreover, FT (0) equals the right-hand side of (3.17), which is a decreasing function of
T ∈ [0,+∞) by (3.18). The Néel temperature TN = TN (U, tz) is defined by the equation
FTN

(0) = 1/U . We infer that if T < TN , then FT (0) > 1/U , and so the equation FT (∆) =
1/U has at least one solution ∆ in (0,+∞). Since

F ′
T (∆) =

∫ ∞

0
Ntz(ϵ)

∆

(∆2 + ϵ2)3/2
x− sinh(x) cosh(x)

cosh2(x)

∣∣∣∣
x=

√
∆2+ϵ2

2T

dϵ

and x − sinh(x) cosh(x) < 0 for all x > 0, we have F ′
T (∆) < 0 for ∆ ∈ (0,+∞) so the

solution is unique. It only remains to show that ∆AF(U, tz, T ) < U/2. This follows because
if ∆ ≥ U/2, then

FT (∆) ≤
∫ ∞

0
Ntz(ϵ)

1√
∆2 + ϵ2

dϵ <
2

U

∫ ∞

0
Ntz(ϵ)dϵ =

1

U
,

so no ∆ ≥ U/2 can fulfill the equation FT (∆) = 1/U . □

Lemma 3.3 implies that ∆AF = 0 is the only solution of (1.2) if T ≥ TN . On the
other hand, for any T ∈ [0, TN ), there are two distinct solutions in [0, U/2], namely 0
and ∆AF(U, tz, T ) ∈ (0, U/2). The next lemma shows that the state corresponding to
∆AF(U, tz, T ) is favored over the state corresponding to 0, and it therefore justifies dis-
carding the zero solution when writing (1.8). The statement of the lemma involves the
thermodynamic limit

GT (∆) := lim
L→∞

L−3G(0, (2∆/U)(−1)x1+x2+x3 e⃗)

=

−2T
∫
[−π,π]3 ln

(
2 cosh

(√∆2+ε(k)2

2T

))
dk

(2π)3
+ ∆2

U , 0 < T <∞,

−
∫
[−π,π]3

√
∆2 + ε(k)2 dk

(2π)3
+ ∆2

U , T = 0.

of G restricted to antiferromagnetic vector fields of the form (3.14) in dimension n = 3.

Lemma 3.4. Let U > 0 and tz ≥ 0. If T ∈ [0, TN (U, tz)), then ∆ = ∆AF(U, tz, T ) > 0
is the unique point at which GT attains its minimum on [0, U/2]. If T ≥ TN (U, tz), then
∆ = 0 is the unique point at which GT attains its minimum on [0, U/2].

Proof. Fix U > 0 and tz ≥ 0. We have, for any T ≥ 0,

G′
T (∆) = 2∆

(
1

U
− FT (∆)

)
,

where FT (∆) is the function in (3.19). Suppose first that T ∈ [0, TN (U, tz)). In this
case, the proof of Lemma 3.3 shows that FT (∆) > 1/U for ∆ ∈ [0,∆AF(U, tz, T )) and
FT (∆) < 1/U for ∆ ∈ (∆AF(U, tz, T ), U/2]. Hence ∆AF(U, tz, T ) ∈ (0, U/2) is the unique
critical point of GT on (0, U/2) and GT is decreasing (resp. increasing) to the left (resp.
right) of ∆AF(U, tz, T ), so ∆AF(U, tz, T ) is indeed the minimizer of GT .

If T ≥ TN (U, tz), then we instead have G′
T (0) = 0 and G′

T (∆) > 0 for ∆ ∈ (0, U/2), so
0 is the unique minimizer of GT . □
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4. Asymptotics for the density of states

In this section, we derive asymptotic properties of the density of states function Ntz(ϵ)
defined in (1.6). In particular, we prove Theorems 2.1, 2.2, and 2.3.

Making the change of variables uj = 2 cos kj for j = 1, 2, 3, we can write (1.6) as

Ntz(ϵ) = 8

∫ π

0

∫ π

0

∫ π

0
δ
(
2(cos k1 + cos k2) + 2tz cos k3 + ϵ

)dk1dk2dk3
(2π)3

=

∫ 2

−2

∫ 2

−2

∫ 2

−2

δ
(
u1 + u2 + tzu3 + ϵ

)√
4− u21

√
4− u22

√
4− u23

du1du2du3
π3

.

For tz = 0, this reduces to

N0(ϵ) =

∫ 2

−2

∫ 2

−2

δ
(
u1 + u2 + ϵ

)√
4− u21

√
4− u22

du1du2
π2

(4.1)

because
∫ 2
−2

du3√
4−u2

3

= π. In particular, we can express Ntz(ϵ) in terms of N0(ϵ):

Ntz(ϵ) =

∫ 2

−2

N0

(
tzu+ ϵ

)
√
4− u2

du

π
. (4.2)

From (4.1), we infer that N0(ϵ) is an even function of ϵ ∈ R \ {0,±4} that vanishes
identically for ϵ ∈ (−∞,−4)∪ (4,+∞). Performing the integral with respect to u2 in (4.1),
we obtain

N0(ϵ) =

∫ 2−ϵ

−2

1√
4− u2

1√
4− (u+ ϵ)2

du

π2
for ϵ ∈ (0, 4). (4.3)

We see that N0(ϵ) is continuous for ϵ ∈ R \ {0,±4} with a singularity at ϵ = 0.

4.1. Proof of Theorem 2.1. Our goal is to find the behavior of the integral in (4.3) as
ϵ ↓ 0. The difficulty lies in the fact that the singularities of the integrand merge with the
endpoints of integration as ϵ ↓ 0. This means that a naive approach based on substituting
the expansion

1√
4− u2

1√
4− (u+ ϵ)2

=
1

4− u2
+

u

(4− u2)2
ϵ+

(
u2 + 2

)
(4− u2)3

ϵ2 + · · ·

into (4.3) is unfruitful, because the resulting terms are not integrable at u = ±2. We
therefore instead proceed as follows.

Let F (w1, w2) = F (a, b, c, d;w1, w2) be defined for w1, w2 ∈ C \ [0,∞) by the Pochham-
mer integral

F (w1, w2) =

∫ (0+,1+,0−,1−)

A
va(v − w1)

b(v − w2)
c(1− v)ddv, (4.4)

where A ∈ (0, 1) is a base point, a, b, c, d are real exponents, and w1, w2 are assumed
to lie outside the contour. More precisely, the Pochhammer contour in (4.4) begins at
the base point A, encircles 0 once in the positive (counterclockwise) direction, returns to
A, encircles 1 once in the positive direction, returns to A, encircles 0 once in the negative
direction, returns to A, and finally encircles 1 once in the negative direction before returning
to A. In order to make F single-valued, we restrict the domain of definition in (4.4) to
w1, w2 ∈ C\[0,∞). Note that F can be analytically continued to a multiple-valued analytic
function of w1, w2 ∈ C \ {0, 1}. Asymptotic expansions of F (w1, w2) to all orders as one or
both of the points w1 and w2 approach 0 or 1 were obtained in [17].
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To prove Theorem 2.1, we will use the following result from [17]. For c ∈ C, we define
ρc(w) and H(a, d) by

ρc(w) =

{
e−iπc, Imw ≥ 0,

eiπc, Imw < 0,
(4.5)

and

H(a, d) =

∫ (0+,1+,0−,1−)

A
va(1− v)ddv. (4.6)

Theorem 4.1. [17, Theorem 2.4] Let a, b, c, d ∈ R \ Z be such that a+ b, c+ d /∈ Z. Then
F satisfies the following asymptotic expansion to all orders as w1 → 0 and w2 → 1 with
w1, w2 ∈ C \ [0,∞):

F (w1, w2) ∼
∞∑
k=0

∞∑
l=0

ρc(w2)

k! l!

{
D

(1)
kl w

k
1(w2 − 1)l +D

(2)
kl w

k
1(w2 − 1)c+d+1+l

+ ρa+b(w1)D
(3)
kl w

a+b+1+k
1 (w2 − 1)l

}
(4.7)

where the coefficients D
(j)
kl ≡ D

(j)
kl (a, b, c, d), j = 1, 2, 3, are given by

D
(1)
kl =

(e2πia − 1)(e2πid − 1)

(e2πi(a+b) − 1)(e2πi(c+d) − 1)

Γ(b+ 1)Γ(c+ 1)(−1)k

Γ(b+ 1− k)Γ(c+ 1− l)
H(a+ b− k, c+ d− l),

D
(2)
kl =

(e2πia − 1)eπid

1− e2πi(c+d)

Γ(b+ 1)Γ(a+ b+ 1− k)(−1)k

Γ(b+ 1− k)Γ(a+ b+ 1− k − l)
H(c, d+ l),

D
(3)
kl =

(e2πid − 1)eπia

e2πi(a+b) − 1

Γ(c+ 1)Γ(−c− d+ k − l)

Γ(c+ 1− l)Γ(−c− d+ l)
H(a+ k, b),

and principal branches are used for all powers.

In order to use Theorem 4.1, we let a = b = c = d = −1/2, assume that ϵ ∈ (0, 4), and
write (4.3) as

N0(ϵ) =
1

π2

∫ 2−ϵ

−2
(u− (−2))a(u− (−2− ϵ))b(2− u)c(2− ϵ− u)ddu.

The linear fractional transformation

u 7→ v =
u+ 2

4− ϵ

maps (−2, 2− ϵ,∞) to (0, 1,∞), and changing variables from u to v, we obtain

N0(ϵ) =
1

π2
(4− ϵ)a+b+c+d+1

∫ 1

0
va(v − w1)

b(w2 − v)c(1− v)ddv for ϵ ∈ (0, 4), (4.8)

where principal branches are used and

w1 := − ϵ

4− ϵ
, w2 :=

4

4− ϵ
+ i0. (4.9)

We have added an infinitesimal positive imaginary part to w2 to ensure that w1, w2 ∈
C \ [0,∞). As ϵ ↓ 0, we have w1 ↑ 0 and w2 ↓ 1. Since w2 has an infinitesimal positive
imaginary part and v ∈ [0, 1], we have

(w2 − v)c = ec ln |w2−v|+ci arg(w2−v) = ec ln |w2−v|+ci arg(v−w2)+cπi = ecπi(v − w2)
c.
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We therefore find

N0(ϵ) = − i

π2(4− ϵ)

∫ 1

0
va(v − w1)

b(v − w2)
c(1− v)ddv. (4.10)

On the other hand, since a = −1/2 > −1 and d = −1/2 > −1, we can collapse the
contour in (4.4) onto [0, 1], which gives

F (w1, w2) = (−1 + e2πia − e2πi(a+d) + e2πid)

∫ 1

0
va(v − w1)

b(v − w2)
c(1− v)ddv

= −4

∫ 1

0
va(v − w1)

b(v − w2)
c(1− v)ddv.

Comparing with (4.10), we conclude that

N0(ϵ) =
i

4π2(4− ϵ)
F (w1, w2). (4.11)

Even though (4.11) relates N0 to F , we cannot immediately apply Theorem 4.1 because
the assumption a+ b, c+ d /∈ Z is not fulfilled. However, we can set a = −1

2 + δ, b = −1
2 ,

c = −1
2 + δ, d = −1

2 in Theorem 4.1, and then let δ ↓ 0.3 In this limit, the poles at δ = 0

introduced by the factors e2πi(a+b)−1 and e2πi(c+d)−1 in the coefficients D
(j)
kl are cancelled

by zeros originating from the poles of the Gamma functions. Using the identity

H(a, d) = (−1 + e2πia − e2πi(a+d) + e2πid)
Γ(a+ 1)Γ(d+ 1)

Γ(a+ d+ 2)

and taking δ → 0 yields the following asymptotic expansion of F (w1, w2) to all orders as
w1 ↑ 0 and w2 ↓ 1:

F (w1, w2) ∼ 4i
∞∑

k,l=0

Ak,l(w1, w2), (4.12)

where the functions Ak,l are given by (2.2). Using this formula in (4.11) with w1 and w2

given by (4.9), we obtain the all-order expansion of N0(ϵ) stated in (2.1), and a direct
calculation then gives (2.3).

It follows from the proof of Theorem 4.1 presented in [17] that the asymptotic formula
(4.7) can be differentiated term-by-term with respect to w1 and w2 any finite number of
times. Repeating the above arguments, we see that the same is true of (4.12). It follows
that the formulas (2.1) and (2.3) can be differentiated term-by-term with respect to ϵ any
finite number of times. This completes the proof of Theorem 2.1.

4.2. Proof of Theorem 2.2. Let tz ∈ (0, 2). By Theorem 2.1, N0 has a logarithmic
singularity at ϵ = 0. Hence, it is clear from (4.2) that Ntz(ϵ) has a continuous extension
to ϵ = 0 such that

Ntz(0) =

∫ 2

−2

N0(tzu)√
4− u2

du

π
. (4.13)

However, for j ≥ 1, the jth derivative N
(j)
0 (tzu) has a more severe singularity at u = 0, so

it is not possible to differentiate inside the integral in (4.2) as it stands. In what follows,
we therefore show that the contour of integration in (4.2) can be deformed away from the
singularity at ϵ = 0.

The function F in (4.4) can be analytically continued to a multiple-valued analytic
function of w1, w2 ∈ C \ {0, 1}. Hence, by (4.11), N0(ϵ) can be analytically continued from

3It is not clear from the statement of Theorem 4.1 that the asymptotic formula for F remains valid in
the limit δ → 0. However, a look at the proof in [17] shows that this limit may be taken term-wise in (4.7).
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0 < ϵ < 4 to a multiple-valued analytic function of ϵ ∈ C \ {0, 4} (i.e., N0 has an analytic

continuation to the universal cover of C \ {0, 4}). We let Ñ0(ϵ) be the (single-valued)
analytic continuation of N0(ϵ) from ϵ ∈ (0, 4) to ϵ ∈ C \

(
(−∞, 0] ∪ [4,+∞)

)
. For ϵ ∈ R,

let Ñ0+(ϵ) = limh↓0 Ñ0(ϵ+ ih) be the boundary values of Ñ0(ϵ) from the upper half-plane.

For ϵ ∈ (0, 4), we have Ñ0+(ϵ) = N0(ϵ). For ϵ ∈ (−4, 0), Ñ0+(ϵ) does not coincide with
N0(ϵ), but we have the following lemma.

Lemma 4.2. For ϵ ∈ (−4, 0), it holds that N0(ϵ) = Re Ñ0+(ϵ).

Proof. Fix r ∈ (0, 4) and let ϵ(α) = reiα. According to (4.8), we have

Ñ0(ϵ(0)) =
1

π2
(4− ϵ(0))a+b+c+d+1

∫ 1

0
va(v − w1(0))

b(w2(0)− v)c(1− v)ddv,

where a = b = c = d = −1/2, w1(α) := − ϵ(α)
4−ϵ(α) , and w2(α) :=

4
4−ϵ(α) + i0. As α increases

from 0 to π, ϵ(α) traces out a counterclockwise semicircle in the upper half-plane from r to
−r, w1(α) moves below 0 from w1(0) = − r

4−r < 0 to w1(π) =
r

4+r > 0, and w2(α) moves

above 1 from w2(0) =
4

4−r + i0 to w2(π) =
4

4+r < 1. Hence,

Ñ0+(−r) = lim
α↑π

Ñ0(ϵ(α)) =
(4− ϵ(π))a+b+c+d+1

π2

×
(
eπib

∫ w1(π)

0
va(w1(π)− v)b(w2(π)− v)c(1− v)ddv

+

∫ w2(π)

w1(π)
va(v − w1(π))

b(w2(π)− v)c(1− v)ddv

+ eπic
∫ 1

w2(π)
va(v − w1(π))

b(v − w2(π))
c(1− v)ddv

)
.

Since eπib = eπic = −i, only the middle integral contributes to the real part of Ñ0+(−r),
i.e.,

Re Ñ0+(−r) =
(4− ϵ(π))a+b+c+d+1

π2

∫ w2(π)

w1(π)
va(v − w1(π))

b(w2(π)− v)c(1− v)ddv.

Performing the change of variables u = v−w1(π)
w2(π)−w1(π)

, we obtain

Re Ñ0+(−r) =
(4− ϵ(π))a+b+c+d+1

π2
(w2(π)− w1(π))

a+b+c+d+1

×
∫ 1

0

(
u+

w1(π)

w2(π)− w1(π)

)a
ub(1− u)c

( 1− w1(π)

w2(π)− w1(π)
− u

)d
du.

Using that ϵ(π) = −r, w1(π) =
r

4+r , and w2(π) =
4

4+r , we conclude that

Re Ñ0+(−r) =
(4− r)a+b+c+d+1

π2

∫ 1

0

(
u− −r

4− r

)a
ub(1− u)c

( 4

4− r
− u

)d
du.

In view of (4.8) and the fact that a = b = c = d = −1/2, the right-hand side equals N0(r).
Since r ∈ (0, 4) was arbitrary, this completes the proof. □

By virtue of Lemma 4.2 and (4.2), we have, for ϵ ∈ (−4 + 2tz, 4− 2tz),

Ntz(ϵ) =

∫ 2

−2

Re Ñ0+

(
tzu+ ϵ

)
√
4− u2

du

π
= Re

∫ 2

−2

Ñ0+

(
tzu+ ϵ

)
√
4− u2

du

π
. (4.14)



UNIVERSALITY OF MEAN-FIELD ANTIFERROMAGNETIC ORDER 23

The contour in the right-most integral can be deformed into the upper half-plane. This
gives

Ntz(ϵ) = Re

∫
γ−2,2

Ñ0

(
tzu+ ϵ

)
√
4− u2

du

π
. (4.15)

where γ−2,2 is any contour starting at −2 and ending at 2 which (apart from the endpoints)
lies in {Imu > 0}. For definiteness, we let γ−2,2 be the clockwise semicircle of radius 2
starting at −2 and ending at 2.

For tz ∈ (0, 2), tzu + ϵ stays away from {0, 4} for all u ∈ γ−2,2 provided that ϵ ∈ C
satisfies |ϵ| < min(2tz, 4 − 2tz). Hence, the map ϵ 7→

∫
γ−2,2

Ñ0(tzu+ϵ)√
4−u2

du
π is analytic in the

open disk {ϵ ∈ C | |ϵ| < min(2tz, 4−2tz)}. Theorem 2.2 now follows from (4.13) and (4.15).

4.3. Proof of Theorem 2.3. Setting ϵ = 0 in (4.2) and then using that N0 is an even
function, we obtain

Ntz(0) =

∫ 2

−2

N0

(
tzu

)
√
4− u2

du

π
= 2

∫ 2

0

N0

(
tzu

)
√
4− u2

du

π
. (4.16)

Substituting in the asymptotic formula (2.3) for N0, we obtain, as tz ↓ 0,

Ntz(0) = 2

∫ 2

0

1√
4− u2

(
ln(16ϵ )

2π2
+
ϵ2(ln(16ϵ )− 1)

128π2
+

3ϵ4(6 ln(16ϵ )− 7)

216π2

+
5

3

ϵ6(30 ln(16ϵ )− 37)

222π2
+

35

3

ϵ8(420 ln(16ϵ )− 533)

233π2

+
63

5

ϵ10(1260 ln(16ϵ )− 1627)

239π2

)∣∣∣∣
ϵ=tzu

du

π
+ E(tz),

where the error term E(tz) satisfies

|E(tz)| ≤ 2

∫ 2

0

C(utz)
12

√
4− u2

(
1 + ln

( 1

utz

))du
π

≤ Ct12z ln
1

tz

for some constant C > 0 independent of 0 < tz ≤ 1. Using the identities

2

∫ 2

0

uj√
4− u2

du

π
=

2jΓ( j+1
2 )

√
πΓ( j2 + 1)

, j = 0, 1, 2, . . . , (4.17a)

2

∫ 2

0

uj lnu√
4− u2

du

π
=

2j−1Γ( j+1
2 )

(
2 ln(2)− ψ( j2 + 1) + ψ( j+1

2 )
)

√
πΓ( j2 + 1)

, j = 0, 1, 2, . . . , (4.17b)

long but straightforward calculations yield the expansion in (2.5).
The claim about termwise differentiation of (2.5) follows from the above argument and

the analogous claim in Theorem 2.1. This completes the proof of Theorem 2.3.

Remark 4.3. By substituting the expansion (2.1) for N0 into (4.16) and using (4.17),
one can obtain an expansion to all orders of Ntz(0) as tz ↓ 0.

5. Asymptotics for the Néel temperature

In this section, we study the asymptotic behavior of the Néel temperature TN (U, tz) as
U ↓ 0. Our goal is to prove Theorems 2.4 and 2.5.
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5.1. Proof of Theorem 2.4. Suppose tz = 0. From (4.1), we see that N0(ϵ) = 0 for
ϵ ≥ 4. Thus, equation (1.9) for TN = TN (U, 0) can be written as

1

U
=

∫ 4

0
N0(ϵ)

tanh( ϵ
2TN

)

ϵ
dϵ. (5.1)

Adding and subtracting terms, we write (5.1) as

1

U
− a0 = I1(TN ) +

ln( 8
TN

)

2π2
I2(TN ) +

1

2π2
I3(TN ), (5.2)

where the constant a0 is given by

a0 =

∫ 4

0

(
N0(ϵ)−

ln(16ϵ )

2π2

)
1

ϵ
dϵ ≈ 0.007013,

and the functions Ij(T ), j = 1, 2, 3, are defined by

I1(T ) =

∫ 4

0

(
N0(ϵ)−

ln(16ϵ )

2π2

)
tanh( ϵ

2T )− 1

ϵ
dϵ, (5.3)

I2(T ) =

∫ 4

0

tanh( ϵ
2T )

ϵ
dϵ, (5.4)

I3(T ) =

∫ 4

0
ln

(
2T

ϵ

)
tanh( ϵ

2T )

ϵ
dϵ. (5.5)

The next three lemmas describe the behavior of I1(T ), I2(T ), and I3(T ) for small T .

Lemma 5.1. There exists a constant C > 0 such that

|I1(T )| ≤ CT 2 ln
( 2

T

)
for all T ∈ (0, 1).

Proof. Using (2.3), we can estimate

|I1(T )| ≤ C

∫ 4

0
ϵ2(1 + | ln ϵ|)

| tanh( ϵ
2T )− 1|
ϵ

dϵ

for T ∈ (0, 1). Using that | tanh(a)− 1| ≤ 2e−2a for a ≥ 0 and then changing variables to
x = 2ϵ

T , we find, again for T ∈ (0, 1),

|I1(T )| ≤ C

∫ 4

0
ϵ(1 + | ln ϵ|)e−

ϵ
T dϵ ≤ CT 2

∫ 8
T

0
x
(
1 + | lnx|+ ln

2

T

)
e−

x
2 dx

≤ CT 2

∫ ∞

0
x(1 + | lnx|)e−

x
2 dx+ CT 2 ln

( 2

T

)∫ ∞

0
xe−

x
2 dx ≤ CT 2 ln

( 2

T

)
,

which is the desired conclusion. □

Lemma 5.2. There exists a constant C > 0 such that∣∣∣∣I2(T )− ln
( 2

T

)
+ ln

(π
4

)
− γ

∣∣∣∣ ≤ C ln
( 2

T

)
e−

4
T for all T ∈ (0, 1).

Proof. Making the change of variables x = ϵ
2T in the expression for I2(T ), we find

I2(T ) =

∫ 2
T

0

tanhx

x
dx = ln(x) tanhx

∣∣∣ 2
T

0
−

∫ 2
T

0

lnx

cosh2 x
dx

= ln
( 2

T

)
tanh

( 2

T

)
−
∫ ∞

0

lnx

cosh2 x
dx+

∫ ∞

2
T

lnx

cosh2 x
dx
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for T ∈ (0, 1). Since
∫∞
0

lnx
cosh2 x

dx = ln
(
π
4

)
− γ, it follows that

I2(T )− ln
( 2

T

)
+ ln

(π
4

)
− γ = R1

( 2

T

)
,

where

R1(a) := ln(a)(tanh(a)− 1) +

∫ ∞

a

lnx

cosh2 x
dx. (5.6)

Since, for a ≥ 2,

|R1(a)| ≤ ln(a)| tanh(a)− 1|+
∫ ∞

a

lnx

cosh2 x
dx ≤ ln(a)2e−2a + C

∫ ∞

a
e−2x ln(x)dx

≤ ln(a)2e−2a + Ce−2a ln(a) + C

∫ ∞

a

e−2x

x
dx ≤ C ln(a)e−2a, (5.7)

the desired conclusion follows. □

Lemma 5.3. There exists a constant C > 0 such that∣∣∣∣I3(T ) + (ln 2
T )

2

2
−
∫ ∞

0

(lnx)2

2 cosh2 x
dx

∣∣∣∣ ≤ C
(
ln

2

T

)2
e−

4
T for all T ∈ (0, 1).

Proof. Making the change of variables x = ϵ
2T in the expression for I3(T ), we find

I3(T ) =

∫ 2
T

0
ln

(
1

x

)
tanhx

x
dx = −(lnx)2

2
tanhx

∣∣∣∣ 2
T

0

+

∫ 2
T

0

(lnx)2

2 cosh2 x
dx

= −
(ln 2

T )
2

2
tanh

(
2

T

)
+

∫ ∞

0

(lnx)2

2 cosh2 x
dx−

∫ ∞

2
T

(lnx)2

2 cosh2 x
dx.

It follows that

I3(T ) +
(ln 2

T )
2

2
−
∫ ∞

0

(lnx)2

2 cosh2 x
dx = R2

( 2

T

)
,

where

R2(a) :=
(ln a)2

2
(1− tanh(a))−

∫ ∞

a

(lnx)2

2 cosh2 x
dx.

Since, for a ≥ 2,

|R2(a)| ≤
(ln a)2

2
(1− tanh(a)) + C

∫ ∞

a
(lnx)2e−2xdx

≤ (ln a)2e−2a + C(ln a)2e−2a + C

∫ ∞

a

2 lnx

x
e−2xdx ≤ C(ln a)2e−2a,

the desired conclusion follows. □

The above lemmas suggest that we rewrite the equation (5.2) for TN as follows:

1

U
− a0 +

ln( 8
TN

)

2π2

(
− ln

( 2

TN

)
+ ln

(π
4

)
− γ

)
+

1

2π2

(
(ln 2

TN
)2

2
−
∫ ∞

0

(lnx)2

2 cosh2 x
dx

)
= I1(TN ) +

ln( 8
TN

)

2π2

(
I2(TN )− ln

( 2

TN

)
+ ln

(π
4

)
− γ

)
+

1

2π2

(
I3(TN ) +

(ln 2
TN

)2

2
−
∫ ∞

0

(lnx)2

2 cosh2 x
dx

)
. (5.8)
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Applying Lemma 5.1, Lemma 5.2, and Lemma 5.3, we see that the absolute value of the
right-hand side of (5.8) is bounded above by

C

(
T 2
N ln

( 2

TN

)
+ ln

( 8

TN

)
ln

( 2

TN

)
e
− 4

TN +
(
ln

2

TN

)2
e
− 4

TN

)
≤ CT 2

N ln
( 2

TN

)
whenever TN ∈ (0, 1). It follows that

1

U
− a0 +

ln( 8
TN

)

2π2

(
− ln

( 2

TN

)
+ ln

(π
4

)
− γ

)
+

1

2π2

(
(ln 2

TN
)2

2
−
∫ ∞

0

(lnx)2

2 cosh2 x
dx

)
= R3(TN ), (5.9)

where the function R3 satisfies

|R3(T )| ≤ CT 2 ln
( 2

T

)
for all T ∈ (0, 1). (5.10)

Solving (5.9) for lnTN , we obtain

lnTN (U, 0) = γ + ln
(32
π

)
−

√
4π2

(
1

U
−R3(TN (U, 0))

)
+ a1, (5.11)

where a1 ≈ 0.3260 is the constant defined in (2.7). We know from Lemma 3.2 that TN ↓ 0
as U ↓ 0, so for all sufficiently small U we have TN ∈ (0, 1). Thus (5.10) shows that

R3(TN (U, 0)) = O(1) as U ↓ 0. But then (5.11) implies that TN (U, 0) = O(e
− 2π√

U ) as U ↓ 0.

Substituting this back into (5.10), we infer that R3(TN (U, 0)) = O(e
− 4π√

U /
√
U) as U ↓ 0.

Inserting this in (5.11), we arrive at (2.6). This completes the proof of Theorem 2.4.

5.2. Proof of Theorem 2.5. Let K be a compact subset of (0, 2) and suppose that
tz ∈ K. Adding and subtracting terms, we can write equation (1.9) for TN = TN (U, tz) as

1

U
− b0(tz) = J1(tz, TN ) +Ntz(0)J2(tz, TN ), (5.12)

where b0(tz) is the function in (2.9), and J1 and J2 are defined by

J1(tz, T ) =

∫ 4+2tz

0

(
Ntz(ϵ)−Ntz(0)

)tanh( ϵ
2T )− 1

ϵ
dϵ

J2(tz, T ) =

∫ 4+2tz

0

tanh( ϵ
2T )

ϵ
dϵ.

The following two lemmas describe the behavior of J1(tz, T ) and J2(tz, T ) for small T .

Lemma 5.4. There exists a constant C > 0 such that

|J1(tz, T )| ≤ CT 2 for all tz ∈ K and T ∈ (0, 1).

Proof. From Theorem 2.2, we have

Ntz(ϵ) = Ntz(0) +O(ϵ2) as ϵ→ 0

uniformly for tz ∈ K, where Ntz(0) =
∫ 2
−2

N0(tzu)√
4−u2

du
π . Thus we can estimate

|J1(tz, T )| ≤ C

∫ ∞

0
ϵ2
| tanh( ϵ

2T )− 1|
ϵ

dϵ
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for tz ∈ K and T ∈ (0, 1). Using that | tanh(a)− 1| ≤ 2e−2a for a ≥ 0 and then changing
variables to x = 2ϵ

T , we find, again for tz ∈ K and T ∈ (0, 1),

|J1(T )| ≤ C

∫ ∞

0
ϵe−

ϵ
T dϵ ≤ CT 2

∫ ∞

0
xe−

x
2 dx ≤ CT 2,

which is the desired conclusion. □

Lemma 5.5. There exists a constant C > 0 such that∣∣∣∣J2(tz, T )−ln
(2 + tz

T

)
+ln

(π
4

)
−γ

∣∣∣∣ ≤ C ln
(2 + tz

T

)
e−

4+2tz
T for all tz ∈ K and T ∈ (0, 1).

Proof. Making the change of variables x = ϵ
2T in the expression for J2(tz, T ), we find

J2(tz, T ) =

∫ 2+tz
T

0

tanhx

x
dx = ln(x) tanhx

∣∣∣ 2+tz
T

0
−
∫ 2+tz

T

0

lnx

cosh2 x
dx

= ln
(2 + tz

T

)
tanh

(2 + tz
T

)
−
∫ ∞

0

lnx

cosh2 x
dx+

∫ ∞

2+tz
T

lnx

cosh2 x
dx

for tz ∈ K and T ∈ (0, 1). Since
∫∞
0

lnx
cosh2 x

dx = ln
(
π
4

)
− γ, it follows that

J2(tz, T )− ln
(2 + tz

T

)
+ ln

(π
4

)
− γ = R1

(2 + tz
T

)
,

where R1 is the function in (5.6). The desired conclusion now follows from (5.7). □

We rewrite the equation (5.12) for TN as follows:

1

U
− b0(tz) +Ntz(0)

(
− ln

(2 + tz
TN

)
+ ln

(π
4

)
− γ

)
= J1(tz, TN ) +Ntz(0)

(
J2(tz, TN )− ln

(2 + tz
TN

)
+ ln

(π
4

)
− γ

)
.

Applying Lemma 5.4 and Lemma 5.5, we see that the absolute value of the right-hand side
is bounded above by

C

(
T 2
N + ln

(2 + tz
TN

)
e
− 4+2tz

TN

)
≤ CT 2

N

for tz ∈ K and TN ∈ (0, 1). It follows that

1

U
− b0(tz) +Ntz(0)

(
− ln

(2 + tz
TN

)
+ ln

(π
4

)
− γ

)
= R4(tz, TN ), (5.13)

where the function R4 satisfies

|R4(tz, T )| ≤ CT 2 for all tz ∈ K and T ∈ (0, 1). (5.14)

Solving (5.13) for lnTN , we obtain

lnTN (U, tz) = γ + ln
(8 + 4tz

π

)
− 1

Ntz(0)

(
1

U
− b0(tz)

)
+
R4(tz, TN (U, tz))

Ntz(0)
. (5.15)

By Lemma 3.2, TN ↓ 0 as U ↓ 0 uniformly for tz ≥ 0, so for all sufficiently small U we
have TN ∈ (0, 1). Thus (5.14) shows that R4(tz, TN (U, tz)) = O(1) as U ↓ 0 uniformly

for tz ∈ K. But then (5.15) implies that TN (U, tz) = O(e
− 1

Ntz (0)U ) as U ↓ 0 uniformly for

tz ∈ K. Substituting this back into (5.14), we infer that R4(tz, TN (U, tz)) = O(e
− 2

Ntz (0)U )
as U ↓ 0 uniformly for tz ∈ K. Inserting this in (5.15), we arrive at (2.8). This completes
the proof of Theorem 2.5.
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6. Asymptotics for m̂

In this section, we study the asymptotic behavior of the mean-field ratio m̂ defined in
(1.10) as U ↓ 0. Taking the difference of (1.8) and (1.9), and using that Ntz(ϵ) = 0 for
ϵ > 4 + 2tz as a consequence of (1.6), we obtain

0 =

∫ 4+2tz

0
Ntz(ϵ)

(
tanh(

√
∆2

AF+ϵ2

2T )√
∆2

AF + ϵ2
−

tanh( ϵ
2TN

)

ϵ

)
dϵ,

where ∆AF = ∆AF(U, tz, T ) and TN = TN (U, tz). Performing the change of variables
ϵ→ TN ϵ, we get ∫ 4+2tz

TN

0
Ntz(TN ϵ)

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ = 0, (6.1)

where m̂ = m̂(U, tz, T ) is given by (1.10). We will prove Theorems 2.6–2.8 by approx-
imating Ntz(TN ϵ) in (6.1) by its leading asymptotics for small TN ϵ. Since N0(ϵ) has a
logarithmic singularity at ϵ = 0 whereas Ntz(ϵ) has no such singularity when tz > 0,
qualitatively different asymptotic formulas are obtained for tz = 0 and tz > 0.

6.1. Three lemmas. Before turning to the proofs of the theorems, we prove three lemmas
that will be used repeatedly. The first lemma establishes an upper bound on m̂. Recall
that, by convention, tanh(·/y) = 1 for y = 0.

Lemma 6.1. For U > 0, tz ≥ 0, and T ∈ [0, TN (U, tz)], it holds that m̂(U, tz, T ) ∈ [0, 2).

Proof. The function ϵ 7→ Ntz(TN ϵ) is non-negative for all ϵ > 0 and strictly positive for all
sufficiently small ϵ > 0. Consequently, in view of (6.1), it is enough to show that

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ
< 0 whenever ϵ > 0, x ≥ 2, and y ∈ [0, 1]. (6.2)

If ϵ > 0, x ≥ 2, and y ∈ [0, 1], then

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ
≤ f(ϵ), where f(ϵ) :=

1√
4 + ϵ2

−
tanh( ϵ2)

ϵ
.

Thus (6.2) will follow if we can show that f(ϵ) < 0 for all ϵ > 0. As ϵ → 0, we have

f(ϵ) = − ϵ2

48 + O(ϵ4), so f(ϵ) < 0 for all sufficiently small ϵ. Moreover, f(ϵ) ̸= 0 for all
ϵ > 0, because f(ϵ) = 0 if and only if g(ϵ) = 0, where g(ϵ) := arctanh( ϵ√

4+ϵ2
) − ϵ

2 . But

g(ϵ) = − ϵ3

48 +O(ϵ5) as ϵ→ 0 and g′(ϵ) = 1√
4+ϵ2

− 1
2 < 0 for ϵ > 0, so g(ϵ) < 0 for all ϵ > 0.

This shows that f(ϵ) < 0 for all ϵ > 0 and thus completes the proof. □

The next lemma shows that the values of the integrals∫ 2

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≥ 0 and

∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≥ 0

tend to +∞ if and only if x ∈ [0, 2] and y ∈ [0, 1] tend to 0 simultaneously.

Lemma 6.2. (a) For any r > 0, there is a constant C > 0 such that∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≤ C (6.3)

for all x ∈ [0, 2] and y ∈ [0, 1] such that
√
x2 + y2 ≥ r.
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(b) There exist constants c > 0 and r > 0 such that∫ 2

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≥ c| ln(x2 + y2)| (6.4)

for all x ∈ [0, 2] and y ∈ [0, 1] such that 0 <
√
x2 + y2 ≤ r.

Proof. (a) Since tanh(a) ≤ 1 for a ≥ 0, we have∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≤
∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )

x
dϵ ≤ C

x

and, since tanh(a) ≤ a for a ≥ 0, we have∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≤
∫ 2

0
(1 + | ln ϵ|)

√
x2+ϵ2

2y√
x2 + ϵ2

dϵ ≤ C

2y
.

Hence ∫ 2

0
(1 + | ln ϵ|)

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≤ C

max(x, y)
,

which shows that the integral remains bounded if both x and y stay away from 0. Thus,
assertion (a) follows.

Using that tanh(a) ≥ a/2 for 0 ≤ a ≤ 1, and tanh(a) ≥ 1/2 for a ≥ 1, we obtain, for
x ∈ [0, 2] and y ∈ [0, 1], ∫ 2

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ ≥ ϕ(x, y)

2
(6.5)

where

ϕ(x, y) :=


∫√4y2−x2

0
1
2ydϵ+

∫ 2√
4y2−x2

1√
x2+ϵ2

dϵ if 4y2 ≥ x2,∫ 2
0

1√
x2+ϵ2

dϵ if 4y2 ≤ x2.

If 4y2 ≥ x2 ≥ 0, then

ϕ(x, y) =

√
1− x2

4y2
+

1

2
ln

((
√
4 + x2 + 2)(1−

√
1− x2

4y2
)

(
√
4 + x2 − 2)(1 +

√
1− x2

4y2
)

)
,

so for all sufficiently small x, y ≥ 0 satisfying 4y2 ≥ x2 ≥ 0, we have

ϕ(x, y) ≥ c

∣∣∣∣ ln(1−
√

1− x2

4y2√
4 + x2 − 2

)∣∣∣∣ ≥ c

∣∣∣∣ ln( x2

4y2

x2

)∣∣∣∣ ≥ c| ln(y2)| ≥ c| ln(x2 + y2)|. (6.6)

On the other hand, if 0 ≤ 4y2 ≤ x2, then

ϕ(x, y) =
1

2
ln

(√
4 + x2 + 2√
4 + x2 − 2

)
,

so for all sufficiently small x, y ≥ 0 satisfying 0 ≤ 4y2 ≤ x2, we have

ϕ(x, y) ≥ c| ln(x2)| ≥ c| ln(x2 + y2)|. (6.7)

Assertion (b) follows from (6.5), (6.6), and (6.7). □

We will also need the following lemma.
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Lemma 6.3. (a) There exists a C > 0 such that∫ ∞

2

(
1 + | ln ϵ|

)∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C (6.8)

for x ∈ [0, 2] and y ∈ [0, 1].
(b) There exists a C > 0 such that, for δ = 0, 1,∫ ∞

z

(
1 + δ| ln ϵ|

)∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C(1 + δ ln z)

(
e−z

z
+

1

z2

)
, (6.9)

for x ∈ [0, 2], y ∈ [0, 1], and z ≥ 2.
(c) There exists a C > 0 such that, for δ = 0, 1,∫ z

2
ϵ2
(
1 + δ| ln ϵ|

)∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C + C| ln z|
(
1 + δ| ln z|

)
(6.10)

for x ∈ [0, 2], y ∈ [0, 1], and z ≥ 2.

Proof. (a) Let h1(x, y) be the left-hand side of (6.8). For x ∈ [0, 2] and y ∈ [0, 1], we have

h1(x, y) ≤
∫ ∞

2

(
1 + | ln ϵ|

)(∣∣∣∣tanh(
√
x2+ϵ2

2y )− 1
√
x2 + ϵ2

∣∣∣∣+ ∣∣∣∣tanh( ϵ2)− 1

ϵ

∣∣∣∣+ ∣∣∣∣ 1√
x2 + ϵ2

− 1

ϵ

∣∣∣∣)dϵ.
We next use the three inequalities (i) | tanh(a) − 1| ≤ 2e−2a for a ≥ 0, (ii)

√
x2 + ϵ2 ≥ ϵy

for x ≥ 0 and y ∈ [0, 1], and (iii) | 1√
a+1

− 1| ≤ a
2 for a ≥ 0. This gives

h1(x, y) ≤
∫ ∞

2

(
1 + | ln ϵ|

)(2e
−
√

x2+ϵ2

y

√
x2 + ϵ2

+
2e−ϵ

ϵ
+

1

ϵ

∣∣∣∣ 1√
x2

ϵ2
+ 1

− 1

∣∣∣∣)dϵ
≤

∫ ∞

2

(
1 + | ln ϵ|

)(4e−ϵ

ϵ
+
x2

2ϵ3

)
dϵ ≤ C (6.11)

for x ∈ [0, 2] and y ∈ [0, 1], which proves (a).
(b) The same steps that led to (6.11) yield, for δ = 0, 1,∫ ∞

z

(
1 + δ| ln ϵ|

)∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ ∫ ∞

z

(
1 + δ| ln ϵ|

)(4e−ϵ

ϵ
+
x2

2ϵ3

)
dϵ

for x ∈ [0, 2], y ∈ [0, 1], and z ≥ 2. Since∫ ∞

z

(
1 + δ| ln ϵ|

)(4e−ϵ

ϵ
+
x2

2ϵ3

)
dϵ ≤ C(1 + δ ln z)

(
e−z

z
+
x2

z2

)
,

the desired estimate follows.
(c) The same steps that led to (6.11) yield, for δ = 0, 1,∫ z

2
ϵ2
(
1 + δ| ln ϵ|

)∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ ∫ z

2
ϵ2
(
1 + δ| ln ϵ|

)(4e−ϵ

ϵ
+
x2

2ϵ3

)
dϵ

for x ∈ [0, 2], y ∈ [0, 1], and z ≥ 2. Since∫ z

2
ϵ2
(
1 + δ| ln ϵ|

)(4e−ϵ

ϵ
+
x2

2ϵ3

)
dϵ ≤ C + C| ln z|

(
1 + δ| ln z|

)
x2,

the desired estimate follows. □
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6.2. Proof of Theorem 2.6. Assume that tz = 0. We first show that m̂ and T/TN
cannot both be small.

Lemma 6.4. There is an r > 0 such that√
m̂(U, 0, T )2 +

( T

TN (U, 0)

)2
≥ r (6.12)

for all sufficiently small U > 0 and all T ∈ [0, TN (U, 0)].

Proof. By Theorem 2.4, TN (U, 0) ↓ 0 as U ↓ 0. Hence, in view of (6.1), it is enough to
show that there is an r > 0 such that

A(x, y, τ) :=

∫ 4
τ

0
N0(τϵ)

(
tanh(

√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ ̸= 0 (6.13)

whenever τ ∈ [0, 1/4] and x, y ≥ 0 are such that
√
x2 + y2 ≤ r. By Theorem 2.1, there is

a c1 > 0 such that

N0(τϵ) > c1(ln 2 + | ln(τϵ)|) > c1| ln τ |
for all τ ∈ [0, 1/4] and ϵ ∈ [0, 2]. Therefore,

A(x, y, τ) ≥ c1| ln τ |
∫ 2

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ−B(x, y, τ)

where

B(x, y, τ) :=

∫ 2

0
N0(τϵ)

tanh( ϵ2)

ϵ
dϵ+

∫ ∞

2
N0(τϵ)

∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≥ 0.

Utilizing Lemma 6.3 (a), we find, for x ∈ [0, 2], y ∈ [0, 1], and τ ∈ [0, 1/4],

B(x, y, τ) ≤ C

∫ 2

0
(1 + | ln τ |+ | ln ϵ|)

tanh( ϵ2)

ϵ
dϵ

+ C

∫ ∞

2
(1 + | ln τ |+ | ln ϵ|)

∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C1| ln τ |,

for some C1 > 0 independent of x, y, and τ . Lemma 6.2 (b) then shows that there are
constants c > 0 and r1 > 0 such that

A(x, y, τ) ≥ | ln τ |(c| ln(x2 + y2)| − C1) ≥ c| ln(x2 + y2)| − C1 (6.14)

for all τ ∈ [0, 1/4] and all x, y ≥ 0 such that 0 <
√
x2 + y2 ≤ r1. It follows that (6.13) holds

for all τ ∈ [0, 1/4] and all x, y ≥ 0 with
√
x2 + y2 ≤ r if r > 0 is sufficiently small. □

Let K be a compact subset of [0, 1) and assume that T/TN ∈ K. Since tz = 0, (6.1) can
be written as

ln( 1
TN

)

2π2

∫ 4
TN

0

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ = R(U, T ), (6.15)

where m̂ = m̂(U, 0, T ), TN = TN (U, 0), and

R(U, T ) := −
∫ 4

TN

0

(
N0(TN ϵ)−

ln( 16
TN ϵ)

2π2
+

ln(16ϵ )

2π2

)(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ.
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Equation (6.15) implies that

J(m̂, T/TN ) =
2π2R(U, T )

ln( 1
TN

)
+

∫ ∞

4
TN

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ, (6.16)

where J is the function defined in (1.11). By Theorem 2.1, we have∣∣∣∣N0(TN ϵ)−
ln( 16

TN ϵ)

2π2

∣∣∣∣ ≤ C for ϵ ∈ [0, 4/TN ],

and hence

|R(U, T )| ≤ C

∫ 4
TN

0

(
1 + | ln ϵ|

)∣∣∣∣tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ.
By Lemma 6.1, we have m̂ ∈ [0, 2), and by Lemma 6.4,

√
m̂2 + (T/TN )2 is bounded

away from 0 for all sufficiently small U > 0. Hence we may apply Lemma 6.2 (a) with
x = m̂ and y = T/TN to see that∫ 2

0

(
1 + | ln ϵ|

)∣∣∣∣tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C

for all small U > 0 and T ∈ [0, TN ]. Applying also parts (a) and (b) of Lemma 6.3 with
x = m̂, y = T/TN , z = 4/TN , and δ = 0, we obtain the following estimates for all small
enough U > 0 and all T ∈ [0, TN ]:

|R(U, T )| ≤ C, (6.17)∣∣∣∣ ∫ ∞

4
TN

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ

∣∣∣∣ ≤ C
(
TNe

− 4
TN + T 2

N

)
≤ CT 2

N . (6.18)

Consequently, using (6.16) and (2.6),

|J(m̂, T/TN )| ≤ C

ln( 1
TN

)
+ CT 2

N ≤ C

ln( 1
TN

)
≤ C

√
U, (6.19)

for all sufficiently small U > 0 and all T ∈ [0, TN ].

The inequality (6.19) shows that J(m̂, T/TN ) = O(
√
U) for small U . Since fBCS(y) is

defined as the unique solution of J(fBCS(y), y) = 0, this suggests that m̂(U, 0, T ) tends to
fBCS(T/TN ) as U ↓ 0. We will use the following lemma to make this precise.

Lemma 6.5. For all x ≥ 0 and all y ∈ [0, 1] such that eJ(x,y)y ≤ 1, it holds that

x = fBCS(e
J(x,y)y)e−J(x,y). (6.20)

Proof. Let x ≥ 0 and y ∈ [0, 1]. We write the definition (1.11) of J as

J(x, y) = lim
M→+∞

{∫ M

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ−
∫ M

0

tanh( ϵ2)

ϵ
dϵ

}
.

Integrating by parts in both integrals using that

d

dϵ
ln(ϵ+

√
x2 + ϵ2) =

1√
x2 + ϵ2

,
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we find

J(x, y) = lim
M→+∞

{[
ln
(
ϵ+

√
x2 + ϵ2

)
tanh

(√x2 + ϵ2

2y

)]M
ϵ=0

−
[
ln(ϵ) tanh

( ϵ
2

)]M
ϵ=0

−
∫ M

0

ln
(
ϵ+

√
x2 + ϵ2

)
ϵ

cosh2(
√
x2+ϵ2

2y )2y
√
x2 + ϵ2

dϵ+

∫ M

0

ln(ϵ)

2 cosh2(ϵ/2)
dϵ

}

= ln(2)− ln(x) tanh
( x
2y

)
−
∫ ∞

0

ln
(
ϵ+

√
x2 + ϵ2

)
ϵ

cosh2(
√
x2+ϵ2

2y )2y
√
x2 + ϵ2

dϵ+

∫ ∞

0

ln(ϵ)

2 cosh2(ϵ/2)
dϵ.

The last integral can be computed exactly and equals ln
(
π
2

)
− γ. The change of variables

ϵ =
√
s2 − x2 in the first integral on the right-hand side gives

J(x, y) = ln(2)− ln(x) tanh
( x
2y

)
−
∫ ∞

x

ln
(
s+

√
s2 − x2

)
2 cosh2( s

2y )y
ds+ ln

(π
2

)
− γ.

Changing variables s→ sx, we arrive at

J(x, y) = ln(π)− γ −H
( x
2y

)
− lnx,

where H : [0,+∞) → [0,+∞) is defined by

H(a) = a

∫ ∞

1

ln
(
s+

√
s2 − 1

)
cosh2(sa)

ds.

It follows that

J(xeJ(x,y), eJ(x,y)y) = ln(π)− γ −H
( x
2y

)
− lnx− J(x, y) = 0.

Since, by definition, fBCS(e
J(x,y)y) is the unique solution of J(fBCS(e

J(x,y)y), eJ(x,y)y) = 0,

we conclude that xeJ(x,y) = fBCS(e
J(x,y)y), which is the desired conclusion. □

Taylor’s theorem applied to z 7→ fBCS(e
zy)e−z gives the identity

fBCS(e
zy)e−z = fBCS(y) +

(
yf ′BCS(y)− fBCS(y)

)
z

+

∫ z

0

(
y2f ′′BCS(e

ty)et − yf ′BCS(e
ty) + fBCS(e

ty)e−t
)
(z − t)dt

for all z ∈ R and y ∈ [0, 1) such that ezy < 1. Since fBCS(y), f
′
BCS(y), f

′′
BCS(y) are bounded

on any compact subset of [0, 1), we find

fBCS(e
zy)e−z = fBCS(y) +

(
yf ′BCS(y)− fBCS(y)

)
z +O(z2) as z → 0 (6.21)

uniformly for y ∈ K. By (6.20),

m̂ = fBCS

(
eJ(m̂,T/TN ) T

TN

)
e−J(m̂,T/TN ),

where, by (6.19), J(m̂, T/TN ) = O(
√
U) uniformly for T/TN ∈ K as U ↓ 0. Together with

(6.21), this yields

m̂ = fBCS

( T

TN

)
+

(
T

TN
f ′BCS

( T

TN

)
− fBCS

( T

TN

))
J
(
m̂,

T

TN

)
+O(U), (6.22)

as U ↓ 0 uniformly for T/TN ∈ K. Applying also (6.16) and (6.18), we infer that

m̂ = fBCS

( T

TN

)
+

(
T

TN
f ′BCS

( T

TN

)
− fBCS

( T

TN

))(2π2R(U, T )

ln( 1
TN

)
+O(T 2

N )

)
+O(U)

(6.23)
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as U ↓ 0 uniformly for all T such that T/TN ∈ K.
The next step in the proof is to compute the small U limit of R(U, T ). To do this, we

need the following lemma.

Lemma 6.6. As U ↓ 0,

tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

=
tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2

(
1 +O

( √
U

1 + ϵ2

))
(6.24)

uniformly for ϵ > 0 and T such that T/TN ∈ K.

Proof. By (6.23) and (6.17), we have m̂ = fBCS(T/TN ) + O(
√
U) as U ↓ 0 uniformly for

T/TN ∈ K, and hence, by Taylor’s theorem,

tanh

(√
m̂2 + ϵ2

2T/TN

)
= tanh

(√
fBCS(T/TN )2 + ϵ2

2T/TN

)
+
ξ sech2(

√
ξ2+ϵ2

2T/TN
)

2 T
TN

√
ξ2 + ϵ2

(m̂− fBCS(T/TN )),

where ξ = ξ(U, T, ϵ) lies in the interval between m̂ and fBCS(T/TN ). For ϵ > 0, T/TN ∈ K,
and U > 0 sufficiently small, we have

1

tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)

ξ sech2(

√
ξ2+ϵ2

2T/TN
)

2 T
TN

√
ξ2 + ϵ2

≤ C
e
−
√

ξ2+ϵ2

T/TN

2 T
TN

√
ξ2 + ϵ2

≤ C

√
ξ2 + ϵ2

T/TN
e
−
√

ξ2+ϵ2

T/TN
1

ξ2 + ϵ2
≤ C

1 + ϵ2

and therefore

tanh

(√
m̂2 + ϵ2

2T/TN

)
= tanh

(√
fBCS(T/TN )2 + ϵ2

2T/TN

)(
1 +O

( √
U

1 + ϵ2

))
(6.25)

uniformly for ϵ > 0 and T/TN ∈ K as U ↓ 0. Similarly,√
m̂2 + ϵ2 =

√
fBCS(T/TN )2 + ϵ2 +

η√
η2 + ϵ2

(m̂− fBCS(T/TN ))

where η = η(U, T, ϵ) lies in the interval between m̂ and fBCS(T/TN ). For ϵ > 0, T/TN ∈ K,
and U > 0 sufficiently small, we have

η√
fBCS(T/TN )2 + ϵ2

√
η2 + ϵ2

≤ C

1 + ϵ2

and therefore √
m̂2 + ϵ2 =

√
fBCS(T/TN )2 + ϵ2

(
1 +O

( √
U

1 + ϵ2

))
. (6.26)

uniformly for ϵ > 0 and T/TN ∈ K as U ↓ 0. The desired conclusion follows by combining
(6.25) and (6.26). □

We can now determine the limiting behavior of R(U, T ) as U tends to 0.

Lemma 6.7. As U ↓ 0,

R(U, T ) = −
∫ ∞

0

ln(16ϵ )

2π2

(tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ+O(

√
U)

uniformly for all T such that T/TN ∈ K.
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Proof. We have R(U, T ) = R1(U, T ) +R2(U, T ), where

R1(U, T ) = −
∫ 4

TN

0

(
N0(TN ϵ)−

ln( 16
TN ϵ)

2π2

)(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ, (6.27)

R2(U, T ) = −
∫ 4

TN

0

ln(16ϵ )

2π2

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ. (6.28)

Using the expansion of N0(ϵ) proved in Theorem 2.1, we see that

|R1(U, T )| ≤ C

∫ 4
TN

0
(TN ϵ)

2
(
1 + | ln(TN ϵ)|

)∣∣∣∣tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ.
Recall that m̂ ∈ [0, 2) and

√
m̂2 + (T/TN )2 ≥ r > 0 by Lemma 6.1 and Lemma 6.4. Thus,

applying Lemma 6.2 (a) and Lemma 6.3 (c) with x = m̂, y = T/TN , and z = 4/TN , and

using also the fact that TN = O(e
− 2π√

U ) as U ↓ 0 by (2.6), we obtain

|R1(U, T )| ≤ CT 2
N (1 + | lnTN |2) ≤ CU−1e

− 4π√
U (6.29)

for all sufficiently small U > 0 and all T such that T/TN ∈ K.
Part (b) of Lemma 6.3 with δ = 1 implies that the upper limit of integration in (6.28)

can be replaced by ∞ with an error of order

O
(
(1 + | lnTN |)

(
TNe

− 4
TN + T 2

N

))
= O

(
U−1/2e

− 4π√
U

)
.

Employing also Lemma 6.6, it transpires that

R2(U, T ) =−
∫ ∞

0

ln(16ϵ )

2π2

(tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ

+O

(∫ ∞

0

∣∣∣∣ ln(16ϵ )2π2

tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2

∣∣∣∣
√
U

1 + ϵ2
dϵ

)
+O

(
U−1/2e

− 4π√
U

)

=−
∫ ∞

0

ln(16ϵ )

2π2

(tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ+O(

√
U) (6.30)

uniformly for T such that T/TN ∈ K. Since R = R1 + R2, the desired conclusion follows
from (6.29) and (6.30). □

Substituting the expansion of R(U, T ) established in Lemma 6.7 into (6.23), we infer
that

m̂(U, 0, T ) = fBCS

( T

TN

)
−

(
T

TN
f ′BCS

( T

TN

)
− fBCS

( T

TN

)) 2π2

ln( 1
TN

)

×
∫ ∞

0

ln(16ϵ )

2π2

(tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ+O(U) (6.31)

as U ↓ 0 uniformly for T/TN ∈ K. Since, by (2.6),

1

ln 1
TN

=

√
U

2π
+O(U) as U ↓ 0,

the expansion in (2.10) follows. Since fBCS(0) = πe−γ , the expansion in (2.12) follows
when T = 0. This completes the proof of Theorem 2.6.
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6.3. Proof of Theorem 2.7. Let K1 and K2 be compact subsets of (0, 2) and [0, 1), re-
spectively, and suppose that tz ∈ K1 and T/TN (U, tz) ∈ K2. The next lemma is analogous
to Lemma 6.4.

Lemma 6.8. There is an r > 0 such that√
m̂(U, tz, T )2 +

( T

TN (U, tz)

)2
≥ r

for all sufficiently small U > 0, all tz ∈ K1, and all T such that T/TN (U, tz) ∈ K2.

Proof. By Theorem 2.5, TN (U, tz) ↓ 0 as U ↓ 0 uniformly for tz ∈ K1. Hence, in view of
(6.1), it is enough to show that there is an r > 0 such that

A(tz, x, y, τ) :=

∫ 4+2tz
τ

0
Ntz(τϵ)

(
tanh(

√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ ̸= 0 (6.32)

whenever tz ∈ K1, τ ∈ [0, 1/4], and x, y ≥ 0 are such that
√
x2 + y2 ≤ r. By Theorem 2.2,

there is a c1 > 0 such that
Ntz(τϵ) > c1

for all τ ∈ [0, 1/4], ϵ ∈ [0, 2], and tz ∈ K1. Therefore,

A(tz, x, y, τ) ≥ c1

∫ 2

0

tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

dϵ−B(tz, x, y, τ)

where

B(tz, x, y, τ) :=

∫ 2

0
Ntz(τϵ)

tanh( ϵ2)

ϵ
dϵ+

∫ ∞

2
Ntz(τϵ)

∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≥ 0.

Utilizing Lemma 6.3 (a), we find, for tz ∈ K1, x ∈ [0, 2], y ∈ [0, 1], and τ ∈ [0, 1/4],

B(tz, x, y, τ) ≤ C

∫ 2

0

tanh( ϵ2)

ϵ
dϵ+ C

∫ ∞

2

∣∣∣∣tanh(
√
x2+ϵ2

2y )
√
x2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C1,

for some C1 > 0 independent of tz, x, y, and τ . Lemma 6.2 (b) then shows that there are
constants c > 0 and r1 > 0 such that

A(tz, x, y, τ) ≥ c| ln(x2 + y2)| − C1 (6.33)

for all tz ∈ K1, τ ∈ [0, 1/4], and all x, y ≥ 0 such that 0 <
√
x2 + y2 ≤ r1. It follows that

(6.32) holds for all tz ∈ K1, τ ∈ [0, 1/4], and all x, y ≥ 0 with
√
x2 + y2 ≤ r if r > 0 is

sufficiently small. □

Let us write (6.1) as∫ 4+2tz
TN

0

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ = E(U, tz, T ), (6.34)

where m̂ = m̂(U, tz, T ), TN = TN (U, tz), and

E(U, tz, T ) := −
∫ 4+2tz

TN

0

Ntz(TN ϵ)−Ntz(0)

Ntz(0)

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ.

Equation (6.34) implies that

J(m̂, T/TN ) = E(U, tz, T ) +

∫ ∞

4+2tz
TN

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ, (6.35)
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where J is the function defined in (1.11). By Theorem 2.5,

TN (U, tz) = O
(
e
− 1

Ntz (0)U
)

as U ↓ 0 (6.36)

uniformly for tz ∈ K1. From the expression for Ntz(0) given in Theorem 2.2 we deduce that
there is a C > 0 such that 1/C ≤ Ntz(0) ≤ C for all tz ∈ K1. In particular, TN (U, tz) → 0
as U ↓ 0 uniformly for tz ∈ K1. Furthermore, by Lemma 6.1, m̂ ∈ [0, 2). Thus part (b) of
Lemma 6.3 with δ = 0 shows that the integral on the right-hand side of (6.35) is bounded
above by∫ ∞

4+2tz
TN

∣∣∣∣tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ ≤ C
(
TNe

− 4
TN + T 2

N

)
≤ CT 2

N ≤ Ce
− 2

Ntz (0)U (6.37)

for all sufficiently small U > 0, uniformly for tz ∈ K1 and T/TN ∈ K2. On the other hand,
by Theorem 2.2, we have∣∣∣∣Ntz(TN ϵ)−Ntz(0)

Ntz(0)

∣∣∣∣ ≤ CT 2
N ϵ

2 for ϵ ∈
[
0,

4 + 2tz
TN

]
and tz ∈ K1,

and hence

|E(U, tz, T )| ≤ CT 2
N

∫ 4+2tz
TN

0
ϵ2
∣∣∣∣tanh(

√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

∣∣∣∣dϵ
for all sufficiently small U > 0 and uniformly for tz ∈ K1 and T/TN ∈ K2. Since m̂ ∈ [0, 2)

and
√
m̂2 + (T/TN )2 ≥ r > 0 by Lemma 6.1 and Lemma 6.8, we may employ Lemma 6.2

(a) and Lemma 6.3 (c) with δ = 0 to get

|E(U, tz, T )| ≤ CT 2
N

(
1 + | lnTN |

)
≤ CT 2

N | lnTN | ≤ CU−1e
− 2

Ntz (0)U (6.38)

for all sufficiently small U > 0 and uniformly for tz ∈ K1 and T/TN ∈ K2. Utilizing (6.37)
and (6.38) in (6.35), we conclude that

J(m̂, T/TN ) = O
(
U−1e

− 2
Ntz (0)U

)
(6.39)

and hence, by the same argument that led to (6.22),

m̂ = fBCS

( T

TN

)
+

(
T

TN
f ′BCS

( T

TN

)
− fBCS

( T

TN

))
J(m̂, T/TN ) +O

(
e
− 4

Ntz (0)U

U2

)
= fBCS

( T

TN

)
+O

(
U−1e

− 2
Ntz (0)U

)
(6.40)

as U ↓ 0 uniformly for tz ∈ K1 and T ≥ 0 such that T/TN ∈ K2. This completes the proof
of Theorem 2.7.

6.4. Proof of Theorem 2.8. As in the proof of Theorem 2.7, we suppose that tz ∈ K1 and
T/TN (U, tz) ∈ K2 where K1 and K2 are compact subsets of (0, 2) and [0, 1), respectively.
Using Theorem 2.7, the next lemma is proved in the same way as Lemma 6.6.

Lemma 6.9. As U ↓ 0,

tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

=
tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2

(
1 +O

(
U−1e

− 2
Ntz (0)U

1 + ϵ2

))
(6.41)

uniformly for ϵ > 0, tz ∈ K1, and T such that T/TN ∈ K2.
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The function J(m̂, T/TN ) in (6.40) is given by

J(m̂, T/TN ) =−
∫ ∞

0

Ntz(TN ϵ)−Ntz(0)

Ntz(0)

(tanh(
√
m̂2+ϵ2

2T/TN
)

√
m̂2 + ϵ2

−
tanh( ϵ2)

ϵ

)
dϵ. (6.42)

Utilizing (6.41) in (6.42), we get

J(m̂, T/TN ) =−
∫ ∞

0

Ntz(TN ϵ)−Ntz(0)

Ntz(0)

(tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2
−

tanh( ϵ2)

ϵ

)
dϵ

+O
(
U−1e

− 2
Ntz (0)U S(U, tz, T )

)
as U ↓ 0 (6.43)

uniformly for tz ∈ K1 and T/TN ∈ K2, where

S(U, tz, T ) :=

∫ ∞

0

∣∣∣∣Ntz(TN ϵ)−Ntz(0)

Ntz(0)

tanh(

√
fBCS(T/TN )2+ϵ2

2T/TN
)√

fBCS(T/TN )2 + ϵ2

∣∣∣∣ 1

1 + ϵ2
dϵ.

Lemma 6.10. The function S(U, tz, T ) obeys the estimate

S(U, tz, T ) = O
(
U−1e

− 2
Ntz (0)U

)
as U ↓ 0

uniformly for tz ∈ K1 and T/TN ∈ K2.

Proof. Since | tanhx| ≤ 1 for x ∈ R and since there is a c > 0 such that fBCS(T/TN ) > c
for T/TN ∈ K2, we have

S(U, tz, T ) ≤ C

∫ ∞

0

∣∣∣∣Ntz(TN ϵ)−Ntz(0)

Ntz(0)

∣∣∣∣ 1

1 + ϵ3
dϵ

for tz ∈ K1, T/TN ∈ K2, and all sufficiently small U > 0. Since Ntz(ϵ) = 0 for ϵ ≥ 4+ 2tz,
this can be expressed as

S(U, tz, T ) ≤ C

∫ 4+2tz
TN

0

∣∣∣∣Ntz(TN ϵ)−Ntz(0)

Ntz(0)

∣∣∣∣ 1

1 + ϵ3
dϵ+ C

∫ ∞

4+2tz
TN

1

1 + ϵ3
dϵ.

By Theorem 2.2, we can use the estimate∣∣∣∣Ntz(TN ϵ)−Ntz(0)

Ntz(0)

∣∣∣∣ ≤ CT 2
N ϵ

2

in the first integral, which gives

S(U, tz, T ) ≤ CT 2
N

∫ 4+2tz
TN

0

ϵ2

1 + ϵ3
dϵ+ CT 2

N ≤ CT 2
N | lnTN |.

In light of (6.36), the lemma follows. □

Theorem 2.8 is a direct consequence of (6.40), (6.43), and Lemma 6.10.
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