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Abstract

Due to their flexibility to represent almost any kind of relational data, graph-based models have
enjoyed a tremendous success over the past decades. While graphs are inherently only combinatorial
objects, however, many prominent analysis tools are based on the algebraic representation of graphs via
matrices such as the graph Laplacian, or on associated graph embeddings. Such embeddings associate
to each node a set of coordinates in a vector space, a representation which can then be employed for
learning tasks such as the classification or alignment of the nodes of the graph. As the geometric picture
provided by embedding methods enables the use of a multitude of methods developed for vector space
data, embeddings have thus gained interest both from a theoretical as well as a practical perspective.
Inspired by trace-optimization problems, often encountered in the analysis of graph-based data, here we
present a method to derive ellipsoidal embeddings of the nodes of a graph, in which each node is assigned a
set of coordinates on the surface of a hyperellipsoid. Our method may be seen as an alternative to popular
spectral embedding techniques, to which it shares certain similarities we discuss. To illustrate the utility
of the embedding we conduct a case study in which we analyse synthetic and real world networks with
modular structure, and compare the results obtained with known methods in the literature.

1 Introduction: Graphs and Embeddings

Graphs enable us to conceptualise many different complex systems in a simple and compact manner. A graph
G(V,E) consist of a set of vertices (or nodes) V and a set of edges (or links) £. The node set V is used to
denote the entities present in the system, and the edges in the set £ designate the interactions between these
entities. By specifying a suitable set of nodes and edges, most types of relational data can be abstracted as
a graph. Accordingly, graphs have enjoyed an enormous success as mathematical modelling tools over the
last decades, pervading essentially all areas of science [1H5], from neurobiology [6] to statistical physics [7].
Arguably, a large part of the success of graphs as modelling tools is due to the minimal, yet versatile
mathematical structure of graphs. We may enrich simple graphs for additional modelling flexibility, e.g.,
by allowing for weightings or directionality of the edges, or adding some form of multilayer structure. Yet,
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when discussing graphs we often do not think of them in a purely combinatorial fashion. Rather, we tend
to reason about graphs in terms of their algebraic representations as matrices, such as an adjacency matrix
or a Laplacian; or we consider them in the form of visualizations via diagrams.

Though not inherent to the definition of graphs, in practice, both the algebraic and the visual represen-
tation are undeniably important for theory and applications. Algebraic representations of graphs are, for
instance, essential for computations and provide links to tools from matrix theory such as spectral analysis
that enables a richer understanding of graphs. Similarly, when talking about specific graph structures such
as clusters, we often provide geometrical pictures that are supposed to convey the graph structure visually.
However, finding a good visualization of a graph in such a Euclidean space is not an easy task, as the
(in)famous ‘hairball’ pictures encountered when visualizing many large graphs highlight.

Before defining formally ellipsoidal embeddings, we provide below a first intuitive picture from the per-
spective of graph-drawing.

1.1 The ellipsoidal embedding

We identify the node-set V of a graph with the natural numbers {1,...,n}. We want to represent the vertex
i with a row vector h; € S%~1 c R% for all i = 1,...,n, where dy > 2 is fixed. The integer dy is a priori
the dimension of the embedding space, as S%~! denotes the dy — 1 dimensional Euclidean unit sphere. The
vectors h; are obtained by minimizing the energy

E(H) ==Y My{hi, hy), (1)
ij=1

which depends on their Euclidean dot product (h;, h;) = hih;— and where M is a descriptor matrix of the
graph, such as a modularity matrix or a Laplacian-based matrix as we detail in what follows.

Intuitively, the energy is minimized if nodes in the graph for which M;; > 0 are positioned close to
each other on the sphere S®~1 while pairs of nodes for which M;; < 0 will repel each other. Unlike the
usual force directed visualizations which place the nodes of a graph in the plane with attracting and repelling
forces, the positions of the nodes are here constrained to be within a compact set and the force between
two nodes ¢ and j depends on the angle between the position vectors h; and h;. The nature of the coupling
between the nodes is dictated by the choice of the matrix M, which is taken to be a descriptor matrix of the
graph, such as the modularity matrix @) or a normalized Laplacian £ that are discussed hereafter. Typically,
M;; > 0 (resp. < 0) if ¢ and j are strongly (resp. loosely) connected.

To illustrate the embedding, we consider the example graph shown in Figure[l} a toy network arranged
in a set of 3 groups of 4 nodes (left). By computing a spherical embedding of this graph, we obtain a
coordinate vector for each node, interpreted as a ‘spin’ variable valued on S!; see Figure [1] left for which
dy = 2. Alternatively, we can consider all those coordinates on a single hypersphere as in Figure [I] right,
illustrating the here proposed embedding. As should be apparent from Figure [1| neighbouring nodes that
are more tightly coupled in the graph tend to align their spins. For convenience, the vectors h; are viewed
as the rows of a matrix H € R™ % that is h; = H;,. Then, the energy minimization can be rephrased
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Figure 1: Modularity-based spherical embedding. Left: a spherical embedding — see definition (1] —
on the depicted graph (black lines), which yields a coordinate vector h; for each node i, interpreted as a
‘spin’ attached to each node (blue). Right: each of these spins h; is drawn on the same hypersphere, giving
rise to the depicted spherical embedding. The alignment of the spins h; reflects some of the neighbourhood
structure in the graph. Here we chose dyp = 2 and the graph descriptor matrix is the modularity M = Q); see

eq. .

as the following maximization problem

maximize Tr (HTMH>, subject to |[Hl|l2 =1 forall 1 <i <n. (2)
HecRnxdg

Even though the embedding space is a priori of dimension dy — 1 which can be as large as we want, we
observe that an optimal solution H* of corresponds to an embedding on a subspace of lower effective
dimension deg < dg, that is, the embedding is effectively on Stei—1,

As an illustration of the low dimensionality of the embedding in the case of a real networks, the Power
Grid of Europe graph (with n = |V| = 2712 and |£] = 3580) is embedded in Figure [2| while a list of other
real networks where our method has been applied is given in Table [1| in the appendix. To show that this
embedding is indeed quite different to the often considered spectral embedding based on the same descriptor
matrix M, the corresponding results are drawn on the right-hand side of Figure 2] This time in order to
illustrate that our approach is not restricted to the modularity, we choose the descriptor matrix to be the
normalized Laplacian £ as discussed in the sequel. As an advantage of the ellipsoidal embedding, we observe
on the bottom left of Figure [2] that the effective dimension of the embedding det = 3 can be read out from
the decay of the spectrum, whereas the spectrum of the normalized Laplacian £ does not exhibit a clear gap.
The tail of eigenvalues is found to be numerically small and is therefore neglected. As showed in Figure[l] we
may expect the ellipsoidal embedding to highlight structures of graphs as it is discussed in the next section.
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Figure 2: Ellipsoidal vs spectral embedding. Laplacian-based ellipsoidal embedding (top left, dyp = 10,
M = L, see eq. ) and the spectral embedding (top right) of the POWEREU graph — see Table [1|— thanks
to the three leading eigenvectors of the Laplacian £. On the bottom left, the spectrum of %H*H;r associated
to the embedding with deg = 3. The spectrum of this normalized Laplacian matrix £ is given on the botton
right.

1.2 Contributions

We propose a method for embedding graphs on ellipsoids. The dimension of this embedding is automatically
determined as part of the algorithm and is not required as an input, the analyst merely needs to constrain
the maximum dimension dy of the embedding space for computational purpose. To obtain our embedding,
we make use of a generalized power method with momentum, a simple deterministic algorithm with a random
initialization. In practice, this algorithm yields empirically a small effective embedding dimension, highlight-



ing that many graphs can be represented in terms of a low-dimensional parametrization. For the examples
in this paper, the embedding dimensions ranges from deg = 2 for simple graphs to deg = 6 for graphs with
more complicated structures. For graphs with a large embedding dimension, the embedded data can then
be further analysed via multi-dimensional scaling or principal component analysis to visualize the results.
In the latter case, the dimensionality reduction relies on a thresholding of components with small variance.

While the mathematical formulations are different, there are certain analogies with spectral embed-
dings [8-11] that we discuss. As a case study to demonstrate the utility of the derived embedding, we show
how the embedding can be utilized to perform graph clustering, while spectral embeddings are commonly
used as a preprocessing step for clustering. For this case study, we perform an embedding in which the
modularity matrix — a well-known tool for graph clustering — is chosen as the descriptor matrix, and then
use the resulting embedding to perform graph clustering. Note, however, that any other descriptor matrix
could have been chosen in this context resulting in a different embedding. Given a descriptor matrix, the
corresponding (meta)-algorithm consists in first computing the embedding and then performing a clustering
procedure, by using a vector partionning algorithm, which is of independent interest. We call this strategy
embed-and-partition. A point of practical interest in this context is that our embedding-based clustering
method directly provides an estimate for the relevant number of clusters. Basically, the clustering starts
with a given number of ‘centroid’ nodes initially sampled with respect to their degree and the algorithm then
optimizes their positions by possibly merging a few of them. This is in contrast to many other methods based
on embeddings, which typically rely on specifying a desired number of clusters a priori and then perform
a k-means clustering or a similar procedure on the obtained embedding coordinates. Interestingly, for a
modularity based embedding as studied here, its performance is often comparable to the highly successful
Louvain method [12] on benchmarks graphs in terms of efficiency and for a limited increase of computing
time; see fig. [ As a limitation of our embed-and-partition approach, whereas deg is often smaller than dj
as we mentioned above, we observe that the clustering performance is especially good when applied on the
dp-dimensional embedding coordinates rather than on the (deg — 1)-dimensional sphere or ellipsoid.

We further present empirical evidence that for networks with modular structure, the weaker the commu-
nity structure is defined, the higher the (automatically inferred) embedding dimension — thus highlighting a
connection between the hardness of community detection and the ability to compress the network structure
via a low-dimensional ellipsoidal embedding.

A code implementing our embedding and partitioning methods is available at https://github.com/
mrfanuel/EllipsoidalGraphEmbedding. j1 in the form of a Julia module.

1.3 Outline

The remainder of this paper is organized as follows. To set the scene and provide additional motivation
for our embedding, we first provide some concrete examples of trace optimization problems in the context
of network analysis in Section [2 Subsequently, the mathematical formulation of the embedding problem
is explained in Section [3| and a novel optimization method is proposed to solve it. Some mathematical
properties of the algorithms used for obtaining the ellipsoidal embedding are given in Appendix [A] We
discuss relations and differences of the here proposed embedding with other problem formulations in network
analysis and spectral embeddings. In Section [4, we discuss the relationship of ellipsoidal embeddings to
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community detection in the form of modularity maximization, as a concrete application for our embedding.
Specifically, we introduce a greedy algorithm based on the ellipsoidal embedding to obtain the clustering
of a graph. Then, we discuss the results of the embedding based community detection algorithm, by using
synthetic and real-world networks with up to one million nodes and several million edges. Our results show
that the proposed embedding faithfully captures relevant structural features of a graph. The details of the
numerical simulations are given in Appendix [C] We conclude with a brief discussion in Section[5} To improve
the readability of the paper, the proofs of the mathematical results are relegated to the Appendix.

1.4 Notation

In terms of notation, we denote by G a connected graph with vertex set V and edge set £. The number of
nodes in the graph is denoted by n = |V| and we suppose that the graphs under consideration are undirected.
For convenience, we always identify the node-set of a graph with the natural numbers {1,...,n}. The
adjacency matrix A € R"*" is then defined such that A;; = 1 if and only if 4 is connected to j and A;; =0
otherwise. It is customary to introduce the degree vector d with elements d; = Z?Zl A;; and total edge
weight m = > ,d;/2. Based on the degree matrix D = diag(d), we further define the combinatorial
Laplacian as L = D — A, and the normalized Laplacian Ly = D™Y/2LD~1/2_ If M is a square, positive
semi-definite (psd) matrix we write M = 0 (recall that M is psd if and only if v" Mv > 0 for all vectors
v). The ¢-th column and i-th row of a matrix H will be denoted by H,, and H;. respectively. Finally, the
nuclear norm of a matrix M is defined as follows: | M|, = Tr(VMTM).

2 DMotivation and Background

2.1 Ellipsoidal embedding and graph structures

While graph drawings can help to better understand the topological structure of graphs, we may want to
invert this process and try to reason about the graph itself by means of a carefully defined geometrical
embedding of the graph. Hence, we may want to design a graph embedding that reflects certain topological
properties of the graph geometrically. These are natural ideas, and going back and forth between a geometric
embedding and a graph representation of data (sometimes implicitly) underpins a host of successful methods
in data science.

- For instance, spectral clustering [13,|14] may be seen as a graph embedding into a Euclidean space on
which we perform ‘classical’ clustering afterwards (e.g., using k-means). Many different spectral clustering
methods exist that rely on choosing the ‘right’ algebraic representation of the graph, such that certain
features of the graph are emphasized [9,15H17].

- Manifold learning techniques such as diffusion maps [18-20] provide another interesting example. In this
case, we start with a geometric point cloud, from which we construct a graph based on the geometric data.
From this graph we then derive a new geometric representation of the data by embedding this graph via
a set of diffusion coordinates, thereby providing a data parametrization in a lower dimensional Euclidean
space.



- In generative models for graphs we often posit the existence of a ‘correct’ embedding in the construc-
tion, e.g., hyperbolic embeddings and hyperbolic latent models have been proposed to model and fit
networks [21]. Similarly, random dot-product graphs [11] and other continuous latent graph models [22]
posit that an observed graph has been generated with an implicit set of latent geometric coordinates.

- Even for discrete latent random variable models such as the stochastic block-model [23], continuous em-
beddings provided by the spectral properties of the observed graph can provide useful information about
the graph, which is harnessed in spectral methods for community detection such as [10].

- Recent approaches for graph clustering, see [24] and [25], also use specifically a spherical embedding.

What is common among all these approaches is that an embedding of a graph into a metric space provides
us with additional means to approximately solve hard problems, such as graph comparisons, clustering,
etc.— by using the rich toolkit of continuous mathematics within the embedding domain. Indeed, there is
a recent surge of interest in graph embeddings because of this reason: some recent works propose to use
machine-learning techniques to learn an embedding to reflect certain topological features of the nodes [26-28].

Typically, a spectral embedding uses the dy leading eigenvectors of a symmetric n xn matrix M for n > dp.
These eigenvectors are columns of H, € R™*% which is a solution of the following trace maximization problem

maximize Tr (HTMH) subject to H'H = Lo xdo » (3)
HeRnde

where the constraint implements the orthonormality of the columns of H. Similar to the spectral embeddings,

the ellipsoidal embedding, calculated with , naturally emerges from trace maximisation problems of the

form

max}}nize Tr (HTMH) (4a)
subject to H € Z, (4b)

where Z denotes the set of constraints. Here, the matrix M in is an algebraic descriptor of the network.
For instance, M could be a Laplacian matrix, or a feature matrix derived from the network such as a matrix
M with entry M;; counting all walks up to length k between any two nodes ¢, j. In order to illustrate the
relevance of problems of the type (4)), we give here a few examples of such problems in the context of the
analysis of graphs and networks.

Trace optimization problems in network analysis

Laplacian matrices play a major role in network analysis, as their spectral properties are intimately related
to the network structure. Accordingly, they have been analysed from a variety of angles [29,30]. One
fundamental problem in which the graph Laplacian emerges is the problem of graph partitioning. This
problem can be phrased as a penalized cut problem [17], which includes other popular notions such as
normalized cut [13] and ratio cut [31].



Let H € {0,1}™** be a binary indicator matrix associated to a partition of the graph with k clusters,
i.e., H;. = 1if i belongs to group ¢ and zero otherwise. Based on this definition, the penalized cut problem
is to minimize the objective function

Tr (HTLH(HTAH)*) (Penalized Cut),

subject to the constraint that H is a binary indicator matrix of the form described above, and A is a positive
definite diagonal weighting matrix. Note that this objective may be rewritten in the following more compact
form Tr (ZTLZ) with Z = H(H "IIH)~/2, i.e., can be directly mapped to problem .

Apart from penalized cut, this class of optimization problems includes many other problems of inter-
est. For instance, the formulation includes maximum likelihood estimation of the partitions of certain
stochastic blockmodels [32-434], a type of generative network models that has gained enormous interest in
network analysis recently. Furthermore, several synchronization problems [35,[36] can be formulated in this
form, such as the U(1)-synchronization problem on graphs [36-38]:

Inax Tr(©OHH™) subject to H € U(1)", (U(1)-synchronization),
6 n

where © is a Hermitian matrix, with entries such that ©;; = exp (i6;;) if ij is an edge of the graph and
©;; = 0 otherwise. Here, H* denotes the Hermitian conjugate of H.

Another class of important problems of the above form are those associated to modularity optimization,
which we will adopt as our running example in the following. We remark, however, that most of our
arguments are equally applicable, mutatis mutandis, to other problem contexts.

Modularity maximization

For a given network with adjacency matrix A, let () be the modularity matrix given by

Q—1<A ddT). (5)

- 2m  om

The problem of optimizing the modularity can be cast in the form as

max}{mize Tr <H TQH ), (modularity maximization) (6a)
subject to H € Z, (6b)

where Z is the set of partition indicator matrices with any number of groups k, which obey the definition
above: each node is in one and only one group and H;. = 1 if ¢ belongs to group ¢ and zero otherwise.
Similar to the other problems discussed above, modularity optimization is an NP-hard problem [39], and
accordingly several heuristics have been proposed to solve the above problem, including greedy [12] and
spectral algorithms [40].



3 Ellipsoidal embeddings

In view of the embedding interpretation of trace-optimization problems such as modularity optimization, we
propose here another embedding that consists in finding a generalized label matrix H € R™*% whose rows
are to be interpreted as coordinate vectors, by solving with M = (). Observe that in contrast to the
spectral embedding formulation, where the columns of H were supposed to have unit 2-norm, we here
apply a constraint on the rows of H. The resulting formulation is a relaxation of @ in that every matrix
H € Z fulfills the condition ||H;«||2 = 1. To better understand the above optimization problem, and how it
relates to an ellipsoidal (spherical) embedding let us comment on a few features of the above formulation.
First, notice that the enforced constraints on H imply that the feasible space for H is a Cartesian product of
spheres H € (S©~1)" i.e., every row of H defines a point on a hypersphere of dimension dy — 1. Hence the
matrix H defines embedding coordinates for each node in the graph, that can be interpreted as points on a
hypersphere. Note that the resulting set of coordinates is only unique up to unitary transformation. Namely,
for any orthogonal matrix U, i.e. satisfying UTU = I = UU ", the matrices H and HU will have exactly the
same objective value. Only the matrix HH ' is invariant under these orthogonal transformations.

Unlike in the spectral case , do does not correspond directly to the embedding dimension, but rather
corresponds to an upper-bound of the embedding dimension. Interestingly, in many cases, the optimal
embedding can have several ‘empty’ columns in H, which can be dropped without loss of information. In
practice, in our simulations, we often chose the integer dy to be smaller than 50 and never larger than
250, and we observe that the obtained embedding dimension (see the following sections for a more detailed
discussion) is typically much smaller than dy. This is the empirical reason why the ellipsoidal embedding is
often low dimensional.

3.1 Defining spherical and ellipsoidal embeddings

Let H, be an optimal solution of the embedding problem and let deg = rank(H,) < dy. For each node
i, the i-th row of H, now defines an embedding of the node in a sphere. However, as this solution is only
unique up to rotations/reflections. Hence, aiming to reduce embedding invariances, we employ a singular
value decomposition (SVD) for H.

Definition 1 (Spherical and Ellipsoidal embeddings). Let Hy = USV'T be a SVD of a solution of @ with
S = diag(s), where s1 > ... > s, > 0. Further, let Uj, and X, be the i-th row of U and ¥ := U S, respectively.

We define the spherical embedding by the map
L Dy 1= [slUﬂ s9Up ... s.U; ] , 1 <1<n,
whereas the ellipsoidal embedding is defined as
i Up:=[Un Ug ... Up], 1<i<n.

To see that the above mappings define an embedding on a sphere in the same way as the rows of Hy,
consider the matrix p = H,H] = %X € R™", which is a psd matrix with elements given by the inner
product p;; = Ei*EjT*. Since by definition of the embedding problem , the diagonal elements of p have to

9



be equal to 1, we know that ||X;][2 = 1, and hence the embedding vector ¥;, defines a point on the unit
sphere S"1.

To understand the ellipsoidal embedding, we can define an alternative inner product on R" denoted by
(-,-)g2 based on the diagonal positive definite matrix S2, where S is the matrix of singular values from the
SVD of H. In terms of this inner product the element p can be reinterpreted as p;; = (U, Uj*>52 = Ui*S2UjZ.
Hence, we see that each Uj, belongs to an ellipsoid in R" determined by the equation (u,u)g2 = 1.

The singular value decomposition of H, — closely related to the spectral decomposition p = H,H,) = 23T
— further provides us with a simple estimate of the effective dimension of the embedding. We define the
effective dimension as:

deg (€) :min{l Srﬁdo‘Zs%(p) > (1—¢) xTr(p)}. (7)
=1

In this paper, we choose ¢ = 0.01. Intuitively, the above definition discounts eigen-coordinates which con-
tribute less than 1% to the total variation in the embedding coordinates. The specific value of ¢ may here
be interpreted as a ‘significance’ value, which can be chosen by the analyst.

Remark 1 (Eigenvalue thresholding). If H, is a solution of the embedding problem, then the effective
embedding H g corresponds to a truncation of the SVD of Hy to its deg largest singular values. The nuclear
norms of the invariants p = H,H, and peg = HegH g are related by ||p — peg||« < €l|pllx, where ||pllx = n.
As we choose here € = 0.01, this means that the relative error (as measured by the nuclear norm) between
the effective embedding and the optimal embedded is less than 1%.

Remark 2 (Orientation ambiguity). The embedding coordinates given in Deﬁnition are ordered according
to the magnitude of the singular values. Provided that all singular values are distinct, this implies that there
18 no ambiguity in terms of the ordering of the coordinates. There remains one source of ambiguity, however,
namely, a direction change of a coordinate axis.

Note that the ambiguity discussed in Remark [2]is also encountered in spectral embeddings and is essen-
tially unavoidable due to the symmetry of the problem. In the context of spectral embeddings, the above
ambiguity corresponds to the fact that any (unit) eigenvector is only defined up to a phase. In practice, these
issues of non-uniqueness can be ignored for most applications: typically, we are interested in the relative
positions of the nodes, rather than their absolute positions in the embedding space.

3.2 Computing ellipsoidal embeddings

The embedding problem can be solved in a number of different ways. In this work we employ a generalized
power method, as described in Algorithm (1} that is inspired from [36,41-43].

To see how the method works, first notice that the diagonal of the descriptor matrix, here illustrated by the
modularity matrix ) does not influence the solution of but merely shifts the objective value by a constant.
To see this, observe that for any diagonal matrix D, we have Tr(H " (Q — D)H) = Tr(H'QH) — Y, Di;.
Since in general Q may be indefinite, we thus employ a preprocessing step to make any descriptor matrix
positive definite, by simply shifting the spectrum of ¢ with a diagonal matrix. Specifically we apply the

10



Algorithm 1 Generalized power method [36,/41}42]

Require: Symmetric positive definite matrix K € R™*"; and an initial embedding zg € R"*% such that
I(xo) = wo; see (9). Fix 0 < tol < 1, and set m = 0.

do

m=m+1

T = (K xp—1)

om = Tr(z,) Kxy,)

while (m <1 or |0y, — 0p—1|/0m—1 > tol)

transformation @ — K = @ +diag(v). Here v is chosen such K is strictly diagonally dominant and therefore
K > 0. Specifically, here we define

ij =

{Qij if i # j (8)

T+ >0 |Qun|  ifi=j

Using this shifted descriptor matrix, Algorithm [I]now solves the embedding problem iteratively, starting
from an initially feasible solution. Inspired from [42], here the initialization is obtained by selecting uniformly
at random dy columns of K and then by projecting the resulting n X dyp matrix on the product of spheres
(S%—=1" by using the projection operator II, which maps any matrix H € R™% such that H;, # 0 for all
i =1,...,n onto a spherical embedding matrix, by normalizing the rows of H, namely

H(H)Z* = Hz*/||Hz*H27 for all 1 < 1 < n, (9)

where we recall that H;, is the i-row of H.

Starting from a feasible initial condition, we alternate between applying our (shifted) descriptor matrix to
the current embedding, and then project the result back again onto a hypersphere. Intuitively, the repeated
multiplication of K aligns the current iterate with the dominant subspace of K akin to a power-method for
eigensolvers, thereby increasing the objective value, while the projection step acts as a normalization step
and ensures that we maintain feasibility. The algorithm is stopped when the relative variation of consecutive
objectives does not exceed a particular tolerance. In this paper we choose the tolerance tol = 1e—08 unless
stated otherwise.

Mathematically, Proposition [1| gives a lower bound on the improvement between successive objectives
values.

Proposition 1. Let K € R™" symmetric such that |Ky| > 1+ 3, [K| for all 1 < i < n. Let the

objective function be f(x) = Tr(z" Kxz). Then, the sequence of objectives for the iteration xy,11 = I(Kxy,)
satisfies

f@ms1) = f(om) > [[vmi1 — me%

for allm > 0.
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Algorithm 2 Generalized power method with momentum

Require: Symmetric positive definite matrix K € R™*"; and an initial 2o € R™*% such that II(z) = zo.
Initialize yg = Kxg. Fix 0 < tol < 1 and set n = 0.

1: Let 7, be defined as r,, := (n—1)/(n+2) for n € {1,2,...}.
2: do

n=n+1

4 op—1 = Tr(y,_1%n-1),

5 Yn = Krp_1,

6: Tp = H(yn + Tn(yn - ynfl))a

7. while (n <1 or |o,—1 — 0p—2|/0n—2 > tol)

The proof of a more general version of Proposition [I] can be found in Appendix [B]

While Algorithm [I] provides us with a practical algorithm to solve our embedding problem, in order to
speed up the optimization, we propose Algorithm [2] which includes a ‘momentum’ term to accelerate the
iterations [44]. The advantage of this preprocessing for the convergence of the Generalized Power Method
(GPM) (Algorithm [1)) as well as a more detailed theoretical analysis of both algorithms is discussed in the

Appendix [B]

3.3 Effective embedding dimension

As announced above, the embedding dimension is often low. To gain some further insight into this empirical
fact, let us introduce a closely related SDP:

maximize Tr(pK) subject to p = 0 and p; =1 for all 1 <i <mn, (10)

where we defined the square psd matrix p = HH .

Although we will not numerically solve this SDP, it can be shown that a solution of the first order
optimality condition of the embedding problem also satisfies the complementary slackness condition
of ; see Appendix for more details. Indeed, under certain circumstances the maximum of both problems
correspond [38], i.e., the non-convex embedding problem can be effectively solved (up to rotations) by
the convex program . We summarize these results in Proposition [2, To write our results compactly, here
we use ddiag(M) to denote the diagonal matrix obtained by replacing all off-diagonal elements of M by zero.

Proposition 2 (Equivalence with a nuclear norm minimization). Let K € R™ " be a psd matriz with a
maximal eigenvalue strictly smaller than X > 0 and let X € R™ ™ be the invertible matrixz with orthogonal
rows such that \I — K = X571, Then, the optimal solution X* of

C e . . . —I\T -1\ _ .
mn}lgg})lze | X ||x, subject to ddiag ((2 ) XY ) = ddiag(K),

has the same rank as the optimal solution of @) p* and is given by X* = ST p*3.
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Proposition [2| is completely analogous to Proposition 3.1 of [45] where a proof is given. Observe that
in view of Proposition [2| the problem , and thus our related embedding problem is equivalent to a
nuclear norm minimization subject to linear constraints which promotes a low-rank solution and thus a low
embedding dimension. Indeed, the minimization of the nuclear norm is a relaxation of the minimization of
the rank of a matrix.

3.4 Using other descriptor matrices to derive ellipsoidal embeddings

Our description of the embedding so far has used the modularity matrix as our primary example of a feature
matrix. While modularity is certainly one of the most well-known feature matrices related to network
analysis, there is nothing about our problem formulation that forces us to stick to modularity. Indeed,
is worth remarking again that we may also us alternative matrices to derive alternative embeddings with
different interpretations. The basic requirements on the descriptor matrix M are that it is symmetric and
contains both positive and negative entries. For instance, the modularity matrix is designed to detect
an assortative group structure in a network, i.e., it is expected to emphasize groups of nodes which are
densely connected with each other. However, if we are interested in disassortative structures (e.g., bipartite
structure), we may want to consider a descriptor based on the squared adjacency matrix A2. For instance, we
could simply consider a modularity matrix derived from the network with adjacency A%. Another choice for
a descriptor matrix is given by a form of Laplacian matrix. Let D = diag(d) be the diagonal degree matrix
and let m; = d;/ > ;dj. An embedding related to the normalized Laplacian matrix may then be defined via
the following descriptor matrixm

L=D'2AD"2 _ \/zyx'. (11)

A final choice for a descriptor matrix is given by autocovariance matrix of a random walk on the graph,
as it features in the Markov stability framework [46-48], which allows to sweep the graph structures at
different scales. More generally, we may consider descriptor matrices derived from more general dynamical
(covariance) kernels [49], in order to capture certain dynamical features of the problem at hand. We postpone
the study of these alternatives for a further work.

4 Case Study: Ellipsoidal embeddings for graph partitioning

One task in network analysis that has enjoyed tremendous interest over the past decades is community
detection — the task of partitioning a network into groups of nodes according to some pre-specified criterion.
In the following, we show how we can use our spherical embedding to perform community detection for
networks. While the resulting algorithm may be seen as an independent non-parametric community detection
(meta-)heuristics (depending on the chosen descriptor matrix) in its own right, our goal here is primarily to
illustrate the utility of the embedding using this task as a case study.

For simplicity, we will use again the modularity matrix as descriptor matrix of our embedding here. Note
that we do not aim to optimize modularity here directly, nor do we advocate modularity optimization as

'Strictly speaking, the matrix £ and the normalized Laplacian Ly are different matrices. However, note that £ =1 — Ly —
\/Eﬁ—r simply corresponds to a shifted version of Ly with a rank-1 correction term.
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the method of choice for community detection. However, choosing a modularity based embedding enables
us to relate the resulting clustering to the large literature of methods for modularity optimization and thus
provides some form of external validation for the utility of the embedding. For comparison we therefore also
computed network clusterings according to the Louvain method [12], which is known to perform well for
modularity optimization on large graphs.

4.1 Embed-and-partition

In order to find clusters in the embedding, we take inspiration from the well-known k-means algorithm and
the vector partitioning methods proposed in [50,/51]. Let H € {0,1}"**¥ be a binary membership matrix
associated to a partition of the graph with k clusters, i.e., each node is in one and only one cluster, and

H;. = 11if i is in the cluster ¢ and zero otherwise. Also, we denote by ¢; € {1,...,k} the cluster index of
i€ {1,...,n}. Then, we aim to optimize the following objective
k 2
F=Tr (HTZH> -y H > U, (12)

where Z = UU" in the case of ellipsoidal embedding, see Definition |1, and where H is a binary membership
matrix. Like most partitioning problems, the exact maximization of the latter objective function over all
binary membership matrices is performed by a greedy approach; see Algorithm In the spirit of vector
partitioning, each of the sum above is associated to a centroid vector Ry = ) {ile;=¢} Uix- Following [50],
moving node 4 from community ¢ to community ¢ yields the following change in the objective: Az =
2U;(Ry — Ry)T — 2. This means that if Ui*RZ > Ui*R;r + 1, the objective is improved by changing node
from community ¢ to community ¢'. This remark motivates the iteration given in Algorithm

In view of these remarks, the partitioning algorithm proceeds as follows. We first initialize the algorithm
according to:

1. Draw k centroid vectors Ry, ..., R without replacement from the set of position vectors i = {U1s, ..., Upn«}
according to the distribution 7.

(0)

2. For all 1 <7 < n, calculate ¢;’ € argmax 1<0<k Ui*R;.

3. For all 1 </ < k, compute REO) = Z{ﬂc(.o):Z} Uss.

Here the probability distribution 7 for the initial sampling is chosen to be proportional to the degree of
the node m; = d;/ Y, d;. We then iterate over the cluster-assignments and centroid updates in an alternat-
ing fashion as outlined in Algorithm In practice, we update the communities as long as the objective
Tr (H TZH ) of the partition associated to H increases, otherwise we stop. We notice empirically that if k
clusters are initialized at random, then due to the shape of the embedding several clusters will be associated
to empty partitions after a few iterations. In this case our procedure will yield a number of clusters smaller
than or equal to the original supplied upper bound k.
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Algorithm 3 Vector partitioning [50]

Require: embedding {Uj.}i=1.... n, initial partition {cl(-o)}fi:l,m’n and centroid vectors {Réo)}g:h”’k.

1: do
2: Find cgn) € argmax | <oy, Ui*Rgn_l)T.

3: Update Rén) = Z{i|c<."):€} Uis.

4: while modularity of the partition {cl(.n)}i:L_”,n keeps increasing.

As mentioned already above, note that for obtaining partitions with a good modularity value with embed-
and-partition in the simulations of this paper, we always define the embedding U;, of definition (1| from the
untruncated SVD.

4.1.1 Numerical results for embedding based graph partitioning of benchmark graphs

To perform our synthetic experiments, we created a range of different benchmark graphs using the model
of Lancichinetti, Fortunato and Radicchi (LFR) [52], which simulates graphs with community structures
inspired by statistical patterns observed in real-world networks.

To gain some further intuition of how our method operates in this task, a visualization of the embedding
of FLR benchmark graph is shown in Figure [3| In both cases, the effective dimension of the embedding is
indeed small as it may be seen from the spectra at the bottom of Figure [3| while the planted communities
are recovered by our partitioning method. In a more extensive study, our clustering results are compared in
fig. 4| on LFR benchmarks of various mixing parameters with the Louvain method [12]. A conclusion that
can be drawn from those comparisons is that our method yields competitive partitions in terms of quality.

4.1.2 Numerical results for real-world graphs

Several real networks given in Table [1| were also used to compare partitions obtained with modularity-based
ellipsoidal embeddings with the following baselines: the Louvain method, node2vec + k-means and a spectral
method based on the modularity matrix followed by vector partitioning. The results can be found in Table
We observe that in the case of those real-world networks, our partitioning method often obtains relatively
good modularity values.

5 Conclusions

Taking inspiration from spectral relaxations of trace optimization problems, we have proposed a general
ellipsoidal embedding algorithm for networks. We have discussed several connections of this approach to
spectral clustering and other methods proposed in the literature and provided a simple, efficient algorithm
to compute such an embedding. We have further shown that our embedding can be utilized for community
detection by applying a vector partitioning algorithm in the embedding space derived from the modularity
matrix, which may be of independent interest. Interestingly the computed embedding dimension, which can
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Figure 3: Modularity-based ellipsoidal embeddings for graphs with community structure. A
vizualization of the embedding of two LFR benchmark graphs with 2000 nodes with dy = 10; LFR1 (left, 4
planted communities and deg = 3) and LFR2 (right, 8 planted communities, a larger mixing parameter and
der = 5), see appendix for details. The colors indicate the true community structure. On the bottom,
the eigenvalues of %H*H*T Our embed-and-partition retrieves the planted communities in both cases.

be selected in an automatic fashion, appears to be indicative of the ‘structural complexity’ of the studies
network, and can be used as a lower bound for the amount of clusters present in the network.

There are a number of interesting research directions based on this work worth pursuing in future research.
For instance, it would be interesting to characterize the relationship between the network structure and the
optimal embedding dimension in more detail. In particular, while numerically we have observed that the
embedding dimension can serve as a robust proxy for the complexity of the network, it would be interesting
to see whether this observation can be formalized. One possible way forward here would be to study a
generative model which could be related to a spherical embedding such as the S; model , or random dot-
product graphs . In this context it would also be insightful to understand the relationship to associated
spectral embeddings better, which follow a related, yet distinct paradigm.

From the algorithmic perspective, a new preprocessing method for the Generalized Power Method was
proposed in this work as well as a new algorithm: the Generalized Power Method with Momentum. Although
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Figure 4: NMI vs mixing parameter mu of LFR benchmark graphs with n = 1000 nodes. These graphs were
generated with different mixing parameters ranging from 0.1 to 1; see appendix [C.5| for the numerical setting.
An ellipsoidal embedding was computed with dy = 30 and communities were retrieved thanks to algorithm
with k£ = 100 initialized centroids. The NMI between the planted and retrieved community structure is here
displayed as a function of the mixing parameter. The whole procedure was repeated independently 3 times
and averages as well as standard deviations are reported. We refer to fig. [6] for a study of the sensitivity to
the choice of k£ and d.

we have no proof yet of the convergence for this new algorithm, it was showed empirically to converge
markedly faster. Especially since the proof techniques of the accelerated gradient methods [44] do not seem
to be applicable in our context, we think it is of theoretical interest to study its convergence properties in
more detail.

Finally, there are some interesting interpretations of the here proposed method, as discussed in Section[I.1]
which will be worth exploring further. In particular, the connection of the ellipsoidal embeddings to quantum
dynamics (density matrices) suggests further investigation. There has been significant interest recently in
quantum dynamics such as random walks on network [54] and it would be of interest, e.g., to explore
‘quantum descriptor matrices’ of graphs and their resulting embeddings.
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A Optimization problem and preprocessing

The purpose of this section is to state and prove the convergence properties of the Generalized Power Method
in the context of the problem addressed in this paper. The choice of pre-processing used is also discussed.

Let Q € R™ " be a symmetric matrix and an integer dy > 1. We also introduce the notation (S%~1)" and
(Bdo)” for the Cartesian product of unit sphere and closed unit balls, respectively, viewed as being embedded
in R"*% Let x;, denote the i-th row of z € R™*%_ We aim to solve

max  Tr(z'Qz), (13)
ze(Sdofl)"
where we identify z € (S%~1)" with 2 € R"*% such that |22 = 1 for all i € {1,...,n}. Since each row

of z is of unit 2-norm, changing the diagonal elements of @ will yield a problem with the same optimal
solutions. Namely, the optimal objective will only be shifted by a constant. In view of this remark, we define
the following objective function

f(z) = Tr(z" Kz),

where

- £

y=19 P (14)
Lte+ s |Qul ifi=j

for some € > 0. The result is that K is strictly diagonally dominant with a positive diagonal and therefore K

is strictly positive definite. Hence, we have f(x) > 0, for all z € R™*%_ As a consequence, Tr(z " Ky) defines

an inner product in R"*%_ Furthermore, multiplying a vector on the product of unit spheres (S®~1)" by K

yields a vector lying in the complement of the closed unit balls (Bdoc)”, as it is stated in Lemma

Lemma 1 (Effect of diagonal dominance). Let z € (S®~1)" and let K € R™" be a symmetric matriz. If
the diagonal elements satisfy [Kii| > 1+ 3y [Kik| for all 1 < i < mn, then we have ||(Kz)i|2 > 1 for all
1< <n.

Proof. Let 1 <i <nand z; = z;; € S~ !. By using successively the reverse triangle inequality |||al| —[|b]|| <
|la — b|| and the triangle inequality, we have

[(K2)iellz = | Kiimis — (—1) Y Kipzra|ly > |1 Kiil = 1D Kigapel2
ki kot
> |Kiil = 1> Kpapell2 > [Kiil = Y | Kig| > 1.
k#i ki

)

O]

In other words, if K is sufficiently diagonally dominant, all the rows of Kz are vectors with a 2-norm larger
than one. This observation is useful since the iteration of Algorithm [I] consists of successive multiplications
by K and projections on the product of the unit spheres. By relying on Lemma and on the convexity
of a Cartesian product of balls, we can provide a lower bound on the improvement of the objective values
between successive iterations; see Proposition [3| hereafter.
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B Generalized power method

The strategy to maximize f(z) is to iteratively maximize linear lower bounds obtained simply as follows
fz) > f() + 2T ((x - a?)TKaE> , for all T € R™ %,

and which is a consequence of the convexity of f given that we assumed K > 0. More explicitly, by starting
from an initial Z = zg € (S%~1)", the iteration is given by

Tyl = argmax Tr(z' Kz,,). (15)
xe(Sdofl)n

Since the maxima of a convex function over a convex set are at the extreme points of this set, and the
function f(x) considered here is convex, we can equivalently maximize f(x) on the product of closed unit
balls (B%)", that is,

max Tr(z'Kz)= max Tr(z' Kz).
xe(gdo—l)n xe(BdO)n

Hence, the iteration is of the type described in the paper [41] and it is a slight generalization of the
algorithm proposed in [36]. The iteration is explicitly given by the following projection

(o1 )i = (K wm))s, = —BEmie b1 < < noand 1< 0 < do, (16)
(B )i |2

where II is a projection on the product of closed unit balls (B%)". Note that, thanks to the definition of
and by Lemma , we know that for all x € (S%~1)" we have ||(Kx)i|2 > 1 for all i € {1,...,n}. Thus, we
have (Kx);« # 0 for i € {1,...,n}.

B.1 Fixed points are critical points

Following [41], we introduce the following first order criterion:

A(z) = e (x —2,Vf(2)),

which satisfies clearly A(z) > 0 for all # € (B%)". A critical point satisfies A(x) = 0. In particular, we have
n
A@) = SN (Kulls — Tr(eT Ka). (1)
i=1
Then, we can show that the fixed points of the algorithm are first order critical points of f(x).

Lemma 2 (Criterion for criticality). Let x € (S%~1)". The following statements are equivalent: (i) x =
II(Kz), and (ii) A(x) = 0.
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Proof. ((i) = (i1)) We assume (2)|[(K2)ix||2 = (Kz)ix and take the inner product with z; which yields
d

S (K@)l 32524 ()7 = Te(a " Ka).

((¢) < (i1)) We assume that » !, Z?il zio(Kx)ie = Y i |[(Kx)ix|]2 where by using the Cauchy-Schwarz

inequality, each term of the sum is dominated as follows:

do

1> zie(Ka)iel < (K2l

/=1

Then, we have a vanishing sum of positive terms

i (H(K:U)i*Hz — imif(KﬂC)M) =0,

=1 (=1

>0

and hence each term vanishes. ]

B.2 Monotonicity

In the paper |36] which deals with a similar iteration in a different context, it is shown that f(zm11) > f(zm)
for all m > 0. We repeat the argument here for completeness. Indeed, since x,,+1 is optimal, we have
Tr(z" Kzp) < Tr(z,),, 1 Kay) for all z € (S~1)". In particular, as a consequence of the Cauchy-Schwarz

inequality, we have
0 < Tr(zv;‘rrz—i-lem) - f(xm) < V f(xm)f(merl) - f(xm) (18)

yvielding \/f(zm) < \/f(zm+1). In the following proposition, we improve slightly the guarantees of mono-
tonicity of the objective values when K is sufficiently diagonally dominant in the sense of Lemma

Proposition 3 (Monotonicity of the objectives). Let K € R"*" symmetric such that |Ky| > 1+ 3 ; |Kik|
for all 1 < ¢ < n. Then, the sequence of objectives for the iteration satisfies

[@mt1 — xm”% < 2A(@m) < f(@ms1) — f(@m)
for all integers m > 0.

Also, since the objectives are monotone increasing and upper bounded then the objective values f(z,)
converge. An easy consequence is that the stepsize converges as stated in Corollary [I} This is simply shown
by summing the inequalities in Proposition [3| and by taking a limit.

Corollary 1. Under the conditions of Proposition[3, we have

Z |Zmt1 = 2mll3 < fx = f(z0),

m=0

where fro = limy, 00 f(Tm).
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The rate of convergence, given in terms of the first order criterion can also be obtained by summing
the inequalities in Proposition

Corollary 2. Let Ay = ming,—1__ A(2y,). Then, under the conditions of Propasition@ we have

fx — f(x0)
A < Tor

where fr =m0 f(Tm).
Before proving Proposition [3, we recall a technical result concerning the projection on convex set.

Lemma 3 (see e.g. [55]). Let C be a convex set of R"™ and let II : R™ — C' be the orthogonal projection on
C. Let z € R" and x € C. Then, we have

ITL(2) — |3 + [[T1(2) — 2]13 < || — =[|5.
We now prove Proposition

Proof of Proposition[3 First, notice that the Cartesian product of convex sets is convex and recall Lemma
Thus, we can use Lemma [3| with C' = (B%)", and we find

(K zm) — JUm”% < |Kzm — xm”% — [I(Kzp) — me”%
The right-hand side above is simplified by expanding the squares, and we obtain
[mi1 = omll3 < 2T (@it = 2n) K ) = 2A(2),

where the last equality is obtained thanks to in which the definition of z,,4+1 in is substituted.
Finally, we find

28@m) = 2T (@it = 2m) Kam ) = f(@ms1) = F(@m) = f (@it = 2m)

where we used that f(z) > 0 for all z € R"*%, O

B.3 Initialization

In this paper, we use an initialization procedure inspired by [42]. The initial ¢ € (Sdo_l)” is the projection
by II of a matrix obtained by sampling uniformly dy rows of the matrix ). Next, we construct the positive
semi-definite matrix K as it is explained in .
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B.4 Generalized Power Method with Momentum

Finally, we present here a modified version of the iteration analysed in the previous section. This improved
algorithm is inspired by the accelerated gradient descent techniques. Empirically, we observe a significant
improvement of this iteration with momentum compared to the Generalized Power Method (GPM) . Let the
sequence 7., = (m —1)/(m +2) for m € {1,2,...}. Let m > 1 and 21 € (S%~1)" given. The Generalized
Power Method with Momentum (GPMM) is given by the following iteration:
Ym = Tm + Tm(l'm - xmfl)
; (19)
Tm+1 = Argmax ;¢ gdo—1yn Tr(z' Kym)

As an illustration, we provide in Figure |5l a comparison of the convergence of the GPM and GPMM on the
ellipsoidal embedding of POWEREU where we observe that GPMM converges faster.
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Figure 5: Generalized Power Method (GPM) compared to Generalized Power Method with Momentum
(GPMM) applied to the ellipsoidal embedding of POWEREU illustrated in Figure

C Numerical results

C.1 Hardware

All the simulations in this paper were performed on a laptop with 1.1GHz Dual-Core Intel Core i3 processor
and 8GB RAM.

C.2 Partitionning of LFR benchmark networks

To complement the comparison of our partitioning method (ellipsoidal embedding followed by algorithm
and Louvain for the clustering of the LFR benchmark neworks of fig. [4l we provide in fig. [6] a study of the
influence of the parameters dy and k on the quality of the retrieved community structure. We observe that if
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Figure 6: Ablation study for the influence of dy and k on the results of fig. NMI vs dg (left, mixing
parameter mu = 0.4 and k£ = 100) and NMI vs number of initialized clusters k (right, mixing parameter
mu = 0.4 and dyp = 30). As in fig. 4| we display mean and standard deviations over 3 runs. We refer to
appendix for parameters associated to the generated LFR benchmark networks.

these two parameter are large enough the NMI between the retrieved and planted partitions is rather stable
with respect to variations of these parameters.

C.3 Partitionning of real networks

In this section, we compare the partitions obtained from ellipsoidal embeb-and-partition methods with other
community detection methods on the real networks of table [Il To do so, the vector partitioning algorithm
is executed on an ellipsoidal embedding computed using the modularity matrix as our descriptor matrix,
with a pre-selected upper bound dy on the embedding dimension. The partitioning algorithm is runned 5
times on one embedding and the partition maximizing the objective eq. is kept. The modularity of this
partition is then reported in table

We compare our results with the Louvain method [12] as discussed above, the embedding method
node2vec [28], as well as a spectral embedding [50] also based on the modularity matrix. To derive a
clustering from the node2vec embedding, we perform a 32-dimensional embedding on which k-means cluster-
ing is applied. The number of clusters k& (1 < k < 50) is selected in order to maximize the modularity of the
obtained partition. In order to avoid storing the full modularity matrix in memory to compute the spectral
embedding, we implement a Krylov subspace method by taking advantage of the structure of the modularity
matrix (sparse + rank 1). Then, to find clusters, we use again the Vector Partitioning of Algorithm (3| The
dimension of the embedding ney (1 < ney < 50) is the one maximizing the modularity of the partition.

The ellipsoidal and spectral embedding are implemented in Julia. Node2vec uses the original python
implementation of [28]. For the Louvain method, we use the implementation based on the igraph sofware
package [56]. Notice that in contrast to the other algorithms, the Louvain method does not provide an
embedding of the graph, but only a partitioning.
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Network V| €] Description

PoLBLOGS [57] 1221 18958 Blogs about US politics.
PoweREU [58| 2712 3580 Power network.

FACEBOOK |59 4039 176468 Social network

PowerEU [60] 4941 6594 Power network.

WIKIVOTE [61] 7066 103663  Votes between Wikipedia users.
INTERNET [62] 22963 96872 Snapshot of the Internet.
CoNDMATO03 [63] 27519 411251 Collaborations.

POKEC [64] 1632803 30622564  Social network.

Table 1: Features of several real networks used in the study of table

Network Ellipsoidal Embedding + Vector partition Louvain node2vec + k-means Spectral

dy deg Q  me time (s) Q ne time (s) Q  ne time (s) Ney Q  me time (s)
PoLBLoaGs 10 2 043 9 0.2 0.43 11 0.1 0.43 2 25 2 040 3 9
PowerEU 50 3 091 37 4.1 0.92 30 0.1 091 38 20 32 084 38 37
FACEBOOK 50 3 082 32 10.1 0.83 17 0.4 082 9 94 8 079 9 133
PoweRUS 50 3 092 34 10.1 0.94 44 0.1 093 35 36 48 0.72 38 243
WIKIVOTE 30 2 042 9 1.1 0.42 7 0.22 041 5 212 3 042 5 342
INTERNET 70 3 062 15 177 0.66 37 0.6 0.64 17 469 45 0.50 32 782
CONDMATO3* 250 6 0.69 67 658 0.74 64 1.2 0.70 47 397 50 0.51 40 936
PokEC 50 4 072 19 6343 0.73 47 658 / / / 50 0.61 35 40384

Table 2: Clustering of the networks of table|l, Here n. is the number of communities obtained while () is the
modularity of the associated partition. The running time corresponds to one execution. Clusterings of the
ellipsoidal embeddings are obtained by initializing k& = 100 centroids in the vector partitioning algorithm; see
algorithm [3| (The * indicates that k = 200 centroids were used). The final partition is the one maximizing
the objective eq. over 5 executions of algorithm 3| The Louvain method was executed once. Node2vec
was used to generate a 32-dimensional embedding and the partition obtained by k-means with the best
modularity is reported. Notice that we could not use node2vec on the large POKEC network due to memory
issues. For the spectral algotithm, ne, denotes the number of dominant eigenvectors used. We only report
the time necessary to compute the spectral embedding.

C.4 Simulation of fig.

We generated the benchmark networks LFR1 and LFR?2 of fig. [3|thanks to the function LFR_benchmark_graph
of the networkx package in Julia, with the parameters given in table [3| and average degree = None,
min_degree = 20, max_degree = 50, tol = le—07, max_iters = 500, seed = 0, max_community = 1000.

C.5 Simulations of fig.

The LFR networks of fig. |4] were generated tahnks to the function LFR_benchmark graph of the networkx
package with the following parameters: n = 1000, taul = 2, tau2 = 2, average degree = 15, min degree =
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Graph n mu taul tau2 min community

LFR1 2000 0.1 2 1.1 200
LFR2 2000 0.2 2 3 100

Table 3: Parameters used for generating the networks of fig.

None, max_degree = 50, min_community = 50, max_community = None, tol = le—07, max_iters = 500,
seed = 0.
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