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#### Abstract

In this paper, we present the first game-theoretic network creation model that incorporates greedy routing, i.e., the agents in our model are embedded in some metric space and strive for creating a network where all-pairs greedy routing is enabled. In contrast to graph-theoretic shortest paths, our agents route their traffic along greedy paths, which are sequences of nodes where the distance in the metric space to the respective target node gets strictly smaller by each hop. Besides enabling greedy routing, the agents also optimize their connection quality within the created network by constructing greedy paths with low stretch. This ensures that greedy routing is always possible in equilibrium networks, while realistically modeling the agents' incentives for local structural changes to the network. With this we augment the elegant network creation model by Moscibroda, Schmidt, and Wattenhofer (PODC'06, [43]) with the feature of greedy routing.

For our model, we analyze the existence of (approximate)-equilibria and the computational hardness in different underlying metric spaces. E.g., we characterize the set of equilibria in 1-2-metrics and tree metrics, we show that in both metrics Nash equilibria always exist, and we prove that the well-known $\Theta$-graph construction yields constant-approximate Nash equilibria in Euclidean space. The latter justifies distributed network construction via $\Theta$-graphs from a new point-of-view, since it shows that this powerful technique not only guarantees networks having a low stretch but also networks that are almost stable.


CCS Concepts: • Computer systems organization $\rightarrow$ Embedded systems; Redundancy; Robotics; • Networks $\rightarrow$ Network reliability.
Additional Key Words and Phrases: Network Creation Games, Greedy Routing, Nash Equilibrium, Stretch, Theta-Graphs, Metric Space, Ad-Hoc Networks, Peer-to-Peer Networks

## 1 INTRODUCTION

Many important real-world networks, like the Internet or peer-to-peer ad-hoc networks among smart devices, are created by the decentralized interaction of various agents that pursue their own goals, like maximizing their centrality in the network, minimizing their latency, or maximizing the network throughput. These agents can thus be considered as acting selfishly and strategic, i.e., they individually try to optimize their costs for creating and using the network. This observation sparked a whole research area devoted to game-theoretic network formation models [45] and there is an abundance of interesting variants, typically called network creation games, that capture how networks emerge in different domains, e.g., communication networks or social networks.

Across various domains, the common purpose of networks is to enable communication between all the participants of the network. To this end, it is commonly assumed that shortest paths are used for routing traffic within the created network. However, to make this work, all agents need to know the global structure of the network. Moreover, in case of dynamic changes to the network, this global view must be updated or otherwise shortest path routing would fail. In case of the Internet, shortest path routing is currently ensured by the usage of extensive routing tables, that exactly specify which next-hop neighbor to use for which destination. All these routing tables must be

[^0]maintained and updated accordingly, even for insignificant changes in the network structure. A solution to avoid the costly maintenance of such a global view is the usage of greedy routing, where in every network node every incoming packet is simply routed to a neighbor that is closer to the packet's destination. For this, geographic information is needed, e.g., every network node must be embedded in some underlying metric space and the positions in that space allow for deciding which next hop to use for routing. Exactly this has been proposed for the Internet [12], i.e., to map the nodes of the Internet into a metric space such that greedy routing works. This is called a greedy embedding and efficient algorithms have been proposed for computing them [10].

However, centrally computing a greedy embedding of network nodes does not account for the selfish strategic behavior of the network participants. The agents do not only want to ensure that greedy routing works, but at the same time they want to maximize their connection quality within the network, e.g., they want to minimize their average stretch. For two nodes, their stretch is the ratio of the length of their distance in the network and their distance in the metric space, i.e., their shortest possible distance. Thus, strategic agents would "rewire" a given greedy embedding, if this reduces their stretch. However, this might endanger greedy routing.

In this paper, we set out to investigate this tension between the stability of the network with respect to local structural changes by the agents and maintaining that greedy routing can be used.

### 1.1 Model and Preliminaries

We consider $n$ agents that correspond to points $\mathcal{P}=\left\{p_{1}, \ldots, p_{n}\right\}$ in some metric space $\mathcal{M}=\left(\mathcal{P}, d_{\mathcal{M}}\right)$, where $d_{\mathcal{M}}(u, v)$ denotes the distance of $u \in \mathcal{P}$ and $v \in \mathcal{P}$ in the metric space. Besides arbitrary metric spaces where $d_{\mathcal{M}}$ has to satisfy the triangle inequality, we will also consider 1-2-metrics, where $d_{\mathcal{M}}(u, v) \in\{1,2\}$ for any $u, v \in \mathcal{P}$, tree-metrics, where the distances are determined by a given weighted spanning tree $T$, such that $d_{\mathcal{M}}(u, v)=d_{T}(u, v)$, i.e., the distance between points $u, v \in \mathcal{P}$ is the length of the unique path between $u$ and $v$ in $T$, and the Euclidean-metric, where the points are located in Euclidean space and the distance is the Euclidean distance. We will omit the reference to the metric space $\mathcal{M}$ if it is clear from the context.

The goal of the agents is to create a directed network among themselves and for this each agent strategically decides over its set of outgoing directed edges. The strategy of agent $u$ is $S_{u} \subseteq V \backslash\{u\}$, i.e., agent $u$ can decide to create edges to any subset of the other agents. Moreover, let $\mathbf{s}=\left(S_{1}, \ldots, S_{n}\right)$ denote the strategy-profile, which is the vector of strategies of all agents. As shorthand notation, for any agent $u \in V$ let $\mathbf{s}=\left(S_{u}, \mathbf{s}_{-u}\right)$, where $s_{-u}$ is the vector of strategies of all agents except agent $u$. Any strategy-profile s uniquely defines a directed weighted network $G(\mathbf{s})=(\mathcal{P}, E(\mathbf{s}), \ell)$, where the edge-set $E(\mathbf{s})$ is defined as $E(\mathbf{s})=\bigcup_{u \in V}\left\{(u, v) \mid v \in S_{u}\right\}$ and the length of any edge $(u, v) \in E(\mathbf{s})$ is equal to the distance of the positions of its endpoints in $\mathcal{M}$, i.e., it is defined as $\ell(u, v)=d_{\mathcal{M}}(u, v)$.

Given a weighted directed network $G=(\mathcal{P}, E, \ell)$, where the nodes in $\mathcal{P}$ are points in metric space $\mathcal{M}$, a greedy path from $u$ to $v$ in $G$ is a path $x_{1}, x_{2}, \ldots, x_{j}$, with $x_{i} \in \mathcal{P}$, for $1 \leq i \leq j$, where $x_{1}=u, x_{j}=v$, and $\left(x_{i}, x_{i+1}\right) \in E$, for $1 \leq i \leq j-1$, such that $d_{\mathcal{M}}\left(x_{i}, v\right)>d_{\mathcal{M}}\left(x_{i+1}, v\right)$ holds for all $1 \leq i \leq j-1$. Thus, such a path is a directed path from $u$ to $v$ in $G$, where along the path the nodes get strictly closer to the endpoint of the path in terms of their distance in the ground space $\mathcal{M}$. For two nodes $u, v \in \mathcal{P}$, we define $d_{G}^{\text {greedy }}(u, v)$ as the length of the shortest greedy path between $u$ and $v$ in $G$, where the length of a path $x_{1}, x_{2}, \ldots, x_{j}$ is $\sum_{i=1}^{j-1} \ell\left(x_{i}, x_{i+1}\right)=\sum_{i=1}^{j-1} d_{\mathcal{M}}\left(x_{i}, x_{i+1}\right)$. If no greedy path exists between $u$ and $v$ in $G$, then $d_{G}^{\text {greedy }}(u, v)=\infty$. We will call $d_{G}^{\text {greedy }}(u, v)$ the


Fig. 1. Example for greedy paths in the Euclidean plane. Exactly two greedy paths from $u$ to $v$ exist: the path $u, a, b, c, v$ and the path $u, y, z, v$. The latter shows, that even a single edge in a greedy path can be longer than the metric distance of the endpoints of the path. Note that the path $u, w, v$ is not a greedy path, since $d(w, v)>d(u, v)$. The shortest greedy path is $u, a, b, c, v$, so we have $d_{G}^{\text {greedy }}(u, v)=2 \sqrt{2}+4 \approx 6.83$. This yields $\operatorname{stretch}_{G}(u, v)=d_{G}^{\text {greedy }}(u, v) / d(u, v)=\frac{2 \sqrt{2}+4}{6} \approx 1.14$. Note that for small enough $\varepsilon$ and $\delta$ the path $u, w, v$ has length less than $d_{G}^{\text {greedy }}(u, v)$. Thus, the shortest $u$-v-path in the network may not be a greedy path.
greedy-routing-distance ${ }^{1}$ between $u$ and $v$ in network $G$. We say that greedy routing is enabled in $G$, if any pair of nodes in $G$ has finite greedy-routing-distance. See Figure 1 for an example.

For any two nodes $u$ and $v$ in network $G$, we will compare their greedy-routing-distance with their distance in the ground space $\mathcal{M}$. The ratio of these values is called the stretch, i.e., we have

$$
\operatorname{stretch}_{G}(u, v)= \begin{cases}\frac{d_{G}^{\text {greedy }}(u, v)}{d_{\mathcal{M}}(u, v)} & , \text { if a greedy path from } u \text { to } v \text { exists in } G \\ Z & , \text { otherwise }\end{cases}
$$

where $Z$ is some arbitrarily large number that serves as a penalty for not having a greedy path. Intuitively, the stretch measures the detour that the best greedy path has to take, compared to the shortest possible path, i.e., to having a direct edge to the target node.
Agents choose their strategy to minimize their cost within the formed network. The cost of agent $u$ in network $G(\mathbf{s})$ is defined as

$$
c_{u}(s)=\operatorname{stretch}^{(s)} t_{u}(s)+\operatorname{edgecost}_{u}(s),
$$

where stretchcost ${ }_{u}(\mathbf{s})=\sum_{v \in \mathcal{P} \backslash\{u\}} \operatorname{stretch}_{G(s)}(u, v)$ and $\operatorname{edgecost}_{u}(\mathbf{s})=\alpha\left|S_{u}\right|$, for a given $\alpha>0$. The social cost of a network $G(\mathbf{s})$ is defined as $c(\mathbf{s})=\sum_{u \in \mathcal{P}} c_{u}(\mathbf{s})$. For any set of points $\mathcal{P}$, the network $G\left(\mathbf{s}^{*}\right)=\left(\mathcal{P}, E\left(\mathbf{s}^{*}\right), \ell\right)$ minimizing the social cost is called the social optimum network for $\mathcal{P}$.

An improving response for an agent $u$ for a strategy-profile $\mathbf{s}=\left(S_{u}, \mathbf{s}_{-u}\right)$ is a strategy $S_{u}^{\prime}$ such that $c_{u}\left(\left(S_{u}^{\prime}, \mathbf{s}_{-u}\right)\right)<c_{u}\left(\left(S_{u}, \mathbf{s}_{-u}\right)\right)$, i.e., by employing strategy $S_{u}^{\prime}$, agent $u$ has strictly lower cost compared to using strategy $S_{u}$. A strategy $S_{u}^{*}$ is called a best response for agent $u$ for strategy-profile $\mathbf{s}=\left(S_{u}, \mathbf{s}_{-u}\right)$, if $c_{u}\left(S_{u}^{*}, \mathbf{s}_{-u}\right) \leq c_{u}\left(S_{u}^{\prime}, \mathbf{s}_{-u}\right)$ for any other strategy $S_{u}^{\prime} \subseteq V \backslash\{u\}$, i.e., a best response strategy minimizes agent $u$ 's cost, given that the strategies of the other agents are fixed.

A strategy-profile s is in pure Nash Equilibrium (NE) if no agent has an improving move for s, i.e., in $s$ every agent already employs a best response. Since we have bijection between strategy-profiles $\mathbf{s}$ and the corresponding networks $G(\mathbf{s})$, we will say that network $G(\mathbf{s})$ is in NE, if $\mathbf{s}$ is in NE. A network $G(\mathbf{s})$ is in Greedy Equilibrium (GE) [38] if no agent has an improving response that differs from its current strategy in adding, swapping or deleting a single incident outgoing edge, where a swap is a combination of deleting an incident outgoing edge and adding another one. Notice that any network in NE is also in GE. A network $G(s)$ is in $\beta$-approximate NE ( $\beta$-NE) if no agent $u$

[^1]can change its strategy such that its cost decreases below $\frac{1}{\beta} c_{u}(s)$, i.e., no agent has an improving response that reduces its cost by at least a factor of $\beta$.

An improving (best) response path is a sequence of strategy-profiles $\mathbf{s}_{0}, \mathbf{s}_{1}, \mathbf{s}_{2}, \ldots, \mathbf{s}_{k}$, such that $\mathbf{s}_{i}$ results from some agent changing to an improving (best) response in $\mathbf{s}_{i-1}$, for $1 \leq i \leq k$. An improving (best) response cycle (IRC or BRC, respectively) is a cyclic improving response path, i.e., where $s_{0}=s_{k}$ holds. By definition, every best response path (cycle) is also an improving response path (cycle). The non-existence of improving response cycles, i.e., if every improvement path has finite length, is equivalent to the existence of an ordinal potential function [42]. The latter implies that NE can be found via natural sequential improvement dynamics. A strategic game is called weakly acyclic (weakly acyclic under best response) if from every strategy vector $s$ there exists a finite improving (best) response path that starts in $s$ and ends in a NE.

### 1.2 Related Work

Network Creation Games (NCGs) were first introduced by Fabrikant, Luthra, Maneva, Papadimitriou, and Shenker [27]. In their model, agents that correspond to nodes of a network strategically create incident undirected edges with the goal of minimizing their sum of hop-distances to all other agents. They use constant edge costs, i.e., every edge costs $\alpha>0$. As main results, they showed that NE always exist, that the network minimizing the social cost is either a clique or a star, depending on $\alpha$, and that computing a best response is NP-hard. Later, the Price of Anarchy was bounded by $o\left(n^{\varepsilon}\right)$ for any $\varepsilon>0$ [23], and it was shown to be constant for wide range of $\alpha$ [5,23]. Also, it was shown that NCGs admit improving response cycles [35] and that any network in GE is in 3-NE [38]. Moreover, many variations of NCGs have been proposed and investigated, e.g., a bilateral version where both endpoints of an edge have to agree and pay for the edge [19, 29], variants with locality [8, 9, 21], with robustness considerations [16, 24, 40], with budget constraints [25, 37], with non-uniform edge prices $[6,15,22,39]$, and versions where only edge swaps are allowed $[4,20,33,41]$.

Closer to our model are NCGs that involve geometry. In the wireline strong connectivity game [26] agents that correspond to points in the plane create undirected edges to ensure that they can reach all other agents. It is assumed that the cost of an edge equals its length. For this setting, NE exist and can be found efficiently. Geometric spanner games [1] are similar, but the agents want to ensure a given maximum stretch. While guaranteed existence of NEs was left open, it is shown that computing a best response is NP-hard. Bilò, Friedrich, Lenzner, and Melnichenko [7] defined a similar geometric model with undirected edges, where the agents want to minimize the sum of their shortest path distances to all other agents. They consider similar metrics as in our paper, in particular, they show that NE exist in 1-2-metrics and tree-metrics and that every GE is in 3-NE for any metric. Also, they prove that even on 1-2-metrics computing a best response is NP-hard. Later, it was shown that $(\alpha+1)$-NE always exist [28]. Closest to our model is the work by Moscibroda, Schmid, and Wattenhofer [43]. Their model involves agents that form directed edges and that have the same cost function as in our model. Thus, the main difference to our model is that instead of greedy paths they use shortest paths for defining the stretch. They show for Euclidean metrics that NE may not exist and that deciding NE existence is NP-hard.

To the best of our knowledge, the only exists one model that combines network creation with greedy routing, introduced by Gulyás, Biró, Kőrösi, Rétivári, and Krioukov [32]. In contrast to our model, their agents only want to ensure to reach all other agents via greedy routing. Also, they fix $\alpha=1$ and hyperbolic space is assumed. However, their cost function only enforces greedy routing locally, i.e., that agents have edges to nodes that are closer to any possible destination. Thus, agents do not influence each other, i.e., this is not a game-theoretic setting.

Another line of research is to investigate specific random graph models that generate networks where greedy routing almost surely succeeds. Also for this, hyperbolic space is essential [11, 14].

### 1.3 Our Contribution

We consider an augmented variant of the network creation model by Moscibroda, Schmidt, and Wattenhofer [43]. The key new feature of our model is that the agents that want form a communication network explicitly aim for creating a network where greedy routing between all pairs of nodes is possible. At the same time, each agent tries to find a sweet-spot between establishing costly direct connections and maintaining a low average stretch. Besides this new conceptual feature, we also extend the previous work by focusing on specific metrics like 1-2-metric, tree metrics and Euclidean metrics. This is valuable, since we show that the underlying metric has a severe influence on the obtained game-theoretic properties and the complexity of the involved computational problems. See Table 1 for a summary of most of our results.

For networks created in a 1-2-metric, we show that Nash equilibria always exist. Moreover, we characterize the set of all NEs for every edge price $\alpha$. In particular, we show that all NEs must have a specific structure. Considering a weaker form of stability, we characterize the set of networks that are in Greedy Equilibrium. Also, we show that best response cycles are impossible, but that improving response cycles exist. Thus, best response dynamics are suitable for finding equilibria. However, regarding the complexity, we show that for $\alpha>\frac{1}{2}$ computing a best response and deciding if a given network is in NE is NP-hard. This raises the question of how to find equilibria efficiently. For this, we show that $O(\log n)$-approximate Nash equilibria can be found in polynomial time. Moreover, for $\alpha \leq \frac{1}{2}$ NEs can be computed efficiently.

In tree-metrics the picture changes drastically. We still have guaranteed existence of NE, but here we find that NEs (and even GEs) are unique and can be computed efficiently for any edge price $\alpha$. Also, the game is weakly-acyclic under best responses, but computing a best response is NP-hard

For Euclidean metrics, i.e., the case that is most relevant for practical applications, we transfer several negative results from [43] to our extended model: there are instances where no GE exist, which implies that also Nash equilibria are not guaranteed to exist. Moreover, computing a best response is NP-hard. On the positive side, show that the well-known $\Theta$-graph-construction can be employed to efficiently compute a 4.87 -approximate Nash equilibrium. While this concept is already known for guaranteeing low stretch, we further support the use of $\Theta$-graphs by showing that at the same time, they also guarantee an almost stable network, i.e., the agents have a low incentive for local structural changes.

Finally, for general metric spaces, we adapt the proof from [43] that deciding if an instance admits a NE or a GE is NP-hard. On the positive side, we show that $(\alpha+1)$-approximate Nash equilibria always exist and can be computed efficiently.

## 2 1-2 METRICS

We consider metrics $\mathcal{M}$ where for every pair of nodes $u, v$ we have $d_{\mathcal{M}}(u, v) \in\{1,2\}$. We denote edges of weight 1 and 2 as 1-edges and 2-edges, respectively. 1-2-metrics is the simplest class of non-trivial metric spaces and they have often been studied, e.g., for the TSP $[2,34]$.

In spaces where all edges have the same length, direct edges would be the only possible greedy paths and as such the agents' strategies would be independent of each other. We start by giving some general statements about greedy paths and agent strategies in 1-2-metrics.

Lemma 2.1. For any network in a 1-2-metric, all greedy paths have stretch 1 or $\frac{3}{2}$ and consist of at most two edges.

Table 1. Overview over our Results.

|  | $\mathbf{1 - 2}$ | Tree | Euclidean | General |
| :--- | ---: | :---: | :---: | :---: |
| NE | NE always exist | NE always exist | no existence | no existence |
|  | characterization for every $\alpha$ | GE unique |  |  |
| Complexity | $\alpha>1 / 2:$ BR-decision NP-hard | BR NP-hard | BR NP-hard | BR NP-hard |
|  | NE-decision NP-hard | NE-decision P |  | NE-decision NP-hard |
|  | $\alpha \leq 1 / 2:$ BR-decision P |  |  | GE-decision NP-hard |
|  | NE-decision P |  |  |  |
| Approx-NE | $O(\log n)$ | 1 | 4.87 | $\alpha+1$ |

Proof. Let $u, v \in \mathcal{P}$ and $u \neq v$. If $d(u, v)=1$, there can be no other node closer to $v$ than $u$. Thus, the only possible greedy path is $u, v$ with a stretch of 1 that uses one edge. Otherwise, $d(u, v)=2$, and only nodes $x$ with $d(x, v)=1$ are closer to $v$ than $u$ and no other node is closer to $v$ than any such $x$. Thus, the only possible greedy paths are $u, v$ and $u, x, v$ for any such $x$. These paths use one or two edges, respectively, and have stretches of 1 and either 1 or $\frac{3}{2}$ depending on $d(u, x)$.

When examining these possible greedy paths, we also directly get the following statement.
Remark 2.2. For any network in a 1-2-metric, 2-edges can only be the first edge of any greedy path.
Also, we find that 1-edges are crucial for enabling greedy routing.
Lemma 2.3. For any network in a 1-2-metric, if greedy routing is enabled then all 1-edges are built in both directions.

Proof. For the sake of contradiction, let $u, v \in \mathcal{P}$ be such that $d(u, v)=1$ but there is no edge between $u$ and $v$ that $u$ can use as greedy path, i.e., agent $u$ does not build an edge to $v$. However, without such an edge no greedy path from $u$ to $v$ can exist because no other node can be closer to $v$ than $u$ itself, a contradiction.

Equilibrium Existence. We start by showing the equivalence of NE and social optima.
Theorem 2.4. In a 1-2-metric, every NE is a social optimum and every social optimum is a NE.
Proof. First, by Lemma 2.3, every outgoing 1-edge incident to an agent $u \in \mathcal{P}$ needs to be part of all of its best responses. Second, by Remark 2.2, no 2-edge that any agent builds can be part of a greedy path that is used by any other agent. Thus, the strategy of an agent $u \in \mathcal{P}$ does not influence the cost function of any other agent $v \in \mathcal{P} \backslash\{u\}$ beyond the 1-edges that need to be part of every strategy with costs less than $Z$. Using this, we show by contradiction that every NE is a social optimum and vice versa.
If there was a NE that is not a social optimum, the latter would have lower social cost than the NE and thus, some agent $u$ must have lower cost in the social optimum compared to its cost in the NE. Hence, it could reduce its cost by deviating to its strategy in the social optimum network.

In the same vein, if there was a social optimum network that is not in NE , an agent $u$ would have an improving move that would also improve the social cost.

This implies that NE always exist. In the following we characterize all NEs. For this, we introduce Domination Set Graphs, which are based on the notion of a directed dominating set [30] of a directed graph $G=(V, E)$. For any node $u \in V$, let $W_{1}(u), W_{1 \rightarrow 1}(u), W_{2}(u)$ denote the sets of nodes that node $u$ can reach by a 1 -edge, by a path of two 1 -edges, and by a 2 -edge, respectively. We denote
by $W_{2}^{-}(u)$ the set of nodes that $u$ builds a 2-edge to and that $u$ cannot reach via a path of two 1-edges, i.e. $W_{2}^{-}(u)=W_{2}(u) \backslash W_{1 \rightarrow 1}(u)$, and let $W_{2}^{+}(u)$ be the set of nodes from $W_{2}(u)$ to which $u$ also has a path of two 1-edges, i.e., $W_{2}^{+}(u)=W_{2}(u) \cap W_{1 \rightarrow 1}$. Note that $W_{2}(u)=W_{2}^{-}(u) \cup W_{2}^{+}(u)$ and $W_{2}^{-}(u) \cap W_{2}^{+}(u)=\emptyset$. The out-neighborhood of $u$ is the set $N(u)=W_{1}(u) \cup W_{2}(u)$.

Subset $D \subseteq V$ is dominating, if for every node $v \in V \backslash D$ there exists a node $u \in D$ such that $(u, v) \in E$. For this we say that $u$ dominates $v$ and that $u$ dominates its out-neighborhood.

Definition 2.5. Let $G_{-u}^{1}=\left(\mathcal{P} \backslash\{u\}, E_{-u}^{1}\right)$ be the network without node $u$ that only contains all the 1-edges, i.e., we have that $E_{-u}^{1}=\left\{(v, w) \in(\mathcal{P} \backslash\{u\})^{2} \mid d(v, w)=1\right\}$.

A Domination Set Graph (DSG) on a 1-2-metric $(\mathcal{P}, d)$ is a network $G=(\mathcal{P}, E)$ with:
(i) $E \supseteq\left\{(v, w) \in \mathcal{P}^{2} \mid d(v, w)=1\right\}$,
(ii) for every node $u$, its out-neighborhood must be dominating in the network $G_{-u}^{1}$, and
(iii) $\left|W_{2}^{+}(u)\right|$ cannot be decreased by a single edge deletion or swap without increasing $|N(u)|$.

By (i), a DSG includes all 1-edges, by (ii), for every node $u$, its out-neighborhood is dominating in the network without $u$ consisting of only the 1-edges. Condition (iii) states that in a DSG an edge to a node $v \in W_{2}^{+}(u)$ cannot be removed or swapped with another one to a node $w \notin W_{1 \rightarrow 1}(u)$ without resulting in the out-neighborhood of $u$ no longer being dominating in the network $G_{-u}^{1}$.

We now define more specific DSGs:
Definition 2.6. A Minimum Domination Set Graph (MinDSG) is a DSG in which for every node $u$ its out-neighborhood contains all nodes reachable via 1-edges and the minimum number of nodes reachable via 2 -edges so that it is dominating in $G_{-u}^{1}$. Thus, all out-neighborhoods are minimum size dominating sets given that they need to include all nodes reachable via 1-edges.

Definition 2.7. A Maximum Domination Set Graph (MaxDSG) is a DSG that contains all possible edges, except 2 -edges ( $u, w$ ), where $(u, v)$ and $(v, w)$ both are 1-edges.

Note that MaxDSGs are unique and the stretch between any pair of nodes in a MaxDSG is 1.
Definition 2.8. A Balanced Domination Set Graph for $\alpha>0(\operatorname{BDSG}(\alpha))$, is a subclass of Domination Set Graphs, where for any node $u$, the quantity $\left(\alpha-\frac{1}{2}\right)\left|W_{2}(u)\right|+\frac{1}{2}\left|W_{2}^{+}(u)\right|$ is minimized, achieving a balance between the number of 2-edges that $u$ builds in total, and the number of 2-edges to nodes in $W_{1 \rightarrow 1}(u)$. Note that for $\alpha<\frac{1}{2}$, the BDSG corresponds to the MaxDSG.

See Figure 2 for examples. Next, we show that DSGs are useful for our analysis.
Lemma 2.9. In a 1-2-metric any network in GE is a DSG.
Proof. By Lemma 2.3, all 1-edges need to be built in a GE network and thus condition (i) of a DSG is met. Next, assume for the sake of contradiction, that condition (ii) of a DSG is violated and that the set $N(u)$ of nodes that some agent $u$ builds edges to is not dominating in $G_{-u}^{1}$. In other words, there is some node $v$ such that neither it nor any of its in-neighbors are in $N(u)$. Thus, the shortest path from $u$ to $v$ has at least 3 edges. By Lemma 2.1, no such path can be a greedy path and thus agent $u$ could improve its cost by building an edge to $v$. Finally, we consider condition (iii) that states that for any agent $u$, the size of $\left|W_{2}^{+}(u)\right|$ cannot be decreased by a single operation without increasing $|N(u)|$, provided that $N(u)$ is dominating in $G_{-u}^{1}$. For the sake of contradiction, let us assume that this condition is violated in a GE network. There are two cases that this can happen. In the first case, some agent $u$ removes an edge to a node $v \in W_{2}^{+}(u)$, while agent $u$ 's out-neighborhood is still dominating in $G_{-u}^{1}$. Thus, agent $u$ could reduce its edgecosts by removing this edge, while its stretchcosts are not increased since the stretch to $v$ is already 1 (there is a path of two 1 -edges from $u$ to $v$ ) and the stretches to every other node remain the same. In the second case,


Fig. 2. Examples of DSGs ((b)-(e)) where only 1-edges and outgoing edges of node $a$ (colored orange) are shown, agent $a$ has stretch 1 to green colored nodes. (a) Sample 1-2-metric where only 1-edges are shown; (b) MinDSG for (a), 1-edges are colored black and 2-edges are colored orange; (c) the unique MaxDSG for (a); (d) BDSG(1) for (a); (e) some other DSG for (a); (f) a network that is not a DSG, since condition (iii) is violated: $\left|W_{2}^{+}(d)\right|$ can be decreased without increasing $|N(d)|$, by swapping the edge $(a, g)$ to $(a, m)$. Note that for node $a$ the set $\{b, c, d, e, f, g\}$ is a minimum size dominating set for $G_{-a}^{1}$, but this set cannot be agent $a$ 's strategy in a BDSG since $0.5\left|W_{2}(a)\right|+0.5\left|W_{2}^{+}(a)\right|$ is not minimal.
some agent $u$ swaps an edge to a node $v \in W_{2}^{+}(u)$ with one to a node $w \notin\left(W_{2}(u) \cup W_{1 \rightarrow 1}(u)\right)$, while agent $u$ 's out-neighborhood is still dominating in $G_{-u}^{1}$. Thus, agent $u$ could reduce its stretchcost, since the stretch to $w$ would become 1 instead of $\frac{3}{2}$, while its edgecosts and the stretches to every other node remain the same. Thus, we have that every GE is a DSG.

Lemma 2.10. In a 1-2-metric, in any DSG greedy routing is enabled.
Proof. Every agent $u$ trivially has a greedy path to any node that it builds an edge to. For any node $v$ that $u$ does not build an edge to, there is still a node $x$ in distance 1 from $v$ that $u$ builds an edge to because the out-neighborhood of $u$ is by definition a dominating set in $G_{-u}^{1}$. Thus, the path $u, x, v$ exists in the DSG and it is a greedy path because $d(u, v)=2>1=d(x, v)$.

We now show that DSGs can be used to characterize NE.
Theorem 2.11. In a 1-2-metric, for any $\alpha>0$, all $B D S G(\alpha)$ are the only NE.
Proof. Let $V_{1}(u)=\left\{v \in \mathcal{P} \mid d_{\mathcal{M}}(u, v)=1\right\}$ and $V_{2}(u)=\left\{v \in \mathcal{P} \mid d_{\mathcal{M}}(u, v)=2\right\}$ be the sets of nodes in distance 1 and in distance 2 from agent $u$ in the ground space. Also, let $V_{2}^{+}(u)=$ $V_{2}(u) \cap W_{1 \rightarrow 1}(u)$ denote the set of nodes in distance 2 from $u$ that can be reached by a path of two 1-edges, and $V_{2}^{-}(u)=V_{2}(u) \backslash V_{2}^{+}(u)$ the set of nodes in distance 2 from agent $u$ that $u$ cannot reach via a path of two 1-edges. Thus, we have $V_{2}(u)=V_{2}^{+}(u) \cup V_{2}^{-}(u)$. The cost of any strategy-profile s for agent $u$ is equal to

$$
c_{u}(\mathbf{s})=\left|V_{1}(u)\right|+\left|V_{2}^{+}(u)\right|+\left|W_{2}^{-}(u)\right|+\frac{3}{2}\left[\left|V_{2}^{-}(u)\right|-\left|W_{2}^{-}(u)\right|\right]+\alpha\left(\left|W_{2}^{+}(u)\right|+\left|W_{2}^{-}(u)\right|+\left|V_{1}(u)\right|\right) .
$$

By rearranging terms, we get:

$$
\begin{equation*}
c_{u}(\mathbf{s})=(\alpha+1)\left|V_{1}(u)\right|+\left|V_{2}^{+}(u)\right|+\left(\alpha-\frac{1}{2}\right)\left|W_{2}^{-}(u)\right|+\frac{3}{2}\left|V_{2}^{-}(u)\right|+\alpha\left|W_{2}^{+}(u)\right| . \tag{1}
\end{equation*}
$$

Now, let $\overline{\mathbf{s}}$ denote the strategy-profile of a $\operatorname{BDSG}(\alpha)$ network $G(\overline{\mathbf{s}})$. Assume towards a contradiction that there is an agent $u \in \mathcal{P}$ that could decrease its cost in $G(\overline{\mathbf{s}})=G\left(\left(\bar{S}_{u}, \overline{\mathbf{s}}_{-u}\right)\right)$ by deviating to some other strategy $S_{u} \neq \overline{S_{u}}$. Let $\mathbf{s}=\left(S_{u}, \overline{\mathbf{s}}_{-u}\right)$ denote the strategy-profile after the deviation of agent $u$. Note that, by Lemma 2.3, also in $s$ all 1-edges have to be built, in particular, all outgoing 1-edges of agent $u$, since otherwise greedy routing would not be enabled and thus agent $u$ could not decrease its cost. Let $V_{1}(u), V_{2}^{+}(u), V_{2}^{-}(u), W_{2}^{+}(u)$ and $W_{2}^{-}(u)$ denote the sets from
equation (1) with respect to strategy profile s and let $\overline{V_{1}(u)}, \overline{V_{2}^{+}(u)}, \overline{V_{2}^{-}(u)}, \overline{W_{2}^{+}(u)}$ and $\overline{W_{2}^{-}(u)}$ be the sets from equation (1) for strategy-profile $\overline{\mathbf{s}}$. Also, remember that $W_{2}(u)=W_{2}^{+}(u) \cup W_{2}^{-}(u)$ and let $\overline{W_{2}(u)}=\overline{W_{2}^{+}(u)} \cup \overline{W_{2}^{-}(u)}$. Now, observe that $V_{1}(u)=\overline{V_{1}(u)}, V_{2}^{+}(u)=\overline{V_{2}^{+}(u)}$, and $V_{2}^{-}(u)=\overline{V_{2}^{-}(u)}$, since these sets only depend on the 1-edges built by agent $u$, which are the same in $\mathbf{s}$ and $\overline{\mathbf{s}}$. Thus, equation (1) gives agent $u$ 's cost in strategy-profile s. For strategy-profile $\overline{\mathbf{s}}$, equation (1) yields

$$
\begin{equation*}
c_{u}(\overline{\mathbf{s}})=(\alpha+1)\left|V_{1}(u)\right|+\left|V_{2}^{+}(u)\right|+\left(\alpha-\frac{1}{2}\right)\left|\overline{W_{2}^{-}(u)}\right|+\frac{3}{2}\left|V_{2}^{-}(u)\right|+\alpha\left|\overline{W_{2}^{+}(u)}\right|, \tag{2}
\end{equation*}
$$

Thus, using equation (1) and equation (2), that $\left|W_{2}(u)\right|=\left|W_{2}^{+}(u)\right|+\left|W_{2}^{-}(u)\right|$, that $\left|\overline{W_{2}(u)}\right|=$ $\left|\overline{W_{2}^{+}(u)}\right|+\left|\overline{W_{2}^{-}(u)}\right|$, and that agent $u$ has strictly lower cost in $\mathbf{s}$ compared to $\overline{\mathbf{s}}$, we have

$$
\left.\begin{array}{c}
c_{u}(\mathbf{s})<c_{u}(\overline{\mathbf{s}}) \\
\left(\alpha-\frac{1}{2}\right)\left|W_{2}^{-}(u)\right|+\alpha\left|W_{2}^{+}(u)\right|<\left(\alpha-\frac{1}{2}\right)\left|\overline{W_{2}^{-}(u)}\right|+\alpha\left|\overline{W_{2}^{+}(u)}\right| \\
\left(\alpha-\frac{1}{2}\right)\left(\left|W_{2}(u)\right|-\left|W_{2}^{+}(u)\right|\right)+\alpha\left|W_{2}^{+}(u)\right|<\left(\alpha-\frac{1}{2}\right)\left(\left|\overline{W_{2}(u)}\right|-\left|\overline{W_{2}^{+}(u)}\right|\right)+\alpha\left|\overline{W_{2}^{+}(u)}\right| \\
\left(\alpha-\frac{1}{2}\right)\left|W_{2}(u)\right|-\left(\alpha-\frac{1}{2}\right)\left|W_{2}^{+}(u)\right|+\alpha\left|W_{2}^{+}(u)\right|
\end{array}\right)\left(\alpha-\frac{1}{2}\right)\left|\overline{W_{2}(u)}\right|-\left(\alpha-\frac{1}{2}\right)\left|\overline{W_{2}^{+}(u)}\right|+\alpha\left|\overline{W_{2}^{+}(u)}\right|
$$

This is a contradiction, because according to the definition of a $\operatorname{BDSG}(\alpha)$, in $G(\overline{\mathbf{s}})$ no agent $u$ can decrease the quantity $b=(\alpha-0.5)\left|\overline{W_{2}(u)}\right|+0.5\left|\overline{W_{2}^{+}(u)}\right|$. However, strategy $S_{u}$ of agent $u$ strictly decreases $b$. Therefore, a $\operatorname{BDSG}(\alpha)$ is a NE for any $a>0$, and it is the only one.

Theorem 2.12. In a 1-2-metric we have that (i) for $\alpha<\frac{1}{2}$, the MaxDSG is the only NE, (ii) for $\alpha=\frac{1}{2}$, all DSGs are the only GE, but only the DSGs where no node builds edges to nodes reachable by two 1-edges are the only NE, (iii) for $\alpha>\frac{1}{2}$, all MinDSG are GE.

Proof. First, let $\alpha<\frac{1}{2}$. From Theorem 2.11 we have that $\operatorname{BDSG}(\alpha)$ are the only NE. When $\alpha<\frac{1}{2}$, the network $\operatorname{BDSG}(\alpha)$ corresponds to the MaxDSG. Thus, the MaxDSG is the only NE.

Next, let $\alpha=\frac{1}{2}$. Then, the network $B D S G(\alpha)$ corresponds to DSGs where for every node $u$ the quantity $\left|W_{2}^{+}(u)\right|$ is minimized, i.e. no node builds edges to nodes that are reachable by two 1-edges. Thus, this category of DSGs are the only NE.

Regarding GE, every DSG is a GE because removing any edge would either remove all greedy paths to some node or increase the stretch to the endpoint of the edge by at least $\frac{1}{2}=\alpha$. Also adding any edge would decrease stretches by at most $\frac{1}{2}=\alpha$. Swapping an edge also cannot decrease stretches. The number of edges an agent $u$ builds remains the same after a swap. Consequently, agent $u$ can reduce its cost only by reducing its stretchcosts. The stretchcost of agent $u$ is equal to

$$
\begin{equation*}
\frac{3}{2}(|V|-1)-\frac{1}{2}\left(\left|W_{1}(u)\right|+\left|W_{1 \rightarrow 1}(u)\right|+\left|W_{2}^{-}(u)\right|\right) \tag{3}
\end{equation*}
$$

since, by Lemma 2.1, all greedy paths have stretches 1 or $\frac{3}{2}$. By Lemma 2.3, all 1-edges have to be built to enable greedy routing, thus agent $u$ can only swap 2-edges.

If after one swap the size of $\left|W_{2}^{-}(u)\right|$ :

- decreases, then the stretchcost of agent $u$ increases because of (3);
- remains the same, then the stretchcost of agent $u$ will remain the same;
- increases, that means that $\left|W_{2}^{+}(u)\right|$ will be decreased. By the definition of a DSG, the value $\left|W_{2}^{+}(u)\right|$ cannot be decreased without increasing the size of the out-neighborhood of $u$. Since we are considering swaps, the number of edges that $u$ builds cannot change, a contradiction. Therefore, swapping an edge is not an improving move for agent $u$. Since, by Lemma 2.9, all GE are DSG, there can be no other GE.
Next, let $\alpha>\frac{1}{2}$. Every MinDSG is a GE because removing an edge would also remove all greedy paths to some node and adding an edge would decrease stretches by at most $\frac{1}{2}<\alpha$. As we showed before, swapping an edge is not an improving move either.

Dynamic Properties. We explore if NE networks can be found by allowing agents iteratively to select improving or best responses. First, we show that improving response cycles (IRCs) exist. Then we contrast this with the positive result that best response cycles (BRCs) cannot exist. The proof of the former relies on the absence of greedy paths between certain agents, resulting in costs higher than $Z$. This is necessary, since no IRCs can exist if the costs of all agents are less than $Z$, i.e., if the network already enables greedy routing. This can be proven with the same arguments used below to show that best response cycles cannot exist.

Theorem 2.13. In a 1-2-metric, IRCs can exist for any $\alpha>0$.
Proof. We show that there is an IRC in the metric shown in Figure 3a regardless the value of $\alpha$. In particular, in each step of the IRC, the stretchcosts of the agents that changes its strategy improves by exactly $Z-1$. By definition of $Z$, this will always outweigh any changes in the edgecosts, since agents always build the same number of edges of the same length.

Consider the network shown in Figure 3b. If agent $u$ changes its strategy from $\{c, d, i\}$ to $\{a, b, v\}$ we get the network shown in Figure 3c. With this agent $u$ only loses greedy paths of length 1 to the three nodes $c, d$ and $i$ and of length 2 (and stretch 1 ) to node $j$ but it gains greedy paths of length 1 to the three nodes $a, b$ and $v$ and of length 2 (and stretch 1) to the two nodes $e$ and $f$. Thus, agent $u$ 's stretchcost improves by $Z-1$.


Fig. 3. 1-2 metric with improving response cycle. (a) sample 1-2-metric, only 1-edges are shown; (b) - (e): steps of the improving response cycle, shaded agents change their strategy in the respective step.

In the network depicted in Figure 3c, if agent $v$ changes its strategy from $\{e, f, u\}$ to $\{h, g, i\}$ we get the network shown in Figure 3d. With this agent $v$ only loses greedy paths of length 1 to the three nodes $e, f$ and $u$ (note that the paths $v, u, a$ and $v, u, b$ are not greedy paths) but at the same time it establishes greedy paths of length 1 to the three nodes $g, h$ and $i$ and of length 2 (and stretch 1 ) to $j$. Thus, agent $v$ 's stretchcosts improve by $Z-1$.

In the network shown in Figure 3d, if agent $u$ changes its strategy $\{a, b, v\}$ to $\{c, d, i\}$ we get the network shown in Figure 3e. With this, agent $u$ loses greedy paths of length 1 to the three nodes
$a, b$ and $v$ but it gains greedy paths of length 1 to the three nodes $c, d$ and $i$ and of length 2 (and stretch 1) to $j$. Thus, agent $u$ 's stretchcosts improve by $Z-1$.

Finally, if in the network shown in Figure 3e agent $v$ changes its strategy $\{h, g, i\}$ to $\{e, f, u\}$ we get the network shown in Figure 3b. With this strategy change, agent $v$ only loses greedy paths of length 1 to the three nodes $g, h$ and $i$ and of length 2 (and stretch 1 ) to $j$ but it gains greedy paths of length 1 to the three nodes $e, f$ and $u$ and of length 2 (and stretch 1 ) to the two nodes $c$ and $d$. Thus, agent $v$ 's stretchcost improves by $Z-1$. As this is the same strategy-profile that we started with, we have found an improving response cycle.

Interestingly, if the agents iteratively select best response strategies, then no such cyclic behavior can occur. Thus, best response dynamics starting from any initial network are guaranteed to converge to a NE network. However, we will show later that computing a best response is hard.

Theorem 2.14. In a 1-2-metric, best response cycles cannot exist.
Proof. By Lemma 2.3, all best responses always build all 1-edges and thus, a best response cycle can never include changes of the 1-edges. By Remark 2.2, no 2-edge that any agent builds can be part of a greedy path that is used by any other agent and thus, any best response cycle cannot consist solely of changes of 2-edges either. Thus, best response cycles cannot exist.

Computational Complexity. Here, we investigate the computational complexity of computing a best response and of deciding if a given network is in NE. We use our characterization theorem and the tight connection to the Minimum Dominating Set problem, which asks for minimum size dominating set for a given network $G$. It is well-known that Minimum Dominating Set is NP-hard [31]. We get the following dichotomy results:

Theorem 2.15. In a 1-2-metric, computing a best response and deciding if a given network is in NE is NP-hard for $\alpha>\frac{1}{2}$ and polynomial time computable for $\alpha \leq \frac{1}{2}$.

Proof. We first show that computing a best response strategy is NP-hard with $\alpha>\frac{1}{2}$. For this, we reduce from the Minimum Dominating Set problem. Given any graph $G=(V, E)$ for which we want to compute a minimum size dominating set. We embed the nodes of $G$ as follows into a 1-2-metric: Let $\mathcal{M}=(V \cup\{u\}, d)$ be a 1-2-metric, with $u \notin V$ being a new node, where for all $x, y \in V \cup\{u\}$ we have

$$
d(x, y)= \begin{cases}1 & , \text { if }(x, y) \in E \\ 2 & , \text { otherwise }\end{cases}
$$

Furthermore, let $\mathbf{s}$ be a strategy-profile where in $G(\mathbf{s})=(V \cup\{u\}, E(\mathbf{s}))$ all the edges in $G$ are built in both directions but no other edges. We now consider the best response of agent $u$ and let $D$ be the set of nodes that agent $u$ builds edges to in its best response in $G(\mathrm{~s})$. Since we have $d(u, x)=2$ for every node $x \in V$, it follows that node $u$ has a stretch of 1 to all nodes in $D$ and a stretch of $\frac{3}{2}$ to all nodes $w \in V \backslash D$ such that there exists a node $v \in D$ with $(v, w) \in E(\mathbf{s})$, i.e, the edge $(v, w)$ is a 1-edge in $G(\mathbf{s})$. Let $C$ be the set of these nodes, i.e., $C=\{w \in V \backslash D \mid \exists v \in D \wedge(v, w) \in E(\mathbf{s})\}$. Note that for any node $z \in V \backslash(C \cup D \cup\{u\})$, there cannot exist a greedy path from $u$ to $z$, since, by Lemma 2.1, any such path can have at most two edges. Thus, since for any such node $z$ agent $u$ would incur stretchcost of $Z>\alpha+\frac{3}{2}$, no such node $z$ can exist if $D$ is agent $u$ 's best response. In this case, building an edge to $z$ would strictly decrease agent $u$ 's cost, i.e., we have that $C \cup D=V$. Thus, the set $D$ must be a dominating set in $G$. Since every edge costs $\alpha>\frac{1}{2}$ and building an edge to a node $x \in V$ can decrease its stretchcost at most by $\frac{1}{2}$, agent $u$ 's best response should buy as few edges as possible such that greedy routing is enabled, i.e., the set $D$ must be a minimum size dominating set in $G$. Thus, computing a best response strategy for agent $u$ is NP-hard.

Next, if we have $\alpha \leq \frac{1}{2}$ then the proof of Theorem 2.12 implies for every agent $u$ that building all the edges that are incident outgoing edges of $u$ in the unique MaxDSG is a best response. This can be computed in polynomial time, since these are all outgoing edges, except the 2 -edges ( $u, w$ ), where $(u, v)$ and $(v, w)$ both are 1-edges.

The NP-hardness of deciding if a given network $G$ is in NE in a 1-2-metric follows from Theorem 2.11. There it is shown that for $\alpha>\frac{1}{2}$ all NE must be $\operatorname{BDSG}(\alpha)$, i.e, the strategy of every agent $u$ must minimize the quantity $\left(\alpha-\frac{1}{2}\right)\left|W_{2}(u)\right|+\frac{1}{2}\left|W_{2}^{+}(u)\right|$. When $\left|W_{2}^{+}(u)\right|=0$, this corresponds to a minimum dominating set for the network $G_{-u}^{1}$ and this network can be arbitrary.
Finally, deciding if a given network is in NE with $\alpha \leq \frac{1}{2}$ can be done in polynomial time by Theorem 2.12.

The characterization in Theorem 2.12 and the above results directly imply that our results also hold for the problem of computing a NE network. This is true since MaxDSGs can be computed in polynomial time, whereas computing a MinDSG is NP-hard.

Corollary 2.16. In a 1-2-metric computing $a$ NE can be done in polynomial time if $\alpha \leq \frac{1}{2}$ and it is NP-hard if $\alpha>\frac{1}{2}$.
Greedy Equilibria. Since computing a best response is NP-hard if $\alpha>\frac{1}{2}$, it is natural to consider simpler strategy changes, where an agent can only add, delete or swap a single edge to decrease its cost. Networks where no such strategy changes can improve the agents' cost are exactly the set of Greedy Equilibria (GE) [38]. For other related variants of network creation games, it has been shown that GE are good approximations of NE, i.e., that every GE is a $3-\mathrm{NE}[7,38]$. We now show, that enforcing greedy routing changes this picture completely.

Theorem 2.17. In a 1-2-metric there are GE, that are not in $\Omega\left(\frac{\alpha n}{\alpha+n}\right)$-NE.
Proof. We begin by showing that there are networks in GE that are not in $\frac{\alpha n-2 \alpha+n-1}{2 \alpha+n}$-approximate NE. For this, we examine the network $G$ in Figure 4.


Fig. 4. A network in GE. Black edges represent 1-edges; red edges are 2-edges; all node pairs without edge inherit distance 2.

First, we show that network $G$ is in GE by proving that no agent can decrease its cost by adding, removing, or swapping a single incident outgoing edge.

Let $\mathbf{s}$ be the strategy-profile such that $G=G(\mathbf{s})$. Agent $u$ cannot remove its edges to any node $a_{i}$ or $w$ as that would remove the greedy path to that node. The stretch to node $v$ is already 1 , so adding or swapping an edge would not be beneficial either. No agent $a_{i}$ can remove its edge to nodes $u$ or $v$ as that would remove the greedy paths to them. The stretch to all other nodes $a_{i}$ and $w$ is already 1 , so adding or swapping an edge would not be beneficial either. Agent $v$ cannot remove any edge to a node $a_{i}$ or $w$ because that would remove the greedy paths to them. The stretch to node $u$ is already 1 so adding or swapping an edge would not be beneficial either. Finally, agent $w$ cannot remove any edge to nodes $u$ or $v$ because otherwise there would be no greedy path to that node. The stretches to all nodes $a_{i}$ are already 1 , so adding an edge or swapping one would not be
beneficial either. Thus, the network $G$ is in GE. Let $S_{u}=\left\{a_{1}, \cdots, a_{x}, w\right\}$, i.e., agent $u$ 's strategy in $G(s)=G\left(S_{u}, s_{-u}\right)$. The cost of agent $u$ is then given by

$$
c_{u}\left(S_{u}, \mathbf{s}_{-u}\right)=\operatorname{stretchcost}_{u}\left(S_{u}, \mathbf{s}_{-u}\right)+\operatorname{edgecost}_{u}\left(S_{u}, \mathbf{s}_{-u}\right)=\alpha(x+1)+n-1=n(\alpha+1)-2 \alpha-1,
$$

since we have that $x=n-3$.
Now, if in contrast agent $u$ would remove its edges to all nodes $a_{i}$ and instead build one edge to node $v$, i.e., the strategy $S_{u}^{\prime}=\{v, w\}$, this yields a cost of

$$
c_{u}\left(S_{u}^{\prime}, \mathbf{s}_{-u}\right)=\operatorname{stretchcost}_{u}\left(S_{u}^{\prime}, \mathbf{s}_{-u}\right)+\operatorname{edgecost}_{u}\left(S_{u}^{\prime}, \mathbf{s}_{-u}\right)=2 \alpha+\frac{3}{2} x+2=2 \alpha+\frac{3}{2} n-\frac{5}{2}
$$

Thus, the network is not in $\frac{c_{u}\left(S_{u}, s-u\right)}{c_{u}\left(S_{u}^{\prime}, \mathrm{s}-u\right)}=\frac{n(\alpha+1)-2 \alpha-1}{2 \alpha+3 / 2 n-5 / 2} \in \Omega\left(\frac{\alpha n}{\alpha+n}\right)$-approximate NE.
Approximate Equilibria. For $\alpha>\frac{1}{2}$, we know that NE exist, but even deciding if a given network is in NE is NP-hard. Thus, aiming for approximate equilibria seems an appropriate solution. However, we have seen that simply using GE for this is also an option. However, since approximation algorithms exist for the Dominating Set problem, there is a different approach.

Theorem 2.18. In 1-2-metrics, $a(\log n)$-approximate NE always exists.
Proof. By Theorem 2.11 we have that for $\alpha>0$ all $\operatorname{BDSG}(\alpha)$ are the only NE. That means that for every node $u$ the quantity $b=\left(\alpha-\frac{1}{2}\right)\left|W_{2}(u)\right|+\frac{1}{2}\left|W_{2}^{+}(u)\right|$ should be minimum. Using the fact that $\left|W_{2}(u)\right|=\left|W_{2}^{+}(u)\right|+\left|W_{2}^{-}(u)\right|$, we get that $b=\left(\alpha-\frac{1}{2}\right)\left|W_{2}^{-}(u)\right|+\alpha\left|W_{2}^{+}(u)\right|$.

Then, we construct a network that is in $O(\log n)$-approximate NE as follows. To ensure that greedy routing is enabled, we first construct a MaxDSG network $G$. Now, we consider every agent $u$ sequentially. We know that agent $u$ 's strategy must be a dominating set in the network $G_{-u}^{1}$. Since the Dominating Set problem is a special case of the Set Cover problem, we can use the standard greedy approximation algorithm for Weighted Set Cover [17] to compute a dominating set that is at most a factor of $O(\log n)$ larger than the minimum size dominating set, where every node $v \in W_{2}^{+}(u)$ has weight $\alpha$, and every node $x \in W_{2}^{-}(u)$ has weight ( $\alpha-\frac{1}{2}$ ). We now replace agent $u$ 's strategy in $G$ by the computed approximate dominating set.

With this, we ensure that greedy routing is still enabled, and we have that no agent can decrease its edgecost by more than a factor of $O(\log n)$ by any strategy change. Moreover, observe that, since greedy routing is enabled, we have, by Lemma 2.1, that all pairwise stretches are at either 1 or $\frac{3}{2}$. Thus, in any strategy that ensures that greedy routing works for some agent $u$, the stretchcosts of $u$ can be at most a factor of $\frac{3}{2} \in O(\log n)$ higher that its best possible stretchcost. Thus, in the constructed network, any agent $u$ can improve its cost at most by a factor of $O(\log n)$ by performing a strategy change.

## 3 TREE METRICS

Now we examine networks that are created with an underlying tree metric. Remember that in a tree metric, a positively weighted undirected spanning tree $T$ is given, such that for all nodes $u, v \in \mathcal{P}$, we have $d(u, v)=d_{T}(u, v)$. In the following, we always use $T$ to denote this tree.

Let $\mathbf{s}^{T}$ denote the strategy-profile, where every edge of $T$ is created in both directions and let $G^{T}=G\left(\mathbf{s}^{T}\right)$ be the corresponding created network, i.e., $G^{T}$ is identical to $T$, but every edge is replaced by directed edges in both directions of the same weight as the respective edge in $T$. For our analysis, we will consider the network $G^{T}=\left(\mathcal{P}, E^{T}, \ell\right)$ rooted at a noder $\in \mathcal{P}$, denoted as $G_{r}^{T}$. This is defined analogous to rooting the tree $T$ at node $r$. We say that node $v$ is the child of node $u$ in $G_{r}^{T}$, if $(u, v) \in E^{T}$ and if $d(u, r)<d(v, r)$, i.e., if $u$ is closer to $r$ than $v$. Moreover, in $G_{r}^{T}$ node $w$ is a descendant of node $u$, if a path $u=x_{1}, x_{2}, \ldots, x_{k}=w$ exists, such that $x_{i+1}$ is the child of $x_{1}$, for $1 \leq i \leq k-1$. We assume that $u$ is also a descendant of itself.

Since for all our purposes the network $G_{r}^{T}$ behaves exactly like the tree $T$ rooted at $r$, we will from now on use the terminology from trees, when working with $G^{T}$ or $G_{r}^{T}$. For example, for $G_{r}^{T}$ we let subtree ( $u$ ) denote the subtree of $G_{r}^{T}$ rooted at node $u$ that includes all descendants of $u$ (including $u$ ). Furthermore, let below ( $u$ ) refer to the set of subtrees $\{$ subtree $(v) \mid v$ is a child of $u\}$.

We start with two general statements about greedy paths and strategies in tree metrics.
Lemma 3.1. In a tree metric, a greedy path from node $u$ to a node $v$ can only consist of nodes that are in the same subtree from below $(u)$ in $T$ rooted at $u$ that contains node $v$.

Proof. Let $u \in \mathcal{P}$ and let $v \in \mathcal{P} \backslash\{u\}$. Now, consider the set of subtrees below $(u)$ of $T$ rooted at $u$. Note that the subtrees in below $(u)$ include all agents except $u$. Hence, there exists a subtree $T^{\prime} \in$ below $(u)$, such that $v \in T^{\prime}$. To show our statement it thus suffices to show that, indeed, a path from $u$ to $v$ can only be a greedy path, if the path consists exclusively of nodes in $T^{\prime}$. Towards a contradiction, consider any agent $x \notin T^{\prime}$ and assume that $x$ is part of a greedy path from $u$ to $v$. Observe that agent $x$ has a path to $v$ only via $u$, since $T$ is rooted at $u$ and $x$ and $v$ are nodes of two different subtrees of $u$. It follows that $d_{T}(x, v)>d_{T}(u, v)$, which contradicts that the considered path is greedy path from $u$ to $v$ via $x$.

Lemma 3.2. In any strategy profiles that enables greedy routing with a tree metric, for any node $u$, in $G(s)$ agent $u$ needs to have an edge to some node in every subtree in below $(u)$ of $T$ rooted at $u$.

Proof. Fix any agent $u \in \mathcal{P}$ and consider the network $G(s)$. For the sake of contradiction, let $T^{\prime} \in \operatorname{below}(u)$ be a subtree of $T$, such that agent $u$ does not build an edge to any node $v \in T^{\prime}$ in $G(\mathbf{s})$. Then, fixing any $w \in T^{\prime}$ and, by Lemma 3.1, all greedy paths from $u$ to $w$ can only traverse nodes in $T^{\prime}$. Thus, by recalling that agent $u$ has no edge to any vertex $v \in T^{\prime}$, agent $u$ cannot have a greedy path to $w$.

Equilibrium Existence. Here, we show the existence of equilibria and partially characterize them.
Theorem 3.3. In a tree metric, the network $G^{T}$ is always a NE and a social optimum.
Proof. Consider an agent $u \in \mathcal{P}$. First, observe that in $G^{T}$ all of agent $u$ 's distances and stretches are already minimal. Hence, adding any edges cannot improve its stretchcosts. Moreover, by Lemma 3.2, agent $u$ also cannot remove any edges. For the same reason, swapping an edge ( $u, v$ ) with another edge $(u, w)$ is only possible for $T^{\prime} \in \operatorname{below}(u)$, such that $u, v \in V\left(T^{\prime}\right)$, i.e., if the two nodes belong to the same subtree. However, since swapping edges does not change agent $u$ 's edgecosts, such a swap cannot be an improving move since agent $u$ 's stretchcosts cannot be further improved. Hence, there are no improving moves for any agent and $G^{T}$ is a NE. Because all distances and stretches are minimal and there is no cheaper set of edges to enable greedy routing, the network $G^{T}$ must also be social optimum.

In the following, we show that GE are unique. This completely characterizes all GE and NE.
Theorem 3.4. In a tree metric, the network $G^{T}$ is the only GE.
Proof. We prove the statement in two steps while assuming, for the sake of contradiction, that there is a GE network $G$ that differs from $G^{T}$. First, we show that in this case, network $G^{T}$ cannot be a proper subgraph of $G$, i.e., network $G$ contains all the edges of $G^{T}$ and at least one other edge. Then, in a second step, we show that if $G^{T}$ is not a subgraph of $G$, i.e., if $G$ does not contain all the edges of $G^{T}$, then $G$ is not in GE. This yields that any GE network must be identical to $G^{T}$.

To show that $G^{T}=\left(\mathcal{P}, E^{T}, \ell\right)$ cannot be a proper subgraph of $G=(\mathcal{P}, E, \ell)$, we observe that if this was the case, then $E^{T} \subset E$ holds, i.e., $E \backslash E^{T} \neq \emptyset$. Thus, there exists at least one edge
$e \in E \backslash E^{T}$. However, by definition of $G^{T}$, the total strechcosts and the distances are minimized in the network $G^{T}$. Hence, removing the edge $e \in E \backslash E^{T}$ would be an improving move. A contradiction.

Let us now consider the case that $G^{T}$ is not a subgraph of $G$, while $G$ is a GE. We define $f_{a}(b)$ to be the number of descendants of node $b$ in $G_{a}^{T}$. We consider a specific edge, for this, let $(u, v)=\arg \min _{(a, b) \in E^{T} \backslash E} f_{a}(b)$, i.e., the tuple $(u, v)$ that is an edge in $G^{T}$ but not in $G$, that minimizes the number of descendants of node $v$ in $G_{u}^{T}$. Notice that such an edge always exists, since we assume that $G^{T}$ is not a subgraph of $G$ and thus, $E^{T} \backslash E \neq \emptyset$.
We now examine the greedy path from node $u$ to node $v$ in network $G$. Since $(u, v) \notin E$, in conjunction with the assumption that $G$ is a GE, there must exist another node $x \neq v$, such that $(u, x) \in E$, that enables a greedy path from $u$ to $v$ in $G$, i.e., the edge $(u, x)$ is the first edge on this greedy path. By Lemma 3.1, node $x$ must belong to the same subtree $T^{\prime}$ as $v$ in below $(u)$ in $T$ rooted at $u$. Since $v$ is a child of $u$ in $T$ rooted at $u$, we have that $T^{\prime}=\operatorname{subtree}(v)$. It follows that $(u, x) \notin E^{T}$, since in $G_{r}^{T}$ node $u$ only has $v$ as child in $T^{\prime}$.

Next, recall that we assume that $G=G(\mathbf{s})=G\left(S_{u}, \mathbf{s}_{-u}\right)$ is a GE. It follows that for agent $u$ it is not an improving move to swap the edge $(u, x) \in E$ for the edge $(u, v) \notin E$. Now, let $S_{u}^{\prime}=S_{u} \backslash\{x\}$ and let $\mathbf{s}^{v}=\left(S_{u}^{\prime} \cup\{v\}, \mathbf{s}_{-u}\right)$. For convenience, let $\mathbf{s}^{x}=\mathbf{s}=\left(S_{u}^{\prime} \cup\{x\}, \mathbf{s}_{-u}\right)$.

We first show, that after the swap, i.e., in $G\left(s^{v}\right)$, agent $u$ still has a greedy path to all nodes. Since in $G\left(s^{v}\right)$ nothing changes for greedy paths that do not use $x$ as first hop, it suffices to focus on such paths. Thus, consider a greedy path $P$ from $u$ to $z \in \mathcal{P}$ in $G\left(\mathbf{s}^{x}\right)$ that uses $x$ as first hop. Since $G$ is a GE, agent $v$ has a greedy path $Q$ to $x$ in $G$. Moreover, since $x$ is in subtree(v), it follows that $d_{T}(v, x)<d_{T}(u, x)$. Thus, in $G\left(s^{v}\right)$ agent $u$ has a greedy path to $x$ via node $v$ and $Q$. This implies that also in $G\left(s^{v}\right)$ agent $u$ has a greedy path to $z$, since the path via $v, Q$ and $P$ is a greedy path.

The swap from $(u, x)$ to $(u, v)$ decreases agent $u$ 's stretch to $v$ but it does not change $u$ 's edgecost. Since the swap does not reduce agent $u$ 's cost, there must be a node $w \in \mathcal{P}$ to which agent $u$ 's stretch increases after the swap, i.e., $\operatorname{stretch}_{G\left(s^{x}\right)}(u, w)<\operatorname{stretch}_{G\left(s^{v}\right)}(u, w)$. It follows, that in $G=G\left(\mathbf{s}^{x}\right)$, agent $u$ has a greedy path via $x$ to $w$.

By Lemma 3.1, it follows that both nodes $x$ and $w$ must belong to the same subtree $T^{\prime}$ in below( $u$ ) in $T$ rooted at $u$, which must be $T^{\prime}=\operatorname{subtree}(v)$.

Now, if $\operatorname{stretch}_{G}(v, w)=1$, then agent $u^{\prime} s$ stretch to $w$ must be optimal in $G\left(s^{v}\right)$ and hence, the stretch cannot have increased compared to $G\left(\mathbf{s}^{x}\right)$. Hence, we can assume that stretch $(v, w)>1$. In this case, there there must be a vertex $p$ along the path from $v$ to $w$ in $T$ that in $G$ does not create the edge to the next node $q$ on that path. Thus, the edge $(p, q)$ is in $E^{T} \backslash E$. Now, note that $f_{p}(q)<f_{u}(v)$, since $q$ 's subtree in $G_{p}^{T}$ is completely contained in $v$ 's subtree in $G_{u}^{T}$. This is a contradiction to the choice of edge ( $u, v$ ), i.e., to $(u, v)$ having the minimum $f$-value.

Thus, every edge of $G^{T}$ must be contained in $G$ and thus, $G^{T}$ is the only GE.
Dynamic Properties. We investigate if NE networks in tree metrics can be found by iteratively selecting best responses. The answer is affirmative.

Theorem 3.5. In a tree metric our game is weakly acyclic under best responses.
Proof. Fix any $u \in \mathcal{P}$ and root $T$ in $u$. Consider any subtree $T^{\prime} \in \operatorname{below}(u)$. Recall that, by Lemma 3.2, agent $u$ needs to build an edge ( $u, v$ ), where $v \in T^{\prime}$, in order to enable greedy routing from $u$ to the set of nodes in $T^{\prime}$. Note that in case that in a strategy-profile $\boldsymbol{s}$ all edges of $T^{\prime}$ are created in both directions, then the best response of agent $u$ in $\mathbf{s}$ is to create the edge ( $u, u^{\prime}$ ), where $u^{\prime}$ is the root of subtree $T^{\prime}$, since $u^{\prime}=\arg \min _{v \in V\left(T^{\prime}\right)} d_{T}(u, v)$.

We can now use this observation to get from any strategy-profile $s$ to the strategy-profile $\mathbf{s}^{T}$ by a finite sequence of best responses. For this, we root $T$ in $u$ and activate the agents of $T$ in a
bottom-up fashion, i.e., starting with the leaves and then moving upwards. This ensures that all edges of $G^{T}$ are eventually created.

After all edges of $G^{T}$ are created, we activate all agents that still have edges that do not belong to $G^{T}$ in any order. Any such edge will be removed since the edges of $G^{T}$ already suffice to achieve optimal stretchcosts. Thus, since $G^{T}$ is a NE, our game is weakly acyclic under best responses.

Computational Complexity. Here, we investigate the computational complexity of computing a best response in tree metrics. We show, that this is a hard problem.

Theorem 3.6. In tree metrics, computing a best response is NP-hard.
Proof. The main argument of the proof is that computing a best response boils down to solving Set Cover [34]. To this end, we reduce from Set Cover and show that if the number of edges build in a best response strategy of an agent in our constructed instance could be computed in polynomial time, then the size of a minimum set cover could also be computed in polynomial time.
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Fig. 5. (a) tree $T$ that defines the tree metric; (b) our construction of the Set Cover-instance.

Let $P=\left(\left\{x_{1}, \ldots x_{n}\right\},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$ be an instance of Set Cover, where $\left\{x_{1}, \ldots x_{n}\right\}$ is the set of elements that need to be covered and $\left\{Q_{1}, \ldots, Q_{m}\right\}$ is a collection of subsets of the elements that can be selected. Given a Set Cover-instance, we construct a corresponding bipartite graph $G(V, E)$ with a node for every set $Q_{i}$ and for every element $x_{i}$, and edges between every set and its contained elements. We add nodes $u, v$ and $c$ and connect node $v$ to node $c$ as well as every node $Q_{i}$. The tree metric then is defined as in Figure 5a and we fix $\alpha>4$.

Let $C$ be a minimum set cover of $P$. We show that the number of edges that agent $u$ builds in a best response in the corresponding game instance is $1+|C|$. First, observe that node $v$ only inherits outgoing edges. Thus, agent $u$ has to create an edge to node $v$ to enable a greedy path to $v$. In contrast, consider the potential edge $(u, c)$. Note that $\frac{d(u, v)+d(v, c)}{d(u, c)}=2<4<\alpha$. This, in conjunction with the observation that a potential edge ( $u, c$ ) would not affect the stretch to any other node, leads to the conclusion that the creation of an edge from $u$ to $c$ is not an improving move.

Let $B$ be the best response of agent $u$. Given $B$, where we do not necessarily know which nodes it contains, except for $v \in B$ and $c \notin B$, we construct another strategy $B^{\prime}=\psi(B)$. The mapping $\psi: X \rightarrow Y$, for $X, Y \subseteq V$, is defined as follows: For $Q_{j} \in B$ or $v \in B$ we simply map $\psi\left(Q_{j}\right)=Q_{j}$ and $\psi(v)=v$ respectively. In contrast, for any $x_{i} \in B$ we have $\psi\left(x_{i}\right)=Q_{j}$, where $\left(Q_{j}, x_{i}\right) \in E(G)$. Note that for any $x_{i}$ such a node $Q_{j}$ exists by the construction of $G$. Moreover, we observe that whenever $x_{i} \in B$, then this implies that $Q_{j} \notin B$. To see this, consider any such pair ( $Q_{j}, x_{i}$ ) and assume that $Q_{j}, x_{i} \in B$, i.e., in agent $u$ 's best response it builds an edge to both $x_{i}$ and $Q_{j}$.

We show that dropping the edge ( $u, x_{i}$ ) would be a better response, hence, a contradiction to $B$ being the best response of agent $u$. To that end, consider the stretchcosts without $\left(u, x_{i}\right)$. As $u$ has a greedy path to $x_{i}$ via $Q_{j}$, we get $\operatorname{stretch}_{G}\left(u, x_{i}\right)=\frac{d\left(u, Q_{j}\right)+d\left(Q_{j}, x_{i}\right)}{d\left(u, x_{i}\right)}=\frac{3}{2}$ by our metric in Figure 5 a.

In contrast, including the edge ( $u, x_{i}$ ) entails an additional cost of $\alpha$ with optimal stretch $\operatorname{stretch}_{G}\left(u, x_{i}\right)=1$. Since $\alpha>4$, this yields a larger cost for $u$ compared to dropping the edge. The contradiction is completed by noticing that the edge $\left(u, x_{i}\right)$ does not enable any other greedy path for $u$. We conclude that our defined mapping $\psi: X \rightarrow Y$ is valid for our set $B$ and that $|B|=\left|B^{\prime}\right|$ for $B^{\prime}=\psi(B)$.

Next, we observe that $B^{\prime} \backslash\{v\}$ constitutes a set cover $P$. To see that, recall that greedy routing is enabled for agent $u$ via strategy $B$. Thus, strategy $B^{\prime}$ also enables greedy routing for agent $u$ which entails that for all $x_{i}$ there exists an $Q_{j}$ such that $\left(u, Q_{j}\right)$ and $\left(Q_{j}, x_{i}\right)$.

Moreover, the set $B^{\prime} \backslash\{v\}$ must constitute a minimum set cover: Suppose that it were otherwise and a set cover $C$ with $|C|<\left|B^{\prime}\right|-1$ exists. We show that $D=C \cup\{v\}$ is a better response than $B$, which yields a contradiction, since $B$ is the best response for agent $u$. In both strategies, agent $u$ 's distances to $c$ and $v$ are $d(u, c)=4$ and $d(u, v)=3$ respectively, the distances to all $Q_{j}$ are either $d\left(u, Q_{j}\right)=3$ or $d(u, v)+d\left(v, Q_{j}\right)=5$ depending on whether there exists an edge ( $u, Q_{j}$ ). Thus, the difference in stretch of a network including $\left(u, Q_{j}\right)$, in contrast to the same network but without edge $\left(u, Q_{j}\right)$, is $\Delta=\frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}-\frac{d\left(u, Q_{j}\right)}{d\left(u, Q_{j}\right)}=\frac{2}{3}$. In a similar fashion, recalling that if $\left(u, x_{i}\right)$ is not included then agent $u$ creates the edge ( $u, Q_{j}$ ), we have that the distance to $x_{i}$ is either $d\left(u, x_{i}\right)=4$ or $d\left(u, Q_{j}\right)+d\left(Q_{j}, x_{i}\right)=6$ depending on whether there is an edge $\left(u, x_{i}\right)$. Moreover, the difference in stretch is then given by $\delta=\frac{d\left(u, Q_{j}\right)+d\left(Q_{j}, x_{i}\right)}{d\left(u, x_{i}\right)}-\frac{d\left(x_{i}\right)}{d\left(x_{i}\right)}=\frac{1}{2}$. Then, setting $X=\left\{x_{1}, \cdots, x_{n}\right\}$ and $Q=\left\{Q_{1}, \cdots, Q_{m}\right\}$, the stretchcosts of $B$ are at least

$$
\begin{aligned}
& \frac{d(u, v)+d(v, c)}{d(u, c)}+\frac{d(u, v)}{d(u, v)}+\sum_{Q_{j} \in Q \backslash B}^{m} \frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}+\sum_{x_{i} \in X \backslash B}^{n} \frac{d\left(u, Q_{i, j}\right)+d\left(Q_{i, j}, x_{i}\right)}{d\left(u, x_{i}\right)}+|B|-1 \\
& \geq \frac{d(u, v)+d(v, c)}{d(u, c)}+\frac{d(u, v)}{d(u, v)}+\sum_{j=1}^{m} \frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}+\sum_{i=1}^{n} \frac{d\left(u, Q_{i, j}\right)+d\left(Q_{i, j}, x_{i}\right)}{d\left(u, x_{i}\right)}-\max (\delta, \Delta)(|B|-1),
\end{aligned}
$$

where $Q_{i, j}$ is $Q_{j}$ such that $\left(Q_{j}, x_{i}\right) \in E(G)$. The last line follows as we overcount the number of edges by a factor of $|B|-1$ and we assume the discount factor of the stretches to be maximal $\Delta=\max (\delta, \Delta)$ in order to achieve a lower bound. Plugging in the values now yields

$$
\begin{equation*}
{\operatorname{stretch} \operatorname{cost}_{u}}(B) \geq \frac{4}{2}+\frac{3}{3}+\frac{5}{3} m+\frac{6}{4} n-\frac{2}{3}(|B|-1) . \tag{4}
\end{equation*}
$$

Analogously, we derive an upper bound on the stretchcost of agent $u$ applying strategy $D$, giving

$$
\begin{align*}
& \frac{d(u, v)+d(v, c)}{d(u, c)}+\frac{d(u, v)}{d(u, v)}+\sum_{Q_{j} \in Q \backslash D}^{m} \frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}+\sum_{x_{i} \in X \backslash D}^{n} \frac{d\left(u, Q_{i, j}\right)+d\left(Q_{i, j}, x_{i}\right)}{d\left(u, x_{i}\right)}+|D|-1 \\
& \leq \frac{d(u, v)+d(v, c)}{d(u, c)}+\frac{d(u, v)}{d(u, v)}+\sum_{j=1}^{m} \frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}+\sum_{i=1}^{n} \frac{d\left(u, Q_{i, j}\right)+d\left(Q_{i, j}, x_{i}\right)}{d\left(u, x_{i}\right)}-\min (\delta, \Delta)(|D|-1) \\
& =\frac{4}{2}+\frac{3}{3}+\frac{5}{3} m+\frac{6}{4} n-\frac{1}{2}(|D|-1) . \tag{5}
\end{align*}
$$

Thus, combining Equation (4) with Equation (5), the increase in stretch cost from strategy $B$ in comparison to strategy $D$ is at most

$$
\operatorname{stretchcost}_{u}(D)-\operatorname{stretchcost}_{u}(B) \leq \frac{2}{3}|B|-\frac{1}{2}|D|-\frac{1}{6}<\frac{2}{3}|B|-\frac{1}{2}|D| .
$$

This now stays in contrast to the reduction in edgecosts given by $\operatorname{edgecost}_{u}(B)-\operatorname{edgecost}_{u}(D)=$ $(|B|-|D|) \alpha$. We now recall that $\alpha>4$ and by previous discussion it is finally revealed that

$$
\begin{aligned}
\operatorname{edgecost}_{u}(B)-\operatorname{edgecost}_{u}(D) & =(|B|-|D|) \alpha \\
& >(|B|-|D|) 4 \\
& >\frac{2}{3}|B|-\frac{1}{2}|D| \\
& >\operatorname{stretch}^{2} \operatorname{cost}_{u}(D)-\operatorname{stretchcost}_{u}(B),
\end{aligned}
$$

whereby the penultimate line follows since $|D| \leq|B|-1$. Notice that $\operatorname{edgecost}_{u}(B)-\operatorname{edgecost}_{u}(D)>$ $\operatorname{stretch}^{\operatorname{cost}_{u}}(D)-{\operatorname{stretch} \operatorname{cost}_{u}}^{(B)}$ entails that $c_{u}(B)>c_{u}(D)$. Hence, if a best response of size $k$ could be computed in polynomial time, then the size of a set cover of size $k-1$ could be found in polynomial time, since our reduction is computable in polynomial time as well.

## 4 EUCLIDEAN METRICS

In this section, we study Euclidean metrics, which are metrics where there is a function that maps agents to points in a $d$-dimensional Euclidean space, such that the distances in the metric between agents correspond to the distances of their points in the Euclidean space. We use the 2-norm to measure distances in the Euclidean space. We focus on 2D-Euclidean metrics but all results regarding the existence of equilibria and computational complexity directly apply to higher dimensional spaces as well. Given three nodes $u, v, w \in \mathcal{P}$ in a Euclidean metric, let $\angle v u w$ be the angle of $u$ formed by rays $\overrightarrow{u v}$ and $\overrightarrow{u w}$. We always consider the positive angle, which is at most $\pi$.

Equilibrium Existence. First, we show that GE may not exist, modifying the proof of Theorem 5.1 from Moscibroda, Schmid and Wattenhofer [43].

Theorem 4.1. In a 2D Euclidean metric there are instances of our game that do not have a GE.


Fig. 6. 2D Euclidean metric that does not have a GE.
Proof. Modifying the proof of Theorem 5.1 from Moscibroda, Schmid and Wattenhofer [43] for $k=1$, where $\epsilon>0$ is an arbitrarily small constant, we show that there are no GE in the network in Figure 6 for $\alpha=0.6$. Differing from the construction in [43], we changed $d(b, y)$ to enable greedy routing. To that end, we first establish general statements about the strategies of agents in NE to show that only the strategies for agents $y$ and $z$ shown in Figure 7 could possibly be part of a NE. Then, we show that none of these strategies is in NE.

First, we note that the edges $(b, a),(b, c),(c, b),(y, z)$ and $(z, y)$ have to be built to enable greedy routing, because there is no other node closer to the head of each edge than the tail of that edge. Furthermore, agent $a$ also builds an edge to $b$ because the only other possible greedy path via $c$


Fig. 7. Candidates for equilibrium strategies for vertices $y$ and $z$.
would have a stretch of $\frac{d(a, c)+d(c, b)}{d(a, b)}=\frac{d(a, c)+1}{1.14}>1+\alpha$ and thus adding the edge to $b$ is an improving move for $a$. Additionally, agent $a$ does not build an edge to $c$ because that would improve the stretch to $c$ by $\frac{d(a, b)+d(b, c)}{d(a, c)}-1=\frac{2.14}{d(a, c)}-1<\alpha$ without changing the stretch to any other agent. Analogously, agent $c$ does not build an edge to $a$ because that would decrease stretches by at most $\frac{d(c, b)+d(b, a)}{d(c, a)}-1+\frac{d(c, b)+d(b, a)+d(a, y)-(d(c, a)+d(a, y))}{d(c, y)}=\frac{2.14}{d(a, c)}-1+\frac{4.1-(d(a, c)+1.96)}{d(c, y)}<\alpha$.

Moreover, agent $y$ also builds an edge to $a$ because the only other possible greedy path via $b$ has a stretch of $\frac{d(y, b)+d(b, a)}{d(y, a)}=\frac{3.14-\epsilon}{1.96}>1+\alpha$. Analogously, agent $y$ does not build edges to both $b$ and $c$ because if it would, it could simply remove the edge to $c$ and increase stretches by $\frac{d(y, b)+d(b, c)}{d(y, c)}=\frac{3-\epsilon}{d(c, y)}-1<\alpha$. In fact, agent $y$ does not build an edge to $c$ because if they would, they could swap their edge from $c$ to $b$, changing the sum of stretches by at most $\frac{d(y, b)+d(b, c)}{d(y, c)}-$ $\frac{d(y, c)+d(c, b)}{d(y, b)}=\frac{3-\epsilon}{d(c, y)}-\frac{d(c, y)+1}{2-\epsilon}<0$.

Additionally, agent $z$ has to build an edge to $b$ or $c$ because otherwise, there is no greedy path to $c$. Agent $z$ does not build both edges because if it did, it could remove its edge to $c$, increasing stretches by $\frac{d(z, b)+d(b, c)}{d(z, c)}-1=\frac{3}{2+\epsilon}-1<\alpha$. Finally, agent $z$ does also not build an edge to $a$ because the stretch to $a$ via $y$ is already $\frac{d(z, y)+d(y, a)}{d(z, a)}=\frac{2.96-2 \epsilon}{d(z, a)}<1+\alpha$ and the edge to $a$ would not provide shorter greedy paths to $b$ or $c$ because $z$ needs an edge to $b$ or $c$ in any case.

This leaves the potential strategies for nodes $y$ and $z$ shown in Figure 7. The strategies of $a, b$ and $c$ beyond the edges already discussed do not matter for the strategies for $y$ and $z$ because any additional edges could not be part of a greedy path starting from them. We examine all of these possible cases and show that they cannot be part of a GE.

Case 1: In Figure 7a, if $y$ adds an edge to $b$, the stretch to $b$ decreases from $\frac{d(y, a)+d(a, b)}{d(y, b)}=\frac{3.1}{2-\epsilon}$ to 1 and the stretch to $c$ from $\frac{d(y, z)+d(z, b)+d(b, c)}{d(y, c)}=\frac{4-2 \epsilon}{d(y, c)}$ to $\frac{d(y, b)+d(b, c)}{d(y, c)}=\frac{3-\epsilon}{d(y, c)}$ which is a total improvement of more than $\alpha$.

Case 2: In Figure 7b, agent $z$ can swap its edge from $b$ to $c$, changing the sum of stretches by $\frac{d(z, y)+d(y, b)}{d(z, b)}-\frac{d(z, b)+d(b, c)}{d(z, c)}=\frac{3-3 \epsilon}{2}-\frac{3}{2+\epsilon}<0$.

Case 3: In Figure 7c, if agent $y$ removes its edge to $b$, the stretch to $c$ stays unchanged at $\frac{d(y, z)+d(z, c)}{d(y, c)}=\frac{d(y, b)+d(b, c)}{d(y, c)}$, while the stretch to $b$ increases from 1 to $\frac{d(y, a)+d(a, b)}{d(y, b)}=\frac{3.1}{2-\epsilon}$ which is an increase of less than $\alpha$.

Case 4: In Figure 7d, agent $z$ can swap their edge from $c$ to $b$, changing the sum of stretches by $\frac{d(z, b)+d(b, c)}{d(z, c)}-\frac{d(z, c)+d(c, b)}{d(z, b)}=\frac{3}{2+\epsilon}-\frac{3+\epsilon}{2}<0$.

Thus, there can be no GE in this instance.

Computational Complexity. Next, we show that finding a best response is computationally hard.
Theorem 4.2. In a 2D Euclidean metric, computing a best response is NP-hard.

Proof. We reduce from Set Cover and show that, if the number of edges of an agent's best response could be computed in polynomial time, then the size of a minimum set cover could also be found in polynomial time, which would imply $\mathrm{P}=\mathrm{NP}$.


Fig. 8. (a) 2D Euclidean metric where $Q_{i}$ and $x_{i}$ are equally spaced on a circle with diameter $\epsilon>0$. Distances to these circles are the distance to the closest point on it, (b) our construction for the Set Cover reduction.

Given an instance of Set Cover $P=\left(\left\{x_{1}, \ldots x_{n}\right\},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$, we construct a bipartite graph analogously to the proof of Theorem 3.6. Then, by using the construction as given in Figure 8 and setting $\alpha>4$, the reduction from Set Cover follows by an almost verbatim repeating of the proof of Theorem 3.6.

We use the metric as given in Figure 8 a . Moreover, for the minimal and maximal stretch gain we have $\delta=\frac{d\left(u, Q_{j}\right)+d\left(Q_{j}, x_{i}\right)}{d\left(u, x_{i}\right)}-\frac{d\left(x_{i}\right)}{d\left(x_{i}\right)}=\frac{4}{17}$ and $\Delta=\frac{d(u, v)+d\left(v, Q_{j}\right)}{d\left(u, Q_{j}\right)}-\frac{d\left(u, Q_{j}\right)}{d\left(u, Q_{j}\right)}=\frac{4}{9}$ respectively.

This in conjunction with similar calculations as carried out in Equation (4) and Equation (5) gives for the best response $B$ and the potential minimal set cover $D$

$$
\begin{aligned}
\operatorname{stretchcost}_{u}(D)-\operatorname{stretchcost}_{u}(B) & <\frac{4}{9}|B|-\frac{4}{17}|D| \\
& <(|B|-|D|) \alpha=\operatorname{edgecost}_{u}(B)-\operatorname{edgecost}_{u}(D)
\end{aligned}
$$

where we made use of $|D| \leq|B|-1$ in conjunction with $\alpha>4$. We conclude that strategy $D$ is an improvement in total. Hence, if a best response could be found in polynomial time, then a minimum size set cover could be found in polynomial time because our reduction is computable in polynomial time as well.

Approximate Equilibria. Since GE do not always exist and finding a best response is computationally hard, approximate equilibria are only remaining option to construct almost stable networks in polynomial time. To that end, we employ $\Theta_{k}$-graphs for 2D-Euclidean metrics.

First introduced independently by Clarkson [18] and Keil [36], $\Theta_{k}$-graphs are constructed as follows: Each node $u$ partitions the plane into $k$ disjoint cones with itself as the apex, each having an aperture of $\frac{2 \pi}{k}$. Then, for each cone, node $u$ adds an edge to the node $v$ whose projection onto the bisector of the cone is closest to $u$.
$\Theta$-routing is a way of selecting paths in a $\Theta_{k}$-graph. With this, to get from a node $u$ to a node $v$, the edge is used that $u$ created into the cone that contains node $v$. This procedure is repeated for each node until node $v$ is reached. First, we show that if $k$ is too small, $\Theta_{k}$-graphs are not suited as approximate NEs. This result is well-known [44], but we prove it for the sake of completeness.

Theorem 4.3. For every $k \leq 5$, there exist $2 D$-Euclidean metrics where the $\Theta_{k}$ graph with directed edges does not enable greedy routing.

Proof. We construct a 2D-Euclidean metric by placing nodes in a polar coordinate system. For now, we assume that the reference direction of the coordinate system is equal to the bisector of some cone used in the construction of the $\Theta_{k}$-graph. The resulting metric is illustrated in Figure 9 .


Fig. 9. 2D Euclidean metric where there is no greedy path between $u$ and $w$ in the $\Theta_{k}$-graph for $k \leq 5$.
Let $u$ be located in the origin. Moreover, let $v$ be at distance 1 and angle $-\frac{7 \pi}{36}$, and $w$ at distance $1+\epsilon$ and angle $\frac{7 \pi}{76}$. We call this construction $C$. Since both $v$ and $w$ are in the same cone for $u$ if $k \leq 5$ (because $\frac{7 \pi}{36}<\frac{\pi}{5}$ ) and $v$ 's projection on the bisector of that cone is closer to $u$ than that of $w$, agent $u$ does not build an edge to $w$. But since $d(v, w)>d(u, w)$, agent $u$ cannot use $v$ on a greedy path to $w$ and thus cannot have a greedy path to node $w$.

In a slightly modified construction, even a global rotation of the cones (i.e. the reference direction of the coordinate system not lining up with the bisector of any cone) cannot achieve better results: First, we note that with cone-rotations of less than $\frac{\pi}{k}-\frac{7 \pi}{36}$ in either direction, the same cones stay occupied by nodes and thus the same argumentation still holds. Additionally, for any $\beta \in \mathbb{R}$, a rotation by $\beta$ is equal to a rotation by $\beta \bmod \frac{2 \pi}{k}$. Thus, we place $m=\frac{2 \pi}{k} /\left(\frac{\pi}{k}-\frac{7 \pi}{36}\right)$ copies of $C$, which we call $C_{1}, \ldots C_{m}$. Each $C_{i+1}$ is rotated by $\frac{\pi}{k}-\frac{7 \pi}{36}$, compared to $C_{i}$, and the distance between the centers of any $C_{i}$ and $C_{i^{\prime}}$ is at least $b=4$. With this, in any rotation there is a $u_{i}$ in some $C_{i}$ for which their $v_{i}$ and $w_{i}$ are in the same cone. Since all nodes from other $C_{i^{\prime}}$ have a distance of at least $b-2 \cdot d(u, w)=2-2 \epsilon$ to $w_{i}$, agent $u_{i}$ cannot use them on a greedy path $w_{i}$ either and thus $u$ has no greedy path to $w_{i}$.

With this limitation in mind, we give a general upper bound on the approximation ratio; although this leaves the case of $k=6$ open for now. Let $f(k)=\frac{1}{1-2 \sin \left(\frac{\pi}{k}\right)}$ be the maximum stretch of $\Theta$-routing in a $\Theta_{k}$-graph with $6<k<n$ [46].

Theorem 4.4. For $6<k<n$, every 2D-Euclidean instance of our game has a $f(k)+\alpha \frac{k}{n-1}-N E$.
Proof. Consider the $\Theta_{k}$-graph on $\mathcal{P}$. With $6<k<n$, the stretch between any two nodes is at most $f(k)$ with $\Theta$-routing, which gives a greedy path. The best response of an agent has costs of at least $n-1$, because the stretch to every other node is at least 1 . Thus, the $\Theta_{k}$-graph constitutes a $f(k)+\alpha \frac{k}{n-1}$-approximate NE.

While this does not yield a constant approximation ratio, we note that, as $n \rightarrow \infty$, the approximation ratio goes to $f(k)$, which can be arbitrarily close to 1 ; for $k \geq 15$, it is below 2 .

In the following, we establish a baseline constant factor approximation.

Lemma 4.5. Every 2D-Euclidean instance of the game has a 5 -approximate $N E$.
Proof. Consider the $\Theta_{8}$-graph on $\mathcal{P}$. By Bose, De Carufel, Morin, van Renssen and Verdonschot [13], $\Theta$-routing in any $\Theta_{4 k+4}$-graph gives stretches of at most $1+\frac{2 \sin \left(\frac{\pi}{4 k+4}\right)}{\cos \left(\frac{\pi}{4 k+4}\right)-\sin \left(\frac{\pi}{4 k+4}\right)}$. Thus, the maximum stretch of $\Theta$-routing in the $\Theta_{8}$-graph is $1+\frac{2 \sin \left(\frac{\pi}{8}\right)}{\cos \left(\frac{\pi}{8}\right)-\sin \left(\frac{\pi}{8}\right)}=1+\sqrt{2}$, which yields a greedy path. In the best response of an agent, its stretch to any other agent is at least 1 .

Every agent $u$ for whom the other agents are not within a cone with angle at most $\pi$ must build at least 2 edges in its best response. This stems from the fact that an edge to any node $v$ can only be part of a greedy path to a node $i$ with $\angle v u i \leq \frac{\pi}{2}$, because otherwise

$$
d(v, i)=\sqrt{d(u, i)^{2}+d(u, v)^{2}-2 d(u, i) d(u, v) \cos (\angle v u i)}>\sqrt{d(u, i)^{2}}=d(u, i),
$$

by the law of cosines and as such the path would not be a greedy path.
For every agent $u$ for whom the other agents are within a cone with angle at most $\pi$, at least three cones of the $\Theta_{8}$-graph are empty and as such agent $u$ only builds at most five edges in the $\Theta_{8}$-graph.

Finally, we consider our stretchcost function. Edgecosts are at least $\alpha$ or $2 \alpha$ in the best response, and at most $5 \alpha$ or $8 \alpha$ in the $\Theta_{8}$-graph, depending on whether all other agents are within a cone with angle at most $\pi$ or not.

Let $u \in \mathcal{P}$. Furthermore, let $\mathrm{s}_{\Theta}$ be the strategy profiles of the $\Theta_{8}$-graph in a metric, where for agent $u$ not all other agents are within a cone with angle at most $\pi$. Also, let $\mathbf{s}_{\Theta}^{\tau}$ be the strategy profiles of the $\Theta_{8}$-graph where all other agents are within a cone with angle at most $\pi$. Let $\mathbf{s}_{b r}$ and $s_{b r}^{\pi}$ be the corresponding strategy profiles, where agent $u$ 's strategy is changed to its best response, while all other strategies stay unchanged.

For our stretchcost function, we get that the $\Theta_{8}$-graph is a

$$
\max \left(\frac{c_{u}\left(s_{\Theta}\right)}{c_{u}\left(s_{b r}\right)}, \frac{c_{u}\left(s_{\Theta}^{\pi}\right)}{c_{u}\left(s_{b r}^{\pi}\right)}\right)=\max \left(\frac{8 \alpha+(1+\sqrt{2})(n-1)}{2 \alpha+(n-1)}, \frac{5 \alpha+(1+\sqrt{2})(n-1)}{\alpha+(n-1)}\right) \leq 5
$$

-approximate NE, because the stretch to all $n-1$ other agents is at least 1 in a best response and at most $1+\sqrt{2}$ in the $\Theta_{8}$-graph.

The following theorem gives a lower bound on the approximation ratio of $\Theta_{k}$-graphs. For the $\Theta_{8}$-graphs we used in the last theorem, this bound is tight.

Theorem 4.6. There are 2D-Euclidean instances of our game, where the $\Theta_{k}$-graph is not a $\left(\left\lceil\frac{k}{2}\right\rceil+\right.$ $1-\epsilon$ )-approximate NE.

Proof. We construct a 2D-Euclidean metric by placing nodes in a polar coordinate system. For now, we assume that the reference direction of the coordinate system is equal to either the bisector of some cone used in the construction of the $\Theta_{k}$-graph if $\left\lceil\frac{k}{2}\right\rceil+1$ is odd or the edge of a cone otherwise. Let $u$ be located at the origin and let $v$ be at distance 1 and angle 0 . Let the nodes $w_{1}, \ldots, w_{\left\lceil\frac{k}{2}\right\rceil+1}$ be at angles evenly spaced out over the interval $\left[-\frac{\pi}{2}+\frac{2 \pi}{5 k} ; \frac{\pi}{2}-\frac{2 \pi}{5 k}\right]$ and at distances $\frac{1}{\cos \left(\angle v u w_{i}\right)}$ (this is possible, as $\angle v u w_{i}<\frac{\pi}{2}$ and thus $\left.\cos \left(\angle v u w_{i}\right)>0\right)$. We call this construction $C$.

Agent $u$ builds edges to $\left\lceil\frac{k}{2}\right\rceil+1$ nodes in the $\Theta_{k}$-graph because each $w_{i}$ is in a different cone. For all $i$, we have, by the law of cosines, that

$$
d\left(v, w_{i}\right)=\sqrt{1^{2}+d\left(u, w_{i}\right)^{2}-2 \cdot 1 \cdot d\left(u, w_{i}\right) \cos \left(\angle v u w_{i}\right)}=\sqrt{d\left(u, w_{i}\right)^{2}-1}<d\left(u, w_{i}\right) .
$$

As such, agent $v$ cannot use $u$ on greedy paths to any $w_{i}$, whereas $u$ can use $v$ for all of them. If $v$ would not have a greedy path to some $w_{i}$, this could not be a $\left(\left\lceil\frac{k}{2}\right\rceil+1-\epsilon\right)$-approximate NE because
adding edges to all $w_{i}$ without a greedy path would improve $v$ 's costs from at least $Z$ to less than $Z$, which by definition of $Z$ is a large improvement, also by more than a factor of $\left(\left\lceil\frac{k}{2}\right\rceil+1-\epsilon\right)$. Thus, agent $u$ could replace all of its edges with an edge to $v$ and still retain greedy paths to all nodes. Let $s c$ and $s c^{\prime}$ be agent $u$ 's stretchcosts before and after this move. Agent $u$ 's total costs would improve by a factor of $\frac{\left(\left\lceil\frac{k}{2}\right\rceil+1\right) \alpha+s c^{\prime}}{\alpha+s c}$ which is at least $\left\lceil\frac{k}{2}\right\rceil+1-\epsilon$ for $\alpha \geq \frac{\left(\left\lceil\frac{k}{2}\right\rceil+1\right) s c-s c^{\prime}-\epsilon}{\epsilon}$.

In a slightly modified construction, even a global rotation of the cones (i.e. the reference direction of the coordinate system not lining up with the bisector/edge of any cone) cannot achieve better results: First, we note that with cone-rotations of less than $\frac{4 \pi}{5 k}$ in either direction, the same cones stay occupied by nodes and as such, this construction still holds. Also, a rotation by $\beta$ is equal to a rotation by $\beta \bmod \frac{2 \pi}{k}$. Thus, we place two copies of $C$, which we call $C_{1}$ and $C_{2}$. The copy $C_{2}$ is rotated by $i \frac{2 \pi}{k}+\frac{\pi}{k}$, for some $i \in \mathbb{N}$, compared to $C_{1}$, and its center is displaced. With this, in any rotation, one of $u_{1}$ or $u_{2}$ still has to build $\left\lceil\frac{k}{2}\right\rceil+1$ many edges. Additionally, by placing the $C_{1}$ and $C_{2}$ far enough apart and choosing $i$ for the rotation to ensure that they are each contained in cones of $u$ of the other that are occupied by some $w_{i}$, these do not impact the number of edges agent $u$ builds in the $\Theta_{k}$-graph or needs to build in its best response.

Thus, we cannot get a better bound on the approximation ratio of $\Theta_{8}$-graphs. However, the approximation factor does not improve by choosing a smaller $k$ : With $k=7$ being an odd number, Theorem 4.6 still gives the same lower bound of $5-\epsilon$. With $k=6$ the known bound on the stretch goes up to at least 7 (and that is not along necessarily greedy paths; to get greedy paths the stretch might be as large as the bound on $\Theta$-routing of $12 \sqrt{3}$ ) [3]. For smaller values of $k$, by Theorem 4.3, there might be no greedy paths between some nodes. But we can achieve a lower approximation ratio by using $k=6$ or $k=8$, depending on the instance, which gives the following result.
Theorem 4.7. Every 2D-Euclidean instance of our game has a $\frac{4+4 \sqrt{2}-60 \sqrt{3}}{\sqrt{2}-12 \sqrt{3}} \approx 4.87$-approximate NE.
Proof. First, we note that in the $\Theta_{6}$-graph on $\mathcal{P}$, the maximum stretch is $12 \sqrt{3}$ with $\Theta$-routing [3], which gives greedy paths.

Let $u \in \mathcal{P}$. Furthermore, let $\mathbf{s}_{\Theta}$ be the strategy profiles of the $\Theta_{k}$-graph in a metric where for agent $u$ not all other agents are within a cone with angle at most $\pi$ and let $\mathbf{s}_{\Theta}^{\pi}$ be the strategy profiles of the $\Theta_{k}$-graph if all other agents are within a cone with angle at most $\pi$. Let $\mathrm{s}_{b r}$ and $\mathrm{s}_{b r}^{\pi}$ be the corresponding strategy profiles, where $u$ 's strategy is changed to its best response, while all other strategies stay unchanged.

Using the same argument as in Lemma 4.5, we get that the $\Theta_{6}$-graph is a

$$
\max \left(\frac{c_{u}\left(s_{\Theta}\right)}{c_{u}\left(s_{b r}\right)}, \frac{c_{u}\left(s_{\Theta}^{\pi}\right)}{c_{u}\left(s_{b r}^{\pi}\right)}\right)=\max \left(\frac{6 \alpha+12 \sqrt{3}(n-1)}{2 \alpha+(n-1)}, \frac{4 \alpha+12 \sqrt{3}(n-1)}{\alpha+(n-1)}\right)
$$

-approximate NE. Next, we consider two cases:
If $\alpha \geq(12 \sqrt{3}-\sqrt{2}-1)(n-1)$. Thus, $n \leq \frac{\alpha+1}{12 \sqrt{3}-\sqrt{2}-1}$. In this case the $\Theta_{6}$-graph is a

$$
\begin{aligned}
& \max \left(\frac{6 \alpha+12 \sqrt{3}(n-1)}{2 \alpha+(n-1)}, \frac{4 \alpha+12 \sqrt{3}(n-1)}{\alpha+(n-1)}\right) \\
\leq & \max \left(\frac{6 \alpha+12 \sqrt{3}\left(\frac{\alpha+1}{12 \sqrt{3}-\sqrt{2}-1}-1\right)}{2 \alpha+\left(\frac{\alpha+1}{12 \sqrt{3}-\sqrt{2}-1}-1\right)}, \frac{4 \alpha+12 \sqrt{3}\left(\frac{\alpha+1}{12 \sqrt{3}-\sqrt{2}-1}-1\right)}{\alpha+\left(\frac{\alpha+1}{12 \sqrt{3}-\sqrt{2}-1}-1\right)}\right) \\
\leq & \frac{4+4 \sqrt{2}-60 \sqrt{3}}{\sqrt{2}-12 \sqrt{3}}
\end{aligned}
$$

-approximate NE.
If $\alpha \leq(12 \sqrt{3}-\sqrt{2}-1)(n-1)$. Then we choose the $\Theta_{8}$-graph and obtain that it is a

$$
\begin{aligned}
& \max \left(\frac{8 \alpha+(1+\sqrt{2})(n-1)}{2 \alpha+(n-1)}, \frac{5 \alpha+(1+\sqrt{2})(n-1)}{\alpha+(n-1)}\right) \\
\leq & \max \left(\frac{8(12 \sqrt{3}-\sqrt{2}-1)(n-1)+(1+\sqrt{2})(n-1)}{2(12 \sqrt{3}-\sqrt{2}-1)(n-1)+(n-1)},\right. \\
& \left.\frac{5(12 \sqrt{3}-\sqrt{2}-1)(n-1)+(1+\sqrt{2})(n-1)}{(12 \sqrt{3}-\sqrt{2}-1)(n-1)+(n-1)}\right) \\
= & \frac{4+4 \sqrt{2}-60 \sqrt{3}}{\sqrt{2}-12 \sqrt{3}}
\end{aligned}
$$

-approximate NE.
From Theorem 4.6, we immediately get a lower bound of $4-\epsilon$ for this construction. Improving the lower bound for constructions that involve $\Theta_{6}$-graphs is challenging, since any improvement would also imply an improved lower bound on the stretch factor of the $\Theta_{6}$-graph itself, for which the best known bound is also $4-\epsilon$ [3].

## 5 GENERAL METRICS

In this section, we study our model in general metric spaces. Naturally, all negative results from the preceding sections, like hardness and non-convergence results, immediately carry over. Specifically, the results that are not implicit in the proofs in this section is that computing best responses is NP-hard, that GE are not $\Omega\left(\frac{\alpha n}{\alpha+n}\right)$-approximate NE and that GE may not exist.

Hardness of the Existence of Equilibria. Here, we show that deciding whether GE and NE exist in a given instance with an arbitrary metric is NP-hard.
Theorem 5.1. In general metric spaces, is both NP-hard to decide, whether an instance admits a NE and whether it admits a GE.

Proof. We modify the proof for Theorem 6.1 from Moscibroda, Schmid and Wattenhofer [43] for $k=1$ by changing the distances but retaining the same general structure of the space.

We reduce from the NP-complete 3-SAT variant, where each variable occurs in at most three clauses (with clauses with fewer than three literals being allowed) [47].

Let $I$ be such a 3-SAT instance with variables $\mathcal{X}$ and clauses $C$. We use the same reduction function for both NE and GE and first show that the resulting instance has no GE, if there is no satisfying assignment of $I$ and then, that it has a NE otherwise. This suffices, as every NE is a GE.

We construct a metric space with nodes $\{y, z, d\} \cup\left\{a_{i}, b_{i}, c_{i}|i \leq|C|\} \cup\left\{t_{u}, f_{u}|u \leq|X|\}\right.\right.$ with distances as shown in Figure 10, such that $d\left(c_{i}, t_{u}\right)=1.6-\epsilon$ for all positive literals $x_{u}$ in $C_{i}$ and $d\left(c_{i}, f_{u}\right)=1.6-\epsilon$ for all negative literals $\overline{x_{u}}$ in $C_{i}$. Furthermore, let $\alpha=0.6$.

First, we note some general properties of NE and GE in this instance. We show that for every $u \leq|X|$, agent $z$ builds exactly one edge to either $t_{u}$ or $f_{u}$ in any GE. Assume at first, that $z$ does not build an edge to either of these nodes. In this case, agent $z$ 's stretch to both nodes is at least $\frac{d\left(z, c_{i}\right)+d\left(c_{i}, t_{u}\right)}{d\left(z, t_{u}\right)}=\frac{3.6}{1.6}>1+\alpha$ (each via some $c_{i}$ that is at distance $1.6-\epsilon$ to it) and adding one of the edges would be an improving move. Now, assume that $z$ builds an edge to both nodes. Since every variable appears in at most three clauses, one of $t_{u}$ or $f_{u}$ has at most one $c_{i}$ at distance $1.6-\epsilon$. If one of them has no $c_{i}$ at distance $1.6-\epsilon$, removing the edge to it would only increase the stretch to


Fig. 10. Metric for 3-SAT formula $\left(x_{1} \vee \overline{x_{2}} \vee \overline{x_{3}}\right) \wedge\left(\overline{x_{1}} \vee x_{2}\right) \wedge\left(\overline{x_{1}} \vee x_{3}\right)$. Only the distances between $c_{i}$ and $t_{u} / f_{u}$ depend on the formula; all other distances given are the same for all $i, u$ for $a_{i}, b_{i}, c_{i}, t_{u}$ and $f_{u}$. Dotted lines represent distances analogous to those between similar nodes. All other distances not given in this figure are as the upper bounds given by the space being metric.
it by $\frac{d\left(z, f_{u}\right)+d\left(f_{u}, t_{u}\right)}{d\left(z, t_{u}\right)}-1=\frac{2.45}{1.6}-1<\alpha$. Let, w.l.o.g., $t_{u}$ only have $c_{i}$ at distance $1.6-\epsilon$. If $z$ has a path of length at most $3.2-\epsilon$ to $c_{i}$ that does not include $t_{u}$, then agent $z$ could remove the edge to $t_{u}$ and only the stretch to $t_{u}$ would increase from 1 to $\frac{d\left(z, f_{u}\right)+d\left(f_{u}, t_{u}\right)}{d\left(z, t_{u}\right)}=\frac{2.45}{1.6}$ which is an increase of less than $\alpha$ while the stretch to $c_{i}$ would not increase. If $z$ does not have a path of length at most $3.2-\epsilon$ to $c_{i}$, that does not include $t_{u}$, then agent $z$ could swap the edge from $t_{u}$ to $c_{i}$ to increase the stretch to $t_{u}$ from 1 to $\frac{d\left(z, f_{u}\right)+d\left(f_{u}, t_{u}\right)}{d\left(z, t_{u}\right)}=\frac{2.45}{1.6}$ and decrease the stretch to $c_{i}$ from at least $\frac{3.2-\epsilon}{d\left(z, c_{i}\right)}=\frac{3.2-\epsilon}{2+\epsilon}$ to 1 which is an improvement in total.

Thus, we have that for every $u \leq|\mathcal{X}|$, agent $z$ builds exactly one edge to either $t_{u}$ or $f_{u}$ in any GE.
We also note that in any GE, for all $i, u$, the edges $\left(b_{i}, c_{i}\right),\left(c_{i}, b_{i}\right),\left(b_{i}, a_{i}\right),(y, z),(z, y),\left(t_{u}, f_{u}\right)$, $\left(f_{u}, t_{u}\right),\left(a_{i}, d\right),\left(b_{i}, d\right),\left(c_{i}, d\right),\left(t_{u}, d\right)$ and $\left(f_{u}, d\right)$ have to be built to enable greedy routing because there are, respectively, no other nodes closer to the second node than the first node itself. Furthermore, every $a_{i}$ also builds an edge to $b_{i}$ : If there was no edge to $b_{i}$, agent $a_{i}$ would need to build an edge to $c_{i}$ to have a greedy path to $b_{i}$. Then, swapping that edge to $b_{i}$ would decrease the stretch to $b_{i}$ by $\frac{d\left(a_{i}, c_{i}\right)+d\left(c_{i}, b_{i}\right)}{d\left(a_{i}, b_{i}\right)}-1=\frac{3.14}{1.14}-1>0$ while not changing the stretch to $c_{i}$ and thus be an improving move.

Agent $y$ also builds an edge to every $a_{i}$ because the only other possible greedy paths via $b_{i}$ and $d$ have stretches of $\frac{d\left(y, b_{i}\right)+d\left(b_{i}, a_{i}\right)}{d\left(y, a_{i}\right)}=\frac{3.14-\epsilon}{1.96}>1+\alpha$ and $\frac{d(y, d)+d\left(d, a_{i}\right)}{d\left(y, a_{i}\right)}=\frac{4.56}{1.96}>1+\alpha$. Agent $y$ does not build an edge to both $b_{i}$ and $c_{i}$, for any $i$, because if it would do so, it could simply remove the edge to $c_{i}$ and increase stretches by at most $\frac{d\left(y, b_{i}\right)+d\left(b_{i}, c_{i}\right)}{d\left(y, c_{i}\right)}-1=\frac{3-\epsilon}{2+2 \epsilon}-1<\alpha$, because the shortest paths to any $t_{u}$ and $f_{u}$ use $z$ in either case. In fact, agent $y$ does not build an edge to any $c_{i}$, because if it would do so, it could swap its edge from $c_{i}$ to $b_{i}$, changing the sum of stretches by at most

$$
\frac{d\left(y, b_{i}\right)+d\left(b_{i}, x_{i}\right)}{d\left(y, x_{i}\right)}-\frac{d\left(y, c_{i}\right)+d\left(c_{i}, b_{i}\right)}{d\left(y, b_{i}\right)}=\frac{3-\epsilon}{2+2 \epsilon}-\frac{3+2 \epsilon}{2-\epsilon}<0 .
$$

Now, let there be no satisfying assignment for $\mathcal{I}$. We show that there is no GE in our instance. Assume for the sake of contradiction that there is a GE. Since for every $u \leq|\mathcal{X}|$, agent $z$ builds exactly one edge to either $t_{u}$ or $f_{u}$ in any GE and there is no satisfying assignment, there has to be some $c_{i}$, where $z$ does not have an edge to a $t_{u}$ or $f_{u}$ at distance $1.6-\epsilon$. Let $i$ be such that this is true for $c_{i}$. For there to be a greedy path to $c_{i}$, agent $z$ needs to build an edge to $b_{i}, c_{i}$ or $d$. In fact, if $z$ does not build an edge to $b_{i}$ or $c_{i}$ but only to $d$, the stretch to $c_{i}$ would be $\frac{d(z, d)+d\left(d, c_{i}\right)}{d\left(z, c_{i}\right)}=\frac{4.1}{2+\epsilon}>1+\alpha$. As such, agent $z$ builds an edge to $b_{i}$ or $c_{i}$. Agent $z$ does not build both edges because if it did, it could remove its edge to $c_{i}$ and increase stretches by

$$
\frac{d\left(z, b_{i}\right)+d\left(b_{i}, c_{i}\right)}{d\left(z, c_{i}\right)}-1=\frac{3}{2+\epsilon}-1<\alpha .
$$

Agent $z$ also does not build an edge to $a_{i}$, because the stretch to $a_{i}$ via $y$ is already $\frac{d(z, y)+d\left(y, a_{i}\right)}{d\left(z, a_{i}\right)}=$ $\frac{2.96-2 \epsilon}{2+2 \epsilon}<1+\alpha$ and the edge to $a_{i}$ would not allow for any shorter greedy paths to $b_{i}$ or $c_{i}$, because $z$ needs an edge to $b_{i}$ or $c_{i}$ either way.

When looking at the strategies of $y$ and $z$ pertaining to $a_{i}, b_{i}$ and $c_{i}$, we again only get the four cases illustrated in Figure 11. We examine all of these possible cases and show that they cannot be part of a GE.


Fig. 11. Candidates for equilibrium strategies for vertices $y$ and $z$
Case 1: In Figure 11a, if $y$ adds an edge to $b$, the stretch to $b$ decreases from $\frac{d(y, a)+d(a, b)}{d(y, b)}=\frac{3.1}{2-\epsilon}$ to 1 and the stretch to $c$ from $\frac{d(y, z)+d(z, b)+d(b, c)}{d(y, c)}=\frac{4-2 \epsilon}{2+2 \epsilon}$ to $\frac{d(y, b)+d(b, c)}{d(y, c)}=\frac{3-\epsilon}{2+2 \epsilon}$, which is a total improvement of more than $\alpha$.

Case 2: In Figure 11b, agent $z$ can swap its edge from $b$ to $c$, changing the sum of stretches by $\frac{d(z, y)+d(y, b)}{d(z, b)}-\frac{d(z, b)+d(b, c)}{d(z, c)}=\frac{3-3 \epsilon}{2}-\frac{3}{2+\epsilon}<0$.

Case 3: In Figure 11c, if $y$ removes its edge to $b$, the stretch to $c$ stays unchanged at $\frac{d(y, z)+d(z, c)}{d(y, c)}=$ $\frac{d(y, b)+d(b, c)}{d(y, c)}$, while the stretch to $b$ increases from 1 to $\frac{d(y, a)+d(a, b)}{d(y, b)}=\frac{3.1}{2-\epsilon}$ which is an increase of less than $\alpha$.

Case 4: In Figure 11d, agent $z$ can swap its edge from $c$ to $b$, changing the sum of stretches by $\frac{d(z, b)+d(b, c)}{d(z, c)}-\frac{d(z, c)+d(c, b)}{d(z, b)}=\frac{3}{2+\epsilon}-\frac{3+\epsilon}{2}<0$.
Thus, there can be no GE in this instance if there is no satisfying assignment for $I$.
Now, let $A_{I}$ be a assignment satisfying $I$. We construct a NE, as illustrated in Figure 12.

- Agent $y$ builds edges to $z$ and every $a_{i}$ and $b_{i}$.
- Agent $z$ builds edges to $y$ and every $t_{u}$ where $x_{u}$ is true in $A_{I}$ and every $f_{u}$ where $x_{u}$ is false in $A_{I}$.
- Agent $d$ builds edges to every $a_{i}, b_{i}, c_{i}, t_{u}$ and $f_{u}$.
- Every $a_{i}$ build edges to $d, y$ and its corresponding $b_{i}$.
- Every $b_{i}$ build edges to $d$ and its corresponding $a_{i}$ and $c_{i}$.
- Every $c_{i}$ build edges to $d, z$, its corresponding $b_{i}$ and every $t_{u}$ and $f_{u}$ at distance $1.6-\epsilon$.
- Every $t_{u}$ and $f_{u}$ builds edges to $d, z$, its corresponding $f_{u}$ or $t_{u}$ and every $c_{i}$ at distance $1.6-\epsilon$.


Fig. 12. NE for 3-SAT formula $\left(x_{1} \vee \overline{x_{2}} \vee \overline{x_{3}}\right) \wedge\left(\overline{x_{1}} \vee x_{2}\right) \wedge\left(\overline{x_{1}} \vee x_{3}\right)$, assigning $x_{2}$ as true and $x_{1}$ and $x_{3}$ as false. Dotted lines also represent edges.

We show that no agent has an incentive to change their strategy:
Agent $y$ : As noted above, the edges to $z$ and any $a_{i}$ cannot be removed and the edges to any $c_{i}$ cannot be added. Thus, the only possible improving changes are dropping the edge to some $b_{i}$, adding an edge to $d$ or adding an edge to some $t_{u}$ or $f_{u}$ that $z$ does not have an edge to. Dropping an edge to a $b_{i}$ would increase stretches by $\frac{d(y, a)+d\left(a, b_{i}\right)}{d\left(y, b_{i}\right)}-1+\frac{d(y, a)+d\left(a, b_{i}\right)+d\left(b_{i}, c_{i}\right)}{d\left(y, c_{i}\right)}-\frac{d\left(y, b_{i}\right)+d\left(b_{i}, c_{i}\right)}{d\left(y, c_{i}\right)}=$ $\frac{3.1}{2-\epsilon}-1+\frac{4.1}{2+2 \epsilon}-\frac{3-\epsilon}{2+2 \epsilon}<\alpha$. Adding an edge to a $t_{u}$ or $f_{u}$ that $z$ does not have an edge to would decrease stretches by $\frac{d(y, z)+d\left(z, f_{u}\right)+d\left(f_{u}, t_{u}\right)}{d\left(y, t_{u}\right)}-1=\frac{3.45-2 \epsilon}{2.6-2 \epsilon}-1<\alpha$. Since both of these effects are independent, doing both would not be an improving move either. Adding an edge to $d$ would not decrease the stretch to any node even in combination with another change.

Agent $z$ : As noted above, the edge to $y$ cannot be removed. For every $c_{i}, z$ has an edge to a $t_{u}$ or $f_{u}$ at distance $1.6-\epsilon$ because $A_{I}$ is a satisfying assignment. Since $z$ has to have an edge to exactly one of $t_{u}$ and $f_{u}$ for each $u$, adding or removing edges to any $t_{u}$ or $f_{u}$ cannot be an improving move either. Swapping an edge between a corresponding $t_{u}$ and $f_{u}$ only swaps their stretches and can not decrease any other stretches. The stretch to $d$ is already 1 and an edge to it cannot be part of any other shorter greedy paths either. Thus, the only possible improving changes are adding an edge to some $a_{i}, b_{i}$ or $c_{i}$. Since all of these moves just add edges, if none of these is an improving move individually, a combination of them cannot be an improving move either. Adding an edge to some $a_{i}$ would decrease stretches by $\frac{d(z, y)+d\left(y, a_{i}\right)}{d\left(z, a_{i}\right)}-1=\frac{2.96-2 \epsilon}{2+2 \epsilon}-1<\alpha$. Adding an edge to some $b_{i}$ would decrease stretches by $\frac{d(z, y)+d(y, b)}{d(z, b)}-1+\frac{d\left(z, t_{u}\right)+d\left(t_{u}, c_{i}\right)}{d\left(z, c_{i}\right)}-\frac{d\left(z, b_{i}\right)+d\left(b_{i}, c_{i}\right)}{d\left(z, c_{i}\right)}=\frac{3-3 \epsilon}{2}-1+\frac{3.2-\epsilon}{2+\epsilon}-\frac{3}{2+\epsilon}<\alpha$. Adding an edge to some $c_{i}$ would decrease stretches by $\frac{d\left(z, t_{u}\right)+d\left(t_{u}, c_{i}\right)}{d\left(z, c_{i}\right)}-1=\frac{3.2-\epsilon}{2+\epsilon}-1<\alpha$.

Agent $d$ : Dropping any edge would increase the stretch to that node by more than $\alpha$ because the distance between any two nodes and thus the increase in distance if $d$ would drop an edge is more than $1.3 \alpha=0.78$. The stretch to $y$ and $z$ is already 1 via another node and an edge to them cannot be part of any other shorter greedy paths either. Thus, building any additional edges cannot improve costs either.

Agent $a_{i}$ : As noted above, the edges to $d$ and any $b_{i}$ cannot be removed and the stretch to any node other than $z$ is already 1 and an edge to them cannot be part of any other shorter greedy paths either. Thus, the only possible improving changes are removing the edge to $y$ and adding one to $z$. Doing both would change stretches by $\frac{d\left(a_{i}, y\right)+d(y, z)}{d\left(a_{i}, z\right)}-\frac{d\left(a_{i}, z\right)+d(z, y)}{d\left(a_{i}, y\right)}=\frac{2.96-2 \epsilon}{2+2 \epsilon}-\frac{3}{1.96}<0$. Dropping the edge to $y$ would remove the only greedy path to $y$. Adding the edge to $z$ would decrease only the stretch to it by $\frac{d\left(a_{i}, y\right)+d(y, z)}{d\left(a_{i}, z\right)}-1=\frac{2.96-2 \epsilon}{2+2 \epsilon}-1<\alpha$.

Agent $b_{i}$ : As noted above, the edges to $d$ and any $a_{i}$ and $c_{i}$ cannot be removed and the stretch to any node other than $y$ and $z$ is already 1 and an edge to them cannot be part of any other shorter greedy paths either. Thus, the only possible improving changes are adding edges to $y$ or $z$. Adding the edge to $y$ would decrease stretches by $\frac{d\left(b_{i}, a_{i}\right)+d\left(a_{i}, y\right)}{d\left(b_{i}, y\right)}-1+\frac{d\left(b_{i}, c_{i}\right)+d\left(c_{i}, z\right)}{d\left(b_{i}, z\right)}-\frac{d\left(b_{i}, y\right)+d(y, z)}{d\left(b_{i}, z\right)}=$ $\frac{3.1}{2-\epsilon}-1+\frac{3+\epsilon}{2}-\frac{3-3 \epsilon}{2}<\alpha$. Adding the edge to $z$ would decrease stretches by $\frac{d\left(b_{i}, a_{i}\right)+d\left(a_{i}, y\right)}{d\left(b_{i}, y\right)}-$ $\frac{d\left(b_{i}, z\right)+d(z, y)}{d\left(b_{i}, y\right)}+\frac{d\left(b_{i}, c_{i}\right)+d\left(c_{i}, z\right)}{d\left(b_{i}, z\right)}-1=\frac{3.1}{2-\epsilon}-\frac{3-2 \epsilon}{2-\epsilon}+\frac{3+\epsilon}{2}-1<\alpha$. Since both of these moves just add edges and neither of them is an improving move individually, a combination of them cannot be an improving move either.

Agent $c_{i}$ : As noted above, the edge to $b_{i}$ and $d$ cannot be removed and the stretch to any node other than $y$ is already 1 and an edge to them cannot be part of any other shorter greedy paths either. Furthermore, if $c_{i}$ were to remove any of the edges to some $t_{u}$ or $f_{u}$, the lowest possible stretch to them even with additional edges elsewhere, would be $\frac{d\left(c_{i}, d\right)+d\left(d, t_{u}\right)}{d\left(c_{i}, t_{u}\right)}=\frac{2.6}{1.6-\epsilon}>$ $1+\alpha$ and thus including these edges would always be a better response. Thus, the only possible improving changes are dropping the edge to $z$ and adding one to $y$. Doing both would change stretches by $\frac{d\left(c_{i}, z\right)+d(z, y)}{d\left(c_{i}, y\right)}-\frac{d\left(c_{i}, y\right)+d(y, z)}{d\left(c_{i}, z\right)}=\frac{3-\epsilon}{2+2 \epsilon}-\frac{3}{2+\epsilon}<0$. Adding the edge to $y$ would decrease stretches by $\frac{d\left(c_{i}, z\right)+d(z, y)}{d\left(c_{i}, y\right)}-1=\frac{3-\epsilon}{2+2 \epsilon}-1<\alpha$. Dropping the edge to $z$ would increase stretches by $\frac{d\left(c_{i}, t_{u}\right)+d\left(t_{u}, z\right)}{d\left(c_{i}, z\right)}-1+\frac{d\left(c_{i}, b_{i}\right)+d\left(b_{i}, a_{i}\right)+d\left(a_{i}, y\right)}{d\left(c_{i}, y\right)}-\frac{d\left(c_{i}, z\right)+d(z, y)}{d\left(c_{i}, y\right)}=\frac{3.2-\epsilon}{2+\epsilon}-1+\frac{4.1}{2+2 \epsilon}-\frac{3-\epsilon}{2+2 \epsilon}>\alpha$.

Agents $t_{u}$ and $f_{u}$ : As noted above, the edge to $f_{u} / t_{u}$ and $d$ cannot be removed and the stretch to any node is already 1 and an edge to them cannot be part of any other shorter greedy paths either. Furthermore, analogously to the edges from some $c_{i}$ to some $t_{u^{\prime}}$ or $f_{u^{\prime}}$, the edges to any $c_{i}$ cannot be removed either. Thus, the only possible improving change is dropping the edge to $z$. Doing so would remove their only greedy path to $z$ however.

Thus, there exists a NE if and only if there is a satisfying assignment for $I$ and there also exists a GE if and only if there is a satisfying assignment for $I$. Hence, 3-SAT is reducible to our problems in polynomial time. Thus, they are NP-hard.

Approximate Equilibria. We consider the complete graph as approximate NE. The result that we give is the only one that does not depend linearly on $n$ or on the distances given by the metric.

Theorem 5.2. Every instance of our game has a $(\alpha+1)$-approximate NE.
Proof. Consider the complete graph on $\mathcal{P}$. The cost of every agent is $(\alpha+1)(n-1)$ because every agent builds $n-1$ edges and the stretch to every other node is 1 . Since the stretch to any other agent cannot be less than 1 , the best response of an agent has costs of at least $n-1$. Thus, the complete graph constitutes a $(\alpha+1)$-approximate NE .

## 6 CONCLUSION

We give the first game-theoretic network formation model that focuses on creating networks where all-pairs greedy routing is enabled. We believe that this is only the first step to further models that guarantee even more favorable properties to hold in the created networks. For example, guaranteed maximum stretch and robustness aspects. Another avenue for further research is to
consider different edge price functions. While we have considered that every edge costs a uniform price of $\alpha$, recent work has also considered that the price of edges could depend on the length of the created edge [7]. Finally, it is interesting to explore other techniques for constructing approximate Nash equilibria in the Euclidean setting. We believe, that it might be possible to achieve a better approximation ratio by this.
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