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High-entropy materials (HEMs) have recently emerged as a significant category of materials, of-
fering highly tunable properties. However, the scarcity of HEM data in existing density functional
theory (DFT) databases, primarily due to computational expense, hinders the development of effec-
tive modeling strategies for computational materials discovery. In this study, we introduce an open
DFT dataset of alloys and employ machine learning (ML) methods to investigate the material rep-
resentations needed for HEM modeling. Utilizing high-throughput DFT calculations, we generate a
comprehensive dataset of 84k structures, encompassing both ordered and disordered alloys across a
spectrum of up to seven components and the entire compositional range. We apply descriptor-based
models and graph neural networks to assess how material information is captured across diverse
chemical-structural representations. We first evaluate the in-distribution performance of ML mod-
els to confirm their predictive accuracy. Subsequently, we demonstrate the capability of ML models
to generalize between ordered and disordered structures, between low-order and high-order alloys,
and between equimolar and non-equimolar compositions. Our findings suggest that ML models can
generalize from cost-effective calculations of simpler systems to more complex scenarios. Addition-
ally, we discuss the influence of dataset size and reveal that the information loss associated with the
use of unrelaxed structures could significantly degrade the generalization performance. Overall, this
research sheds light on several critical aspects of HEM modeling and offers insights for data-driven
atomistic modeling of HEMs.

I. INTRODUCTION

The quest for novel materials is pivotal in advanc-
ing technology and addressing global challenges. High-
entropy materials (HEMs), characterized by their multi-
ple principal elements and high chemical disorder, have
emerged as an important material class. Their remark-
able properties have attracted significant attention, lead-
ing to applications in diverse areas such as catalysis, bat-
teries, and hydrogen storage [1–6].

The vast design space of HEMs offers immense oppor-
tunities but also poses substantial challenges in material
discovery. Data-driven approaches, particularly machine
learning (ML), have been increasingly employed to ex-
plore this space [7–10]. While numerous studies have fo-
cused on developing ML models using experimental data,
these datasets are relatively small, typically ranging from
hundreds to thousands of data points, and cover only a
limited portion of the potential design space [11–13].

High-throughput density functional theory (DFT) cal-
culations have become a key method for generating ex-
tensive materials data. Recent efforts have led to the
curation of several large DFT datasets encompassing mil-
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lions of materials [14–18]. However, these datasets lack
representations for HEMs due to the prohibitive com-
putational cost to simulate chemical disorder [19]. The
computational expense of DFT methods typically scales
with O(N3), where N is the system size. While ordered
phases can be represented by small primitive cells, disor-
dered phases require theoretically infinite primitive cell
due to the aperiodic atomic arrangement. Structures
with over thousands of atoms randomly distributed on
the lattice may be considered sufficiently representative
of HEMs, but this approach is computationally intensive
and rarely used. The standard approach is the use of spe-
cial quasirandom structures (SQSs) to approximate the
correlation function of disordered phases, allowing the
simulation of disordered materials with down to tens of
atoms. Yet, the computational cost of SQSs is still sig-
nificantly higher than that for ordered structures [20–23].
The inclusion of SQSs in the next phase of high-

throughput DFT databases development has been pro-
posed [24]. However, the prioritization of specific SQS
data types and their implications remain unresolved
questions. Most existing studies have focused on equimo-
lar compositions [25–30], while non-equimolar composi-
tions, which could offer superior material performance,
are largely underexplored [31]. ML models trained on
equimolar data have been applied to non-equimolar com-
positions without further DFT validation [32, 33]. The
generalization performance of these ML models may be
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severely degraded [34, 35], due to the highly biased sam-
pling of local chemical environments in a single equimolar
material. In addition, it is unclear whether data of bi-
nary compounds are sufficient to extrapolate to HEMs
with five or more elements [26], or if the use of multi-
element SQSs is necessary for systematic accuracy im-
provement. Furthermore, there is an accuracy-efficiency
trade-off regarding the size of SQSs. A larger SQS can
better approximate the disordered phase but requires
substantially more compute. The suitable SQS size for
the HEM modeling is closely related to the composition
range and number of elements under consideration. De-
viating from equimolar concentration or increasing the
number of alloying elements would require larger SQSs
to mimic the statistics of a random structure [30, 31]. It
is therefore important to discuss the choices of the SQS
parameters such as composition, number of elements, and
system size in the HEM modeling.

Traditionally, ordered structures and SQS data are of-
ten exclusively used in the HEM modeling [25–33]. One
reason is that these methods are specifically designed to
use only either ordered structures or SQSs and thus are
inflexible in terms of the choice of structure sets. In
contrast, many ML methods provide general representa-
tions of crystal structures independent of chemical order,
which offer greater flexibility and potentially higher ac-
curacy and efficiency [36–42]. However, there is a lack
of ML studies that treat ordered structures and SQSs on
equal footing.

In this work, we focus on formation energy as it is cru-
cial for thermodynamic stability assessment. The DFT-
experimental deviation of formation energy is estimated
to be 0.05 to 0.25 eV/atom [43–46], comparable to the
experimental variability of 0.08 eV/atom [46]. While for-
mation energy prediction has been a main target for ML
studies (more commonly on DFT [47–49] than on exper-
imental data [49, 50]), it is largely limited to ordered
structures due to the lack of SQS data [47–49].

To address these gaps, we perform high-throughput
DFT calculations to curate a large dataset for HEMs.
Our SQS-containing dataset includes approximately 84k
alloys with 2 to 7 components, spanning a wide range
of system sizes, chemical orders, and compositions. We
examine the effects of various factors on the predictive
accuracy of descriptor-based ML models and graph neu-
ral networks. Particularly, we focus on their out-of-
distribution generalization capabilities, i.e., the ability
to generalize to structures with different characteristics
(such as more complex structures) than the training data.
We first assess the predictive capabilities of ML models
based on in-distribution performance. Then, we evalu-
ate their out-of-distribution generalization capabilities,
including comparisons between ordered structures and
SQSs, low-order and high-order systems, and equimolar
and non-equimolar compositions. Additionally, we dis-
cuss the impact of training data size and quantify infor-
mation loss associated with using unrelaxed structures.

II. COMPUTATIONAL DETAILS

A. DFT calculations

DFT calculations were conducted using the Vienna
Ab-initio Simulation Package (VASP) code [51–53].
We used the Perdew-Burke-Ernzerhof (PBE) general-
ized gradient approximation for the exchange-correlation
functional [54] and a plane-wave basis cutoff of 520 eV.
We adopted the Methfessel-Paxton broadening scheme
with a smearing width of 0.1 eV [55]. The electronic
convergence cutoff was set to 10-5 eV/atom. Structures
were fully relaxed to an energy convergence criterion of
10-4 eV/atom. For k-point sampling, grids with a den-
sity exceeding 1000 k-points per reciprocal atom were
utilized following the Monkhorst-Pack scheme [56]. All
calculations were spin-polarized. The Pymatgen pack-
age was used for input file generation and data anal-
ysis [41]. Body-centered cubic (bcc) and face-centered
cubic (fcc) structures were generated using the Alloy
Theoretic Automated Toolkit [57]: ordered structures (2
to 8 atoms) through structure enumeration, and disor-
dered structures (27, 64, or 125 atoms) using the SQS
approach [21]. Formation energies were calculated rela-
tive to the most stable unary phases of the constituent
elements.

B. ML modeling

Here we consider XGBoost (XGB) [58], random for-
est (RF) [59, 60], and the Atomistic LIne Graph Neu-
ral Network (ALIGNN) [61]. XGB and RF are tree en-
sembles that use compositional and structural descriptors
extracted from atomic structures based on the Voronoi
tessellation featurization scheme [39] implemented in the
Matminer package [40]. We use a descriptor set that
consists of 145 compositional features [62] related to sto-
ichiometry, element properties, valence orbital shells, and
ionic properties, and 128 structural features [39] includ-
ing statistics of coordination numbers, chemical order-
ing, local difference of element properties, and variance
in the bond lengths and atomic volumes. ALIGNN is a
graph neural network that explicitly encodes bond angle
information [61]. These models are representative of the
state-of-the-art performance of descriptor-based models
and graph neural networks based on their performance in
various prediction tasks in the JARVIS learderboard [63].
We used the following hyperparameters for XGB, RF

and ALIGNN models. These hyperparameters have been
used in our previous work showing consistently good
model performance across various materials datasets [35,
63], and they were also found to be suitable for our
dataset based on the hyperparameter grid search (Sup-
plemental Material). For the RF model, we disabled
bootstrapping, used 100 estimators, 30 % of the features
for the best splitting, and default settings (scikit-learn
version 1.3.0 [60]) for other hyperparameters. For the
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XGB model, we used a forest with 6 parallel trees, 500
boosting rounds, a learning rate of 0.4, an L1 and L2 reg-
ularization strength of 0.01 and 0.1 respectively, the his-
togram tree grow method, a subsample ratio of columns
to 0.5 when constructing each tree, and a subsample ra-
tio of columns to 0.7 for each level. For the ALIGNN
model, we used 2 ALIGNN layers, 2 GCN layers, a batch
size of 32, and layer normalization, while keeping other
hyperparameters the same as in the original ALIGNN
implementation [61]. We trained the ALIGNN model for
50 epochs as we found additional training provided negli-
gible performance improvement. We used the OneCycle
learning rate scheduler [64], with 30 % of the training
budget allocated to linear warmup and 70 % to cosine
annealing.

The ML models were trained with either relaxed struc-
tures or unrelaxed structures as input structures, and the
formation energies of the relaxed structures as the predic-
tion target. While the relaxed structures were obtained
from DFT structural relaxations and can have local and
global lattice distortions, the unrelaxed structures have
an ideal bcc or fcc lattice with each atom sitting exactly
on the lattice site. In addition, the lattice parameters
of unrelaxed structures were set to be the same for ML
training. Therefore, ML models trained with unrelaxed
structures only learn from the atomic configuration in a
way similar to on-lattice models [29, 65–67].

III. RESULTS AND DISCUSSION

A. DFT formation energy dataset

Our DFT dataset encompasses bcc and fcc structures
composed of Cr, Mn, Fe, Co, Ni, Cu, Al, and Si. The
3d transition-metal elements are chosen because they are
the main components of Cantor alloys, one of the most
important family of HEMs, with the bcc and fcc phases
being the most relevant disordered phases. Al and Si are
included due to their potential in enhancing corrosion
resistance and developing durable materials for clean en-
ergy infrastructure [68]. The dataset covers all possible
2- to 7-component alloy systems formed by these eight
elements. For each alloy system, the dataset covers or-
dered structures and SQSs over the entire concentration
range. The concentration step is 1/n for ordered struc-
tures with n (2 ≤ n ≤ 8) atoms, and is equal to 11.1 %,
12.5 %, and 8 % for SQSs with 27, 64, and 125 atoms,
respectively. Table I gives an overview of the numbers of
alloy systems and structures. More details on the dataset
can be found in the Supplemental Material.

The combination of ordered structures and SQSs can
enable diverse sampling of chemical order, which is quan-
tified by the Warren-Cowley short-range order (SRO) pa-
rameter for a pair of species i and j [69]:

αij(r) = 1−
cij(r)

cj
= 1− cji (r)

ci
= αji(r) (1)

TABLE I. Numbers of alloy systems and structures. We refer
to structures with 2 to 8 atoms as ordered structures, and
structures with 27, 64, or 125 atoms as SQSs.

No. components 2 3 4 5 6 7 Total

Alloy systems 28 56 70 56 28 8 246

Ordered 4975 22098 29494 6157 3132 3719 69575

SQS 715 3302 3542 4718 1183 762 14222

Ordered+SQS 5690 25400 33036 10875 4315 4481 83797

FIG. 1. (a) Distribution of ordered structures and SQSs
in the chemical ordering space. The X and Y axis are the
absolute SRO parameters averaged over all the chemical pairs
in the first and second coordination shells. (b) Distribution
of SRO parameters as a function of number of elements in
27-atom (left panel) and 64-atom (right panel) SQSs. The
horizontal marks indicate the 50th and 90th percentiles.

where cj is the nominal concentration of the species j,
and cij(r) is the concentration of the species j in the r-
th shell around the species i. The magnitude of αij(r)
quantifies the degree of random mixing between the two
species, with αij(r) = 0 indicating an ideal mixing. Here
we quantify the overall chemical ordering for the r-th
shell by averaging the magnitudes of SRO parameters
for all pairs of distinct species i and j in an n-component
alloy:

α(r) =

∑n
i=1

∑n
j=i+1 |αij(r)|
n(n−1)

2

(2)

In Fig. 1(a), we show the distribution of overall chemical
ordering for the first two shells. Ordered structures span
a wide range of the SRO space but are poorly represented
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in the region with low SRO that is characteristic of the
chemical disorder of HEMs. The low SRO portion of our
dataset predominantly consists of SQS data.

Some of the generated SQSs in Fig. 1(a) have non-zero
SRO ranging between 0.1 to 0.3. Although SQSs with
non-zero SRO are beneficial for modeling SRO effects in
HEMs, it is worth emphasizing that the original intent of
the SQS method was to minimize SRO to enable unbiased
studies of chemically disordered systems. The significant
SRO in this SQS dataset reflects the challenges in fully
capturing chemical disorder within the SQS framework.
As depicted in Fig.1(b), the minimal SRO parameters
increases with the number of elements for a given sys-
tem size. For a specific system size and element count
(e.g., 27-atom SQSs with two elements), higher SRO is
associated with SQSs deviating further from equimolar
concentration. This is because increasing the number of
components reduces the number of atoms per element
(deviating from concentrated compositions has a similar
effect on the minority elements), hence making it difficult
to arrange atoms to create diverse local environments in
an SQS. Although using 64-atom SQSs can reduce the
average SRO of binary and ternary structures to 0, fur-
ther reducing the SRO in structures with more compo-
nents or stronger non-equimolar deviation would require
even larger system sizes. This highlights the computa-
tional challenge of directly simulating complex HEMs
within the DFT-SQS framework, especially considering
the O(N3) scaling of DFT costs.

B. Generalization performance with relaxed
structures

ML models can be used as surrogates of DFT calcula-
tions to efficiently screen the vast HEM space. To demon-
strate their predictive ability, we train and evaluate the
model performance with a random 8:2 train-test split of
the whole dataset. We used mean absolute error (MAE)
and normalized error (MAE normalized by the mean ab-
solute deviation, MAD, of test data) as performance met-
rics. MAD quantifies the statistical fluctuation of the test
data and can be seen as the MAE of a baseline model that
always predicts the mean of the test data. A model with
a normalized error below 0.2 is often considered a good
predictive model [61, 70, 71]. The RF and XGB models
achieve an MAE of 0.016 eV/atom and 0.014 eV/atom,
respectively, and a normalized error of 0.147 and 0.128,
respectively, demonstrating the good predictive ability of
the tree-based models. Compared to the tree-based mod-
els, the ALIGNN model achieves an even lower MAE of
0.007 eV/atom, or a normalized error of 0.064. The bet-
ter ALIGNN performance is attributed to the use of deep
graph neural networks for automated feature extraction
and the explicit incorporation of bond angle information,
consistent with the superior performance of graph neural
networks over shallow ML methods seen in benchmark
studies [61, 71].

The training and test sets created via random splitting
are expected to follow the same statistical distribution,
and the examined performance is referred to as the in-
distribution performance. In practical applications, how-
ever, ML models often encounter new data that do not
necessarily follow the same distribution as the training
data. It is therefore crucial to evaluate whether trained
ML models can generalize beyond their original data dis-
tribution. Such an assessment not only provides an esti-
mation of the extended applicability domain of the mod-
els but also sheds light on the types of data that should
be prioritized in future DFT calculations for improved
predictions.

Here we evaluate the out-of-distribution performance
by training on a specific group of structures and eval-
uating on the rest of structures. The grouping criteria
considered here are based on the system size, the num-
ber of elements, and the composition. Given that most
literature DFT data comprise small-sized structures with
few elements and/or equimolar composition, we focused
on whether models trained on these simpler materials
could generalize to more complex ones.

We first assessed the models’ ability to generalize pre-
dictions from small to large structures. Fig. 2(a) presents
normalized errors for models trained on structures with
≤ N atoms and tested on structures with > N atoms.
Remarkably, the ALIGNN model trained on structures
with ≤ 4 atoms exhibited good performance (MAE

MAD =
0.16) on structures with > 4 atoms. This is notable con-
sidering the limited chemical orders and compositions in
the training set compared to the diverse chemical space of
the 5- to 125-atom structures in the test set. Including
larger structures in the training set systematically im-
proved ALIGNN performance, reducing its normalized
error on large SQSs to 0.05 when trained on structures
with ≤ 27 atoms. RF and XGB models also benefited
from including larger structures, though their normal-
ized errors remained significantly higher than that of the
ALIGNN model.

Fig. 2(b) shows the distribution of ALIGNN prediction
errors on SQSs. The ALIGNN model trained on struc-
tures with ≤ 4 atoms achieves a MAE of 0.019 eV/atom
on SQSs and the performance is consistently good for
SQSs of different sizes. The ALIGNN performance on
SQSs can be further improved with a 53 % decrease in
the MAE when ordered structures with up to 8 atoms are
added into the training set, as shown in Fig. 2(c). This
good generalization performance suggests that existing
large DFT databases containing mainly ordered struc-
tures could be a good starting point for HEM modeling.

Next, we examine the generalization performance from
low-order to high-order systems. This is motivated by
the availability of lower-order systems in current DFT
datasets and the difficulty to rely on DFT to explore the
vast high-order materials space. As shown in Fig 3(a),
the ALIGNN model trained on binary alloys can gener-
alize reasonably well to alloys with three or more compo-
nents, with a normalized error below 0.2 which is much
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FIG. 2. Generalization performance from small to large structures. (a) Normalized error obtained by training on structures
with ≤ N atoms and evaluating on structures with > N atoms. (b) Parity plot of the ALIGNN prediction on SQSs with ≥ 27
atoms, obtained by training on structures with ≤ 4 atoms. (c) Parity plot of the ALIGNN prediction on SQSs with ≥ 27 atoms,
obtained by training on structures with ≤ 8 atoms.

FIG. 3. Generalization performance from low-order to high-order structures. (a) Normalized error obtained by training on
structures with ≤ N elements and evaluating on structures with > N elements. (b) Parity plot of the ALIGNN prediction
on structures with ≥ 3 elements, obtained by training on binary structures. (c) Parity plot of the ALIGNN prediction on
structures with ≥ 4 elements, obtained by training on binary and ternary structures.

lower than those obtained with the RF and XGB mod-
els. Additionally including ternary alloys into the train-
ing data can significantly improve the model performance
than training only binary structures. However, this en-
hancement in accuracy reaches a plateau when struc-
tures with four or more components are included in the
training dataset, indicating diminishing returns in accu-
racy boost from expanding the complexity of the training
structures. Fig. 3(b) and (c) show the parity plots for
the ALIGNN predictions on structures with more than 2
components and more than 3 components, respectively.
In both cases, the prediction errors tend to be larger
for ordered structures than for SQSs, which may be re-
lated to the fact that ordered structures can present very
distinct and diverse chemical order compared to SQSs
(Fig. 1). These results suggest that SQSs may be an eas-
ier target than ordered structures for ML models in terms
of achieving good accuracy, in contrast to the fact that
SQSs are traditionally considered as more complex rep-

resentations and also computationally heavier for DFT
calculations.
It is worth noting that the good generalization from

low-order to high-order systems is not surprising. In-
deed, from a physical perspective, low-order systems are
expected to contain sufficient information of many-body
interactions to describe high-order systems. For instance,
it is common practice in the Calphad community to de-
velop multicomponent databases based on the thermody-
namic assessment of binary and ternary systems [72, 73].
Therefore, contrary to the recent claim that this is an
emergent out-of-distribution generalization enabled by
advanced neural network architectures [74], we argue that
this capability to generalize from low-order to high-order
systems should be common to various ML models, in-
cluding the traditional tree ensembles shown here.
The third type of the out-of-distribution performance

is based on alloy compositions. Studies focusing on
HEMs have predominantly concentrated on equimolar
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FIG. 4. Generalization performance from (near-)equimolar to non-equimolar structures. (a) Normalized error obtained
by training on structures with max∆c below a given threshold and evaluating on the rest. Predictions on non-equimolar
structures (max∆c > 0) by the ALIGNN model trained on equimolar structures (max∆c = 0). (c-d) Predictions on structures
with relatively strong deviation from equimolar composition (max∆c > 0.2) by the ALIGNN model trained on structures
with relatively weak deviation from equimolar composition (max∆c ≤ 0.2). max∆c is defined as the maximum concentration
difference between any two elements in a structure.

compositions [25–30], leaving a comparative dearth of
data on non-equimolar compositions. Here we explore
the extent to which models trained on equimolar al-
loys could extend their predictive capabilities to non-
equimolar counterparts. Additionally, we systematically
discern the impact of varying the concentration range
covered in the training data. To this end, we quantify the
deviation from the equimolar composition by max∆c, de-
fined as the maximum concentration fraction difference
between any two elements in a structure. Setting a maxi-
mum value for max∆c is equivalent to setting the concen-
tration range. For instance, with max∆c ≤ 0.2 (20 %),
the atomic fractions of all elements would fall within the
10 % range from the equimolar composition.

We evaluate the model performance by training on all
structures with max∆c below a given threshold value
and testing on remaining structures. The results for
the threshold value of 0 are shown in Fig. 4(a-b). The
ALIGNNmodel trained on only equimolar alloys achieves
a good performance with a normalized error of 0.169 for
non-equimolar alloys. It is worth noting that the number
of equimolar structures (7.7k data) only accounts for 9 %
of the whole dataset. Moreover, only 2 % of the equimo-
lar data structures SQSs while the rest of the training
data are ordered structures. Despite the constrained
quantity and compositional range of the training data,
the ALIGNN model exhibits a robust capability to gener-
alize to non-equimolar alloys, in particular for SQSs. Ex-
panding the training set to include near-equimolar struc-
tures are found to improve the model performance. As
demonstrated in Fig. 4(c), setting the threshold to 0.2,
wherein the training dataset represents 40 % of the en-
tire dataset, resulted in a normalized error of 0.117, or a
30 % reduction in error compared to the equimolar case.
However, further incrementing the threshold value be-
yond 0.2 yielded marginal improvements in performance,

suggesting a saturation point in the efficacy of expanding
the concentration range within the training data.

C. Effects of data size and use of unrelaxed
structures on model performance

Fig. 5 reveals the effects of training set size on the
model performance. In both in-distribution and out-
of-distribution generalization tasks, the ALIGNN model
exhibits superior performance across both small-data
and large-data regimes when trained on relaxed struc-
tures. Notably, ALIGNN demonstrates a more favor-
able performance-versus-data scaling compared to the
tree ensembles, with its performance advantage amplify-
ing alongside the augmentation of the training set size. A
compelling example of this is depicted in Fig.5(b), where
ALIGNN models trained on merely about 600 ordered
structures reach the same MAE on SQSs as tree ensem-
bles trained on a dataset over 100× larger (69.6k ordered
structures). This contrasts with the performance satura-
tion of tree ensembles observed beyond 7k ordered struc-
tures, while ALIGNN’s MAE persistently decreases with
an increased number of training data.
When trained on the unrelaxed structures, all the ML

models show the degraded performance compared to the
ones obtained with the relaxed structures. The ALIGNN
model, in particular, undergoes the most pronounced
degradation, with its performance advantage narrowing
to a margin only slightly better than that of the tree en-
sembles. In addition, the performance-versus-data scal-
ing of the ALIGNN model also becomes similar to that
of the tree ensembles.
The performance degradation here is likely due to the

information loss in the training data: when trained on
unrelaxed structures, ML models are confined to lever-
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FIG. 5. Effects of training set size and structural relaxation on the model performance. (a) In-distribution performance
obtained from the random train-test splitting. (b) Performance obtained by training on ordered structures with ≤ 8 atoms
and testing on SQSs with ≥ 27 atoms. (c) Performance obtained by training on binary and ternary structures and testing
on structures with ≥ 4 components. (d) Performance obtained by training on near-equimolar structures with max∆c ≤ 0.2
and testing on other non-equimolar structures with max∆c > 0.2. The upper and lower panels are the results obtained with
relaxed and unrelaxed structures, respectively.

aging solely on-lattice configurational information for en-
ergy mapping, thereby losing access to information such
as local structural distortions and variations in cell shape
and volume. Therefore, in scenarios where only unre-
laxed structures are accessible, tree ensembles might al-
ready capture the majority of the learnable information
from the training data. Consequently, graph neural net-
works like ALIGNN may not necessarily yield substantial
performance enhancements over descriptor-based models
in these settings. This underscores that the distinct ad-
vantage of graph neural networks is considerably dimin-
ished without the availability of relaxed structures for
training. Conversely, the results achieved with relaxed
structures underscore the significant amount of learnable
information embedded in structural relaxation and the
enhanced capability of graph neural networks to effec-
tively utilize this information when available. This high-
lights the critical role of structural details in model train-
ing and the potential of advanced neural network models
to extract deeper insights from complex structural data
in materials science.

D. Comparison between models across
generalization tasks

The previous sections are focused on the generaliza-
tions from ordered to disordered structures, from low-
order to high-order alloys, and from equimolar compo-

sitions to non-equimolar compositions. Equally perti-
nent, however, is the exploration of these generalizations
in reverse: from disordered to ordered structures, from
high-order to low-order alloys, and from non-equimolar to
equimolar compositions. Such reverse generalizations are
particularly relevant in a top-down modeling approach,
where one might e.g. start with data on complex high-
order HEMs and aim to extrapolate to simpler, lower-
order systems.

Table II shows a comparison of the model performance
for the in-distribution and six out-of-distribution tasks.
When trained on relaxed structures, ALIGNN consis-
tently outperforms the tree ensembles across all general-
ization tasks, achieving up to a 60 % reduction in MAE.
However, this performance disparity between ALIGNN
and the tree-based models becomes less pronounced when
training is based on unrelaxed structures.

Compared to the generalization from ordered to dis-
ordered structures, the generalization from disordered to
ordered structures is more difficult, evidenced by up to a
180 % increase in MAE. The better generalization in the
former case could be largely due to the data diversity
for ordered structures (Fig. 1a), rather than the larger
training set size of ordered structures, considering that
the performance scaling with data size is relatively mod-
est (as shown in Fig5b).

Compared to the generalization from equimolar to
non-equimolar structures, the generalization from non-
equimolar to equimolar is easier with a lower MAE. This
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TABLE II. Performance for different generalization tasks and ML models. The ID column gives the in-distribution MAE,
and the columns A → B give the out-of-distribution generalization MAE with A as the training set and B as the test set.
The column labels have the following meanings. Ordered: ordered structures with ≤ 8 atoms, SQS: SQSs with ≥ 27 atoms,
Low: low-order structures with ≤ 3 elements, High: high-order structures with ≥ 4 elements, Equi: equimolar structures
(max∆c = 0), Non-equi: non-equimolar structures (max∆c > 0). The second last row indicates the MAD of the test set. The
last row indicates the number of training data.

Structure Model ID Ordered→SQS SQS→Ordered Low→High High→Low Equi→Non-equi Non-equi→Equi

Relaxed
RF 0.016 0.023 0.040 0.025 0.038 0.037 0.029

XGB 0.014 0.025 0.038 0.023 0.036 0.036 0.025

ALIGNN 0.007 0.009 0.025 0.011 0.013 0.018 0.010

Unrelaxed
RF 0.024 0.029 0.043 0.030 0.043 0.043 0.036

XGB 0.022 0.028 0.042 0.029 0.041 0.041 0.032

ALIGNN 0.021 0.021 0.043 0.024 0.030 0.032 0.026

MAD 0.109 0.101 0.104 0.111 0.097 0.106 0.130

Training set size 67k 70k 14k 6k 78k 8k 76k

outcome aligns with expectations, given the significantly
larger dataset and the greater diversity found in non-
equimolar compositions.

Compared to the generalization from low-order to
high-order alloys, the generalization from high-order to
low-order alloys is more difficult. However, this cannot be
simply explained by the dataset size nor the data diver-
sity. Indeed, the number of high-order structures is more
than an order of magnitude larger than that of low-order
structures. Furthermore, structures with four or more
elements are expected to provide more diverse sampling
of chemical environments than binary and ternary struc-
tures. Instead, this difficulty might be explained from a
physics perspective. When building physics-based model
Hamiltonians, a common practice is to use a bottom-up
approach, where one first fits the two-body interaction
parameters with low-order systems, and gradually adds
more model parameters by including higher-order inter-
actions for more complex systems [67]. This is often con-
sidered to be physically more reasonable than just per-
forming a single fit for all the model parameters once.
The latter can be prone to overfitting by inappropri-
ately attributing more contribution to the higher-order
interactions, whereas the bottom-up approach provides
a way to add regularization to higher-order interactions.
In a similar spirit, the ML models trained on low-order
structures can learn well low-order interactions and thus
generalize to high-order systems even without knowing
high-order interactions. By contrast, training only on
high-order systems means the models need to decode si-
multaneously the low-order and high-order interactions
from high-order structures, which could make the learn-
ing more difficult and would require more data than the
bottom-up approach.

IV. DISCUSSION

The out-of-distribution generalization results can pro-
vide insights for future DFT dataset construction. For
instance, we demonstrate that ordered structures contain
sufficient information for ML models to generalize well
to SQSs, highlighting the usefulness of the existing DFT
databases as a good starting point for HEM modeling.
Furthermore, we reveal that continuously adding more
complex representation would not be an efficient strat-
egy to systematically improve the generalization perfor-
mance. For example, further including quaternary sys-
tems into the binary and ternary training data only im-
proves marginally model accuracy. These results call for
the design of effective sampling strategies that take into
account both the usefulness and the cost of a data point.
Namely, one should weigh between an extensive but in-
direct sampling with many inexpensive calculations of
ordered structures and a direct sampling of SQSs. There
is a similar trade-off between an extensive sampling of
many low-order systems and a direct sampling of a few
high-order systems.

We also reveal that the unavailability of DFT-relaxed
structures cause significant performance degradation.
This degradation is attributed to the loss of learnable
information related to lattice distortion in the unrelaxed
data rather than the intrinsic limitation of ML models.
With unrelaxed structures, graph neural networks do not
have a significant performance advantage over tree en-
sembles, which may be explained by the reduced amount
of learnable information being a limiting factor. One pos-
sible solution is to develop ML interatomic potentials by
training on the relaxation trajectory data and then use
the trained ML interatomic potentials to relax the struc-
tures. However, this would incur higher training cost and
also additional compute cost to perform additional sim-
ulations for relaxations. On the other hand, ML models
trained on unrelaxed structures can be seen as on-lattice
models [29, 65–67], which are widely used for thermo-
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dynamic and kinetic modeling thanks to their high effi-
ciency with respect to off-lattice models or interatomic
potentials. Therefore, from the cost-effective perspec-
tive, one interesting line of research may be to develop
descriptor-based on-lattice models, since their accuracy
is similar to neural networks, to study thermodynamics
such as chemical order and phase diagram for HEMs.

V. CONCLUSION

In summary, we create a DFT dataset of formation
energies for 84k alloys with up to 7 components and a
diverse range of concentrations and chemical orders. We
find a good in-distribution performance of ML models on
the dataset, with a best MAE of 0.007 eV/atom. Further-
more, we systematically investigate the generalizability
of ML models between different types of structures, re-
vealing that models trained on simpler alloy systems can
generalize well to more complex ones. In addition, we
analyze the effects of dataset size, and highlight the per-
formance degradation due to the unavailability of relaxed
structures. We believe these results, with our publicly
available datasets and ML models, can provide valuable
insights for the first principles based modeling of HEMs.
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stabilities and mechanical properties of multicomponent
alloys: A comprehensive review for high entropy alloys
and compositionally complex alloys, Materials Charac-
terization 147, 464 (2019).

[20] A. Zunger, S.-H. Wei, L. Ferreira, and J. E. Bernard,
Special quasirandom structures, Physical review letters
65, 353 (1990).

[21] A. Van de Walle, P. Tiwary, M. De Jong, D. Olmsted,
M. Asta, A. Dick, D. Shin, Y. Wang, L.-Q. Chen, and Z.-
K. Liu, Efficient stochastic generation of special quasir-
andom structures, Calphad 42, 13 (2013).

[22] J. Yang, P. Manganaris, and A. Mannodi-Kanakkithodi,
A high-throughput computational dataset of halide per-
ovskite alloys, Digital Discovery (2023).

[23] K. Li and C.-C. Fu, Ground-state properties and lattice-
vibration effects of disordered fe-ni systems for phase sta-
bility predictions, Physical Review Materials 4, 023606
(2020).

[24] J. Shen, S. D. Griesemer, A. Gopakumar, B. Baldassarri,
J. E. Saal, M. Aykol, V. I. Hegde, and C. Wolverton, Re-
flections on one million compounds in the open quantum
materials database (oqmd), Journal of Physics: Materi-
als 5, 031001 (2022).

[25] G. B. Bokas, W. Chen, A. Hilhorst, P. J. Jacques,
S. Gorsse, and G. Hautier, Unveiling the thermody-
namic driving forces for high entropy alloys formation
through big data ab initio analysis, Scripta Materialia
202, 114000 (2021).

[26] W. Chen, A. Hilhorst, G. Bokas, S. Gorsse, P. J. Jacques,
and G. Hautier, A map of single-phase high-entropy al-
loys, Nature Communications 14, 2856 (2023).

[27] P. Sarker, T. Harrington, C. Toher, C. Oses, M. Samiee,
J.-P. Maria, D. W. Brenner, K. S. Vecchio, and S. Cur-
tarolo, High-entropy high-hardness metal carbides dis-
covered by entropy descriptors, Nature communications
9, 4980 (2018).

[28] K. Kaufmann, D. Maryanovsky, W. M. Mellor, C. Zhu,
A. S. Rosengarten, T. J. Harrington, C. Oses, C. To-
her, S. Curtarolo, and K. S. Vecchio, Discovery of high-
entropy ceramics via machine learning, Npj Computa-
tional Materials 6, 42 (2020).

[29] Y. Lederer, C. Toher, K. S. Vecchio, and S. Curtarolo,
The search for high entropy alloys: a high-throughput
ab-initio approach, Acta Materialia 159, 364 (2018).

[30] C. Jiang and B. P. Uberuaga, Efficient ab initio modeling
of random multicomponent alloys, Physical review letters
116, 105501 (2016).

[31] V. Sorkin, Z. Yu, S. Chen, T. L. Tan, Z. Aitken, and
Y. Zhang, A first-principles-based high fidelity, high
throughput approach for the design of high entropy al-
loys, Scientific Reports 12, 11894 (2022).

[32] G. Vazquez, P. Singh, D. Sauceda, R. Couperthwaite,
N. Britt, K. Youssef, D. D. Johnson, and R. Arróyave,
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