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#### Abstract

Let $X$ be a projective crepant resolution of a Gorenstein affine toric variety and let $\left(\left(\mathbb{C}^{*}\right)^{k}, f\right)$ be the LG-model which is the Hori-Vafa mirror dual of $X$. Let $D$ be a generic fiber of $f$ equipped with the restriction of the standard Liouville form on $\left(\mathbb{C}^{*}\right)^{k}$. Let $\mathcal{K}_{A}$ be the so-called "stringy Kähler moduli space" of $X$. We show that $\pi_{1}\left(\mathcal{K}_{A}\right)$ acts on the wrapped Fukaya category of $D$. Using results by Gammage - Shende and Zhou, this result implies that $\pi_{1}\left(\mathcal{K}_{A}\right)$ acts on $D^{b}(\operatorname{coh}(\partial X))$ where $\partial X$ is the toric boundary divisor of $X$. We show that the induced action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}(\operatorname{coh}(\partial X))$ may be extended in a natural way to an action on $K_{0}(X)$ which corresponds to a GKZ system.
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## 1. Introduction

Let $^{1} X$ be a crepant projective resolution of a Gorenstein affine toric variety, possibly by a DM-stack. ${ }^{23}$ Let $A$ be the generators of the one-dimensional cones of the fan of $X$. The Hori-Vafa mirror for $X$ is given by the LG model $\left(\left(\mathbb{C}^{*}\right)^{A}, f\right)$ where $f$ is a generic Laurent polynomial with monomials given by $A$. The stringy Kähler moduli space (SKMS) $\mathcal{K}_{A}$ of $X$ is the DM-stack

$$
\left(\mathbb{C}^{A}-V\left(E_{A}\right)\right) /\left(\mathbb{C}^{*}\right)^{k}
$$

where $V\left(E_{A}\right)$ is the divisor in $\mathbb{C}^{A}$ defined by the principal $A$-determinant [GKZ08, $\S 10]$ (see $\S 3.1$ ), after identifying the $\mathbb{C}^{A}$ with the space of Laurent polynomials that are linear combinations of the monomials corresponding to the columns of $A$. The $\left(\mathbb{C}^{*}\right)^{k}$-action is given by rescaling the variables in the Laurent polynomials. See §3.1 for a precise definition and for example [Iri20, CCIT20, DS15, Kit17] for background.

Homological mirror symmetry suggests the existence of an action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(X))$. Indeed one expects an action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ by some kind of "parallel transport" on the Fukaya category associated to the LG model $\left(\left(\mathbb{C}^{*}\right)^{k}, f\right)$. This action should then be transported to an action on $D^{b}(\operatorname{coh}(X))$. Unfortunately, while there exist a number of definitions for the Fukaya category associated to an LG-model, which apply in the generality that we need [AA, GS22, Han19, HH22], these typically involve some extra choices (e.g. a tropical limit) which obstruct the construction of a parallel transport action, or at least make it nonobvious. ${ }^{4}$

Therefore in this paper we aim for a more easily achievable goal. Namely, we construct an action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ by parallel transport on the wrapped Fukaya category $\mathcal{W} \mathcal{F}(D)$ ( $\mathbb{Z}$-graded with $\mathbb{Z}$-coefficients) of a generic fiber $D$ of $f$, equipped with the restriction of a toric Liouville form on $\left(\mathbb{C}^{*}\right)^{k}$.

Theorem 1.1 (Theorem 9.1). There exists a natural action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $\mathcal{W} \mathcal{F}(D)$.
This result may then be combined with HMS for toric boundary divisors as in [GS22].
Theorem 1.2 (Theorem 9.1, Theorem 9.2, [GS22, Theorem 1.0.1]). We have $\mathcal{D}\left(\mathcal{W} \mathcal{F}(D)_{\mathbb{C}}\right) \cong D^{b}(\operatorname{coh}(\partial X))$ where $\partial X$ is the toric boundary divisor of $X$, i.e. the complement of the generic orbit. Hence by Theorem 1.1 we obtain a natural action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$.
Remark 1.3. The equivalence $\mathcal{D}\left(\mathcal{W} \mathcal{F}(D)_{\mathbb{C}}\right) \cong D^{b}(\operatorname{coh}(\partial X))$ is proved in [GS22] for a Liouville form on $D$, obtained from tropical degeneration, which is different from the restriction of the ambient toric Liouville form we are using. However we can complete our argument by showing that the two Liouville forms are isotopic, proving the conjecture stated in [GS22, Remark 5.3.3]. See Theorem 9.2.

Moreover [GS22] require the fan of $X$ to satisfy a certain technical condition called "perfectly-centered". We can remove this condition by using Kähler potentials

[^1]of degree two during the proof. The usefulness of such potentials was realised by Zhou in [Zho20].

Of course the "natural action" of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$, whose existence is asserted in Theorem 1.2, could in principle be trivial. To show that this is not the case we relate the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}(D)_{\mathbb{C}}\right)\right)$ obtained from Theorem 1.1 (and hence the corresponding action on $K_{0}(\operatorname{coh}(\partial(X)))$ via Theorem 1.2) to the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $H^{k-1}(D, \mathbb{Z})$ obtained from the Gauss-Manin connection (the Gauss-Manin connection is obtained from the fact that $\mathcal{K}_{A}$ describes the possible coefficients of $f$, up to rescaling the variables).

Theorem 1.4 (Proposition 11.7). Assume that $X$ is a scheme. Then there exists an isomorphism $K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}(D)_{\mathbb{C}}\right)\right) \cong H^{k-1}(D, \mathbb{Z})$ which is compatible with the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}(D)_{\mathbb{C}}\right)\right.$ ) obtained from Theorem 1.1 and the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $H^{k-1}(D, \mathbb{Z})$ obtained from the Gauss-Manin connection.

Remark 1.5. The reason why we need to assume $X$ to be a scheme is that, although Theorem 1.4 is purely a symplectic statement, we use HMS, and more specifically the results in [HH22], to prove it. The results in loc. cit. assume that $X$ is a scheme.

It is well-known that the Gauss-Manin connection on $H^{k-1}(D, \mathbb{C})$ is closely related to the GKZ system [GKZ88, SW12, Rei14] (which yields in particular that it is non-trivial):

Proposition 1.6 (Proposition B.1, (B.3)). The long exact relative cohomology sequence for the pair $\left(\mathbb{C}^{* k}, D\right)$ is $\pi_{1}\left(\mathcal{K}_{A}\right)$-equivariant and yields the following subsequence

$$
\begin{equation*}
0 \rightarrow H^{k-1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow H^{k-1}(D, \mathbb{Z}) \rightarrow H^{k}\left(\mathbb{C}^{* k}, D, \mathbb{Z}\right) \rightarrow H^{k}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow 0 \tag{1.1}
\end{equation*}
$$

such that $H^{k-1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \cong \mathbb{Z}^{k}, H^{k}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \cong \mathbb{Z}$ are trivial representations and such that the induced action of $\pi_{1}\left(\mathbb{C}^{A}-V\left(E_{A}\right)\right.$ ) (via the canonical map $\pi_{1}\left(\mathbb{C}^{A}-\right.$ $\left.\left.V\left(E_{A}\right)\right) \rightarrow \pi_{1}\left(\mathcal{K}_{A}\right)\right)$ on $H^{k-1}\left(\mathbb{C}^{* k}, D, \mathbb{C}\right)$ is given by the $G K Z$ system with trivial parameters corresponding to the matrix $A$.

The action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$ in Theorem 1.2 may be regarded as an approximation to the expected action on $D^{b}(\operatorname{coh}(X))$. On the level of Grothendieck groups $X$ and $\partial X$ are related in the following way.

Theorem 1.7 (Theorem 10.1). Let $i: \partial X \hookrightarrow X$ be the inclusion. Then we have an exact sequence

$$
\begin{equation*}
0 \rightarrow X(T) \xrightarrow{\partial} K_{0}(\operatorname{coh}(\partial X)) \xrightarrow{i_{*}} K_{0}(X) \xrightarrow{\mathrm{rk}} \mathbb{Z} \rightarrow 0 . \tag{1.2}
\end{equation*}
$$

The two exact sequences $(1.1)(1.2)$ look very similar and indeed we use the results of [Laz22] and [HH22] to show that there is a natural isomorphism between them when $X$ is a scheme (see Proposition 11.8):


By transporting the $\pi_{1}\left(\mathcal{K}_{A}\right)$-action on $H^{k}\left(\mathbb{C}^{* k}, D, \mathbb{Z}\right)$ to $K_{0}(X)$ via the third vertical arrow, we see in particular that the $\pi_{1}\left(\mathcal{K}_{A}\right)$-action on $K_{0}(\operatorname{coh}(\partial X))$ obtained from Theorem 1.2 extends in a natural way to an action on $K_{0}(X)$ which corresponds to the GKZ system.

Corollary 1.8 (Corollary 11.9). The induced action on $K_{0}(X)_{\mathbb{C}}$ is obtained from the GKZ-system corresponding to the matrix $A$ with trivial parameters.

Remark 1.9. We will also discuss in $\S 12$ another method to obtain an action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}(X)$ when $X$ is a scheme. It is easy to see that the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$ descends to an action on $\operatorname{Perf}(\partial X)$. This implies that $\pi_{1}\left(\mathcal{K}_{X}\right)$ acts on $K_{\text {top }}^{0}(\partial X)$ which we show to be isomorphic to $K_{\text {top }}^{0}(X)$. The latter turns out to be isomorphic to $K_{0}(X)$. Hence the $\pi_{1}\left(\mathcal{K}_{A}\right)$-action on $D^{b}(\operatorname{coh}(\partial X))$ gives an action on $K_{0}(X)$. We do not know if this action is the same as the previous one, or if it is even non-trivial.

Comment on assumptions. The results mentioned above are actually proved under the following assumptions:

- Theorem 1.1: any $A$ and $D=f^{-1}(0)$.
- Theorem 1.2: "star-shaped" triangulation, cf. §3.6.
- Theorem 1.4, Corollary 1.8: "star-shaped" triangulation and $X$ is a scheme ( $A$ consists of all lattice points of $P=\operatorname{conv}(A)$ ).
- Proposition 1.6: any $A$ with $|A|>1$ and $D=f^{-1}(0)$.
- Theorem 1.7: any smooth toric DM stack.

The relation between the setting in the current introduction and the setting in the rest of the paper (e.g. the relation between the zero and the generic fiber) is explained in §13.2.1.
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## 3. $A$-notions

Various interesting objects can be associated to finite subsets $A \subset \mathbb{Z}^{k}$. We collect some in this section. Our setting will be more general than in the introduction since we do not assume $A \subset \mathbb{Z}^{k-1} \times\{1\}$.
3.1. The principal $A$-determinant. Let $k \in \mathbb{N}$ and $A=\left\{a_{1}, \ldots, a_{d}\right\}$ be a finite subset of $\mathbb{Z}^{k}$. Let $P \subset \mathbb{R}^{k}$ be the convex hull of $A$ and let $\mathcal{F}(P)$ be its set of faces. Let $x=\left(x_{1}, \ldots, x_{k}\right)$ be variables and for $\alpha \in \mathbb{C}^{A}$ put

$$
f_{\alpha}(x):=\sum_{a_{i} \in A} \alpha_{i} x^{a_{i}}
$$

For $F \in \mathcal{F}(P)$ we denote by $\nabla_{F}$ the set of all $\alpha \in \mathbb{C}^{F}$ such that the singular locus of $V\left(f_{\alpha}^{F}\right)$ for $f_{\alpha}^{F}:=\sum_{a_{i} \in F} \alpha_{i} x^{a_{i}}$ (i.e. the common zeros of $\partial_{i} f_{\alpha}^{F}$ for $\partial_{i}=\partial / \partial_{x_{i}}$ and $\left.f^{F}\right)$ meets $\left(\mathbb{C}^{*}\right)^{k} \subset \mathbb{C}^{k}$. If $\bar{\nabla}_{F}$ is a hypersurface in $\mathbb{C}^{F}$, then we denote by $\Delta_{F}$ its defining equation. Otherwise, we set $\Delta_{F}=1$. The principal $A$-determinant is a polynomial which satisfies $E_{A}:=\prod_{F \in \mathcal{F}(P)} \Delta_{F}^{m_{F}}$ for suitable nonzero multiplicities $m_{F} \in \mathbb{N}$ [GKZ08, Theorem 10.1.2].

We set $V(A):=\bigcup_{F} p_{F}^{-1}\left(\nabla_{F}\right)$ where $p_{F}: \mathbb{C}^{A} \rightarrow \mathbb{C}^{F}$ is the projection. It is clear that $V\left(E_{A}\right)$ and $V(A)$ can only differ in codimension $\leq 2$ and in fact they coincide:

Proposition 3.1. [ŠVdB22, Proposition 1.1] We have $V(A)=V\left(E_{A}\right)$.

For use below we note the following proposition.
Proposition 3.2 ([GKZ08, Proposition 9.1.4]). If $p: \mathbb{Z}^{k} \rightarrow \mathbb{Z}^{l}$ is an injective affine transformation then $V(A)=V(p(A))$.

Note that if $A \subset A^{\prime}$ have the same convex hull then

$$
V(A)=V\left(A^{\prime}\right) \cap \mathbb{C}^{A}
$$

We let $\left(\mathbb{C}^{*}\right)^{k}$ act on $\mathbb{C}^{A}$ with weights given by the elements of $A$. Note that $V(A)$ is $\left(\mathbb{C}^{*}\right)^{k}$-invariant for this action. We define the quotient stack:

$$
\begin{equation*}
\mathcal{K}_{A}:=\left(\mathbb{C}^{A}-V(A)\right) /\left(\mathbb{C}^{*}\right)^{k} \tag{3.1}
\end{equation*}
$$

It is not hard to see that $\mathcal{K}_{A}$ is a Deligne-Mumford stack if $A$ spans $\mathbb{R}^{k}$. Thanks to [Noo14, Example 5.6] and the fact that $\left(\mathbb{C}^{*}\right)^{k}$ is connected, we have a presentation for $\alpha \notin V(A)$ :

$$
\begin{equation*}
\pi_{1}\left(\left(\mathbb{C}^{*}\right)^{k}, 1\right) \rightarrow \pi_{1}\left(\mathbb{C}^{A}-V(A), \alpha\right) \rightarrow \pi_{1}\left(\mathcal{K}_{A}, \alpha\right) \rightarrow 1 \tag{3.2}
\end{equation*}
$$

The following lemma which follows directly from the definition of $V(A)$ is convenient.

Lemma 3.3. $V(A)$ contains the coordinate planes $\left\{\alpha_{i}=0\right\}$ for those $a_{i} \in A$ which are vertices of $P$.

We recall the following lemma.
Lemma 3.4. Let $\alpha \in \mathbb{C}^{A}$. If $\left|\left\{\alpha_{i} \neq 0\right\}\right|>1$ (in particular if $|A|>1$ and $\alpha \notin V(A)$ by Lemma 3.3) then 0 is in the image of $f_{\alpha}(x)$ considered as a function $\left(\mathbb{C}^{*}\right)^{k} \rightarrow \mathbb{C}$.

Proof. There must be some variable which occurs with at least two different powers. We may assume it is $x_{1}$. Write $f_{\alpha}(x)=\sum_{i \in I} p_{i}(\hat{x}) x_{1}^{i}$ where $\hat{x}=\left(x_{2}, \ldots, x_{k}\right)$ and $p_{i} \neq 0$ for $i \in I$. By hypothesis $|I|>1$. We may find $\hat{y} \in\left(\mathbb{C}^{*}\right)^{k-1}$ such that $p_{i}(\hat{y}) \neq 0$ for all $i \in I$. Now let $y_{1} \neq 0$ be a zero of $\sum_{i \in I} p_{i}(\hat{y}) x_{1}^{i}$ and put $y=\left(y_{1}, \hat{y}\right)$. Then $f_{\alpha}(y)=0$.
3.2. Polyhedral decompositions of $\mathbb{R}^{k}$. Let $\nu$ be a strictly convex ${ }^{5}$ function $A \rightarrow \mathbb{Z}$ so that the singular locus of the associated convex piecewise linear function $P \rightarrow \mathbb{R}$ is a triangulation $\Delta_{\nu}$ of $P$.

For $a_{i} \in A$ we let $\mathcal{H}\left(a_{i}\right)$ be the function $\mathbb{R}^{k} \rightarrow \mathbb{R}: u \mapsto a_{i} \cdot u-\nu\left(a_{i}\right)$. Let $\Pi_{\nu} \subset \mathbb{R}^{k}$ be the nonsmooth locus of the function

$$
\begin{equation*}
\mathbb{R}^{k} \rightarrow \mathbb{R}: u \mapsto \max _{a_{i} \in A} \mathcal{H}\left(a_{i}\right) \tag{3.3}
\end{equation*}
$$

We call $\Pi_{\nu}$ the tropical amoeba of $f_{\alpha}$ (although it does not depend on $\alpha$, but only on $\nu$ ).

For $\tau$ a face in $\Delta_{\nu}$ (which we identify with the set of $a_{i}$ that belong to it) we define $C_{\tau}$ by

$$
\begin{array}{ll}
\mathcal{H}\left(a_{i}\right)=\mathcal{H}\left(a_{j}\right) & \text { for all } a_{i}, a_{j} \in \tau \\
\mathcal{H}\left(a_{i}\right) \geq \mathcal{H}\left(a_{j}\right) & \text { for all } a_{i} \in \tau \text { and } a_{j} \notin \tau \tag{3.4}
\end{array}
$$

Note $C_{\tau}=\bigcap_{a_{i} \in \tau} C_{a_{i}}$. The fact that $\nu$ is strictly convex on $A$ implies that the $C_{\tau}$ form the faces of the polyhedral decomposition of $\mathbb{R}^{k}$ determined by $\Pi_{\nu}$. We have

[^2]$\operatorname{dim} C_{\tau}=k-|\tau|+1$ and $C_{\tau}$ is a face of $\Pi_{\nu}$ if and only if $|\tau| \geq 2$ (in the case $|\tau|=1$, $C_{\tau}$ is a chamber in the complement of $\Pi_{\nu}$ ).

For later use we note that the affine span $L_{\tau}$ of $C_{\tau}$ is given by

$$
\begin{equation*}
\mathcal{H}\left(a_{i}\right)=\mathcal{H}\left(a_{j}\right) \quad \text { for all } a_{i}, a_{j} \in \tau \tag{3.5}
\end{equation*}
$$

For $0<\epsilon \ll 1$ we put

$$
\begin{equation*}
C_{\tau, \epsilon}=\left\{p \in \mathbb{R}^{k} \mid \forall a_{i} \in \tau: d\left(p, C_{a_{i}}\right) \leq \epsilon\right\} . \tag{3.6}
\end{equation*}
$$

One verifies there exists a constant $u$, depending only on $\Pi_{\nu}$, such that for all $p \in C_{\tau, \epsilon}$

$$
\begin{equation*}
d\left(p, C_{\tau}\right)<u \epsilon . \tag{3.7}
\end{equation*}
$$

3.3. Tropical amoeba from Laurent polynomials. If for a fixed $\alpha \in\left(\mathbb{C}^{*}\right)^{A}$ we put

$$
f_{t}=\sum_{i=1}^{d} \alpha_{i} t^{-\nu\left(a_{i}\right)} x^{a_{i}}
$$

then we have [GS22, Proposition 6.1.3][Mik04]

$$
\lim _{t \rightarrow \infty} \log _{t} f_{t}^{-1}(0)=\Pi_{\nu}
$$

where $\log _{t}(x)=\log (x) / \log t$ with $\log (x):=\left(\log \left|x_{i}\right|\right)_{i=1}^{k}$.
Remark 3.5. It is clear from the definition that $p=\log _{t} x \in C_{a_{\ell}}$ if and only if for all $i$ one has

$$
\left|\frac{t^{-\nu\left(a_{i}\right)} x^{a_{i}}}{t^{-\nu\left(a_{\ell}\right)} x^{a_{\ell}}}\right| \leq 1
$$

3.4. Tailoring. It was observed by Mikhalkin in [Mik04] that $f_{t}^{-1}(0)$ can be deformed into a non-holomorphic hypersurface with an easier to understand combinatorial structure. This procedure was streamlined in [Abo06] and also in [Zho20]. Fix $\alpha \in\left(\mathbb{C}^{*}\right)^{d}$. Choose ${ }^{6} 1 \gg \epsilon_{2}>\epsilon_{1}>0$. Let $\chi_{a_{i}}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ be smooth functions with the following property

$$
\begin{align*}
& d\left(p, C_{a_{i}}\right) \leq \epsilon_{1} \Rightarrow \chi_{a_{i}}(p)=1 \\
& d\left(p, C_{a_{i}}\right) \geq \epsilon_{2} \Rightarrow \chi_{a_{i}}(p)=0 \tag{3.8}
\end{align*}
$$

where the distance function is computed with respect to a constant Riemannian metric (see Remark 3.6 below for a comment on metrics).

In addition we demand that the $\chi_{a_{i}}$ are strictly decreasing in the radial direction from $C_{a_{i}}$ and that the level set $\left\{\chi_{a_{i}}(p)=\xi\right\}$ for $0<\xi<1$ are convex. For $p \in \mathbb{R}^{k}$ we put

$$
\begin{aligned}
& A_{0}(p)=\left\{a_{i} \in A \mid d\left(p, C_{a_{i}}\right)<\epsilon_{1}\right\} \\
& A_{1}(p)=\left\{a_{i} \in A \mid \epsilon_{1} \leq d\left(p, C_{a_{i}}\right) \leq \epsilon_{2}\right\} \\
& A_{2}(p)=\left\{a_{i} \in A \mid d\left(p, C_{a_{i}}\right)>\epsilon_{2}\right\}
\end{aligned}
$$

For all $p$ we have $A=A_{0}(p) \coprod A_{1}(p) \coprod A_{2}(p)$. For every $p \in \mathbb{R}^{k}$ the set $\tau(p):=$ $A_{0}(p) \coprod A_{1}(p)$ is a face of $\Delta_{\nu}$. We use this notation to put an additional condition

[^3]on $\chi_{a_{i}}$. We demand ${ }^{7}$ that for $\tau$ a face of $\Delta_{\nu}, a_{i} \in \tau$, the level surface $\left\{p \mid \chi_{a_{i}}(p)=\right.$ $\xi, \tau(p)=\tau\}$ for $0<\xi<1$ is parallel to $C_{\tau}$ outside a compact set.

It follows from this that the $\left(\chi_{a_{i}}\right)_{i}$ are determined by their values on a compact region of $\mathbb{R}^{k}$ and hence we obtain that there is some constant $K_{1}>0$ such that

$$
\begin{equation*}
\forall j=1, \ldots, k, \forall p \in \mathbb{R}^{k}:\left|\left(\partial_{j} \chi_{a_{i}}\right)(p)\right| \leq K_{1} /\left(\epsilon_{2}-\epsilon_{1}\right) \tag{3.9}
\end{equation*}
$$

We put for $s \in[0,1] \chi_{a_{i}, s}=(1-s)+s \chi_{a_{i}}$ and $^{8}$

$$
\begin{equation*}
f_{t, s}(x)=\sum_{i=1}^{d} \alpha_{i} \chi_{a_{i}, s}\left(\log _{t} x\right) t^{-\nu\left(a_{i}\right)} x^{a_{i}} \tag{3.10}
\end{equation*}
$$

for some fixed $\alpha \in\left(\mathbb{C}^{*}\right)^{A}$. We state some observations.
(1) Inspecting the definition of $\tau(p)$, we see that $f_{t, 1}$ is obtained by gluing pieces which only depend on the faces of $\Delta_{\nu}$ (see $\S 8.2$ below).
(2) There is a very useful refinement of Remark 3.5. Let $p=\log _{t} x \in C_{a_{\ell}}$ so that in particular $\chi_{a_{\ell}}(p)=1$. If $a_{i} \in A_{1}(p) \cup A_{2}(p)$ then by [Abo06, Lemma 4.5]

$$
\begin{equation*}
\left|\frac{t^{-\nu\left(a_{i}\right)} x^{a_{i}}}{t^{-\nu\left(a_{\ell}\right)} x^{a_{\ell}}}\right| \leq t^{-K_{2} \epsilon_{1}} \tag{3.11}
\end{equation*}
$$

for $t \gg 0$ and for a suitable constant $K_{2}>0$ not depending on $x, t, \epsilon_{i} .{ }^{9}$
(3) For $p=\log _{t} x$ it will be advantageous to write

$$
f_{t, s}(x)=f_{t, s}^{\text {core }}(x)+f_{t, s}^{\text {small }}(x)
$$

where

$$
\begin{aligned}
f_{t, s}^{\text {core }}(x) & =\sum_{a_{i} \in A_{0}(p)} \alpha_{i} t^{-\nu\left(a_{i}\right)} x^{a_{i}} \\
f_{t, s}^{\mathrm{small}}(x) & =\sum_{a_{i} \in A_{1}(p) \cup A_{2}(p)} \alpha_{i} t^{-\nu\left(a_{i}\right)} \chi_{a_{i}, s}\left(\log _{t} x\right) x^{a_{i}} .
\end{aligned}
$$

Note that $f_{t, s}^{\text {core }}(x)$ is holomorphic. Using (3.11) one may bound the terms in $f_{t, s}^{\text {small }}(x)$, as well as in $\left(\partial f_{t, s}^{\text {small }}\right)(x)$ and $\left(\bar{\partial} f_{t, s}^{\text {small }}\right)(x)$ (using in addition (3.9)).
(4) For use below we note the following. Assume $t \gg 0$. Let $x \in f_{t, s}^{-1}(0)$, $p=\log _{t} x \in C_{a_{\ell}}$. Then by a combination of the formulas on the first display on [Abo06, p1134] and on the first display [Abo06, p1135] ${ }^{10}$ together with (3.11) we obtain:

$$
\begin{equation*}
\left|\frac{\partial f_{t, s}^{\text {core }}(x)}{t^{-\nu\left(a_{\ell}\right)} x^{a_{\ell}}}\right| \geq K_{3} \tag{3.12}
\end{equation*}
$$

where $K_{3}>0$ is a constant independent of $x, t, \epsilon_{i}$.

[^4]Remark 3.6. We have been sloppy by not specifying the metrics in (3.8) and (3.12). The reason is that all the metrics we will use are globally equivalent and they are also compatible with the metrics used in [Abo06]. See §5 and in particular Proposition 5.13 below for a more in-depth discussion. So (3.8)(3.11)(3.12) are true for all such metrics with suitably altered $\left(\epsilon_{i}\right)_{i}$ and constants $\left(K_{i}\right)_{i}$.

For the comfort of the reader we state some preliminary lemmas which are implicit in [Abo06].

Lemma 3.7. Assume $|A|>1$. Then $f_{t, s}^{-1}(0)$ is smooth and non-empty for $s \in[0,1]$ and $t \gg 0$.

Proof. That the fibers are smooth if non-empty follows easily from (3.9)(3.11)(3.12). Indeed for $x \in f_{t, s}^{-1}(0)$ we have to prove $\left(d f_{t, s}\right)(x)=(\partial+\bar{\partial})\left(f_{t, s}\right)(x) \neq 0$. If we split $f_{t, s}(x)$ as $f_{t, s}^{\text {core }}(x)+f_{t, s}^{\text {small }}(x)$ then a quick verification (using the fact that $\bar{\partial} f_{t, s}^{\text {core }}(x)=0$ ) shows that the contribution given by (3.12) dominates.

By [Abo06, Lemma 4.12] it follows that all $f_{t, s}^{-1}(0)$ are symplectomorphic (without a priori assuming that they are non-empty). Hence it is sufficient to prove that $f_{t, 0}^{-1}(0)$ is non-empty. This follows from Lemma 3.4 since for the Laurent polynomial $f_{t, 0}$ all the coefficients $\alpha_{i} t^{-\nu\left(a_{i}\right)}$ are nonzero.
Lemma 3.8. Denote the coefficients of the Laurent polynomial $f_{t, 0}$ by $\alpha_{\nu}$. Thus $\left(\alpha_{\nu}\right)_{i}=\alpha_{i} t^{-\nu\left(a_{i}\right)}$ for $i=1, \ldots, d$. Then for $t \gg 0$ we have $\alpha_{\nu} \notin V(A)$.

Proof. This follows from the definition of $V(A)$ together with Lemma 3.7 applied for all $f_{p_{F}\left(\alpha_{\nu}\right)}^{F}$ for $F$ a face that is not a vertex, for $F$ a vertex this follows as we fixed $\alpha \in\left(\mathbb{C}^{*}\right)^{A}$.

Remark 3.9. Below in $\S 6.2$ we will use (3.9)(3.11)(3.12) to obtain more precise information about $f_{t, s}^{-1}(0)$. In particular it will follow from Theorem 6.3 below combined with Moser's lemma (see Theorem 4.9) that $f_{t, 1}^{-1}(0) \cong f_{t, 0}^{-1}(0)$ as Liouville manifolds (see [Abo06, Proposition 4.9] for the symplectic structure). Since $f_{t, 0}^{-1}(0)$ does not depend on the cutoff functions it follows that $f_{t, s}^{-1}(0)$ is independent (up to isomorphism of Liouville manifolds) of cutoff functions for all $s \in[0,1]$.
3.5. The $A$-toric variety. Let $X_{A}$ be the closure of $\left\{\left(x^{a_{1}}: \cdots: x^{a_{d}}\right) \in \mathbb{P}^{d-1} \mid\right.$ $\left.x \in\left(\mathbb{C}^{*}\right)^{k}\right\}$ in $\mathbb{P}^{d-1}$. Then $X_{A}$ is a (usually nonnormal) toric variety for the torus $\left(\mathbb{C}^{*}\right)^{k}$, which acts with weights $\left(a_{i}\right)_{i}$ on the homogeneous coordinates of $\mathbb{P}^{d-1}$. We recall the following result from [GKZ08].
Proposition 3.10. [GKZ08, Proposition 5.1.9, Theorem 5.3.1] The $\left(\mathbb{C}^{*}\right)^{k}$-orbits in $X_{A}$ are in 1:1 correspondence with the faces of $P$. The orbit corresponding to a face $F$ of $P$ consists of $\left\{\left(z_{1}: \cdots: z_{d}\right) \in X_{A} \mid z_{i} \neq 0 \Longleftrightarrow a_{i} \in F\right\}=\left\{\left(z_{1}: \cdots\right.\right.$ : $\left.z_{d}\right) \in \mathbb{P}^{d-1} \mid \exists u \in\left(\mathbb{C}^{*}\right)^{k}$ such that $z_{i}=u^{a_{i}}$ if $a_{i} \in F$ and $z_{i}=0$ if $\left.a_{i} \notin F\right\}$.

For a proof of the last equality see [ŠVdB22, Proposition 2.1].
3.6. Stacky fans and star-shaped triangulations. Recall that a stacky fan [BCS05, §3] $\Sigma$ in $N_{\mathbb{R}}$ for a lattice $N$ is a fan in which the one-dimensional cones $\tau$ come with chosen generators ("stacky primitives") $v_{\tau} \in \tau \cap N$ (for an ordinary fan, $v_{\tau}$ is taken to be the generator of $\tau \cap N$ as a semi-group). In contrast to loc. cit. we will not assume that a stacky fan is automatically simplicial as it is
not necessary for the basic definitions (as explained in [BCS05, Remark 3.4] it is necessary for smoothness). We write $T_{N}=N \otimes_{\mathbb{Z}} \mathbb{C}^{*}$ and we let $X_{\Sigma}$ be the toric stack corresponding to $\Sigma$ (see [BCS05, §3]). $X_{\Sigma}$ contains $T_{N}$ as an open substack and the complementary closed substack, denoted by $\partial X_{\Sigma}$, is called the toric boundary.

Assume $0 \in A$. Following [GS22, Definition 3.3.1] we say that an integral triangulation of $P=\operatorname{conv}(A)$ with vertices $A$ is star-shaped if every simplex in $\mathcal{T}$ which is not contained in $\partial P$ has 0 as a vertex. Such a triangulation (which need not exist) gives rise to a pure full-dimensional simplicial stacky fan $\Sigma$ whose cones are of the form $\mathbb{R}_{\geq 0} \tau$ for $\tau$ a simplex in $\mathcal{T}$ not containing $0 .{ }^{11}$ In particular the 1-dimensional cones are the half lines $\mathbb{R}_{\geq 0} v$ where $v$ is a vertex of $\mathcal{T}$ different from 0 . The stacky primitive on this cone is taken to be $v$. We obtain

$$
A=\{\text { stacky primitives }\} \coprod\{0\} .
$$

Definition 3.11. Let $\mathcal{T}$ be a star-shaped triangulation of $P$ with vertices $A$ with corresponding stacky fan $\Sigma$. We call $\mathcal{K}_{A}$ (see (3.1)) the stringy Kähler moduli space of $X_{\Sigma}$.

Remark 3.12. Note that this definition does not precisely cover the situation considered in the introduction where definitely $0 \notin A$. See $\S 13$ below for the connection.
3.7. Stacky fans and the FLTZ-skeleton. Let $\Sigma \subset N_{\mathbb{R}}$ be a stacky fan as in §3.6. Let $S_{N^{*}}$ be the real torus $N_{\mathbb{R}}^{*} / N^{*}$. We have

$$
T^{*}\left(S_{N^{*}}\right)=S_{N^{*}} \times N_{\mathbb{R}}, \quad T_{N^{*}}=T\left(S_{N^{*}}\right)=S_{N^{*}} \times N_{\mathbb{R}}^{*}
$$

where $T_{N^{*}}=N^{*} \otimes_{\mathbb{Z}} \mathbb{C}^{*}$ is the dual torus of $T_{N}$. We define a (singular) conical Lagrangian of $T^{*}\left(S_{N^{*}}\right)$ via:

$$
\Lambda_{\Sigma}=\bigcup_{\sigma \in \Sigma} \sigma^{\perp} \times \sigma
$$

where for a cone $\sigma, \sigma^{\perp} \subset S_{N^{*}}$ is a (possibly non-connected) subtorus of $S_{N^{*}}$ defined via:

$$
\sigma^{\perp}=\left\{\eta \in S_{N^{*}} \mid \forall \tau \in \Sigma, \tau \subset \sigma, \operatorname{dim} \tau=1:\left\langle\eta, v_{\tau}\right\rangle \cong 0 \bmod \mathbb{Z}\right\}
$$

Put $S^{\infty} N_{\mathbb{R}}=\left(N_{\mathbb{R}}-0\right) / \mathbb{R}_{>0}$ and $T^{*, \infty}\left(S_{N^{*}}\right)=S_{N^{*}} \times S^{\infty} N_{\mathbb{R}}, T^{\infty}\left(S_{N^{*}}\right)=S_{N^{*}} \times$ $S^{\infty} N_{\mathbb{R}}^{*}$. The FLTZ-skeleton $\Lambda_{\Sigma}^{\infty}$ [FLTZ12] (see also [RSTZ14]) is the image of $\Lambda_{\Sigma} \cap\left(S_{N^{*}} \times\left(N_{\mathbb{R}}-0\right)\right)$ in $S_{N^{*}} \times S^{\infty} N_{\mathbb{R}}$. This is a (singular) Legendrian in the contact manifold $T^{*, \infty}\left(S_{N^{*}}\right)$.

## 4. Some symplectic geometry

4.1. Liouville domains and manifolds. An exact symplectic manifold is a pair $(N, \theta)$ where $N$ is a manifold (with boundary if specified) and $\theta$ is a 1 -form such that $\omega_{\theta}:=d \theta$ is nondegenerate. If $N$ is given then we call $\theta$ a Liouville form. The Liouville vector field $Z_{\theta}$ associated to $\theta$ is defined by

$$
i_{Z_{\theta}} \omega_{\theta}=\theta .
$$

[^5]A morphism of exact symplectic manifolds $(N, \theta) \rightarrow\left(N^{\prime}, \theta^{\prime}\right)$ is a pair ${ }^{12}(\phi, f)$ where $\phi: N \rightarrow N^{\prime}$ is a smooth morphism, $f: N \rightarrow \mathbb{R}$ is a smooth function with compact support and $\phi^{*}\left(\theta^{\prime}\right)+d f=\theta$.

If $N$ has no boundary then we say that a Liouville form $\theta$ is complete if $Z_{\theta}$ is a complete vector field. In that case we call the corresponding flow $\left(\phi_{Z_{\theta}, t}\right)_{t}$ the Liouville flow and we call $(N, \theta)$ a complete exact symplectic manifold. If $(N, \theta)$ is complete then we say that a subset $M \subset N$ generates $N$ if $\bigcup_{t \geq 0} \phi_{Z_{\theta}, t} M=N$.

A Liouville domain is a compact exact symplectic manifold with boundary $(M, \theta)$ such that $Z_{\theta} \mid \partial M$ is outward pointing. A Liouville domain $M$ has a Liouville completion $(M, \theta) \subset(\hat{M}, \hat{\theta})$ constructed e.g. as

$$
\begin{equation*}
\hat{M}=\operatorname{inj}_{s \rightarrow-\infty} \lim _{s}\left(M, e^{-s} \theta\right) \tag{4.1}
\end{equation*}
$$

where the transition maps in the direct limit are given by $\phi_{Z_{\theta}, s}$ for $s<0$. Here $(\hat{M}, \hat{\theta})$ is a complete exact symplectic manifold and $M$ generates $\hat{M}$ as defined above.

A Liouville manifold ${ }^{13}$ is a complete exact symplectic manifold $(N, \theta)$ containing a generating Liouville domain. If $(M, \theta)$ is such a generating Liouville domain then $\hat{M} \cong N$. If $N$ is a Liouville manifold then the skeleton $\operatorname{Skel}(N)$ consists of the set of points that do not escape to infinity under the Liouville flow.

Remark 4.1. If $N$ is a Liouville manifold then every generating Liouville domain is a deformation retract by the inverse Liouville flow.
4.2. Taming the Liouville vector field. Liouville manifolds may become easier to handle when an auxiliary function is present which behaves well with respect to the Liouville vector field.

Proposition 4.2. Let $(N, \theta)$ be a complete exact symplectic manifold. Assume that there exists a proper bounded below smooth function $\psi: N \rightarrow \mathbb{R}$ such that $L=\{m \in$ $\left.N \mid\left(Z_{\theta} \psi\right)(m) \leq 0\right\}$ is compact. Let $C>\max (\psi \mid L)$. Then $\left.\left.M=\psi^{-1}(]-\infty, C\right]\right)$ is a generating Liouville domain for $N$. In particular $N$ is a Liouville manifold.
Proof. $M$ is a manifold with boundary $\partial M=\psi^{-1}(C)$ since $d \psi$ has no zeros on $\partial M$ (a zero of $d \psi$ is in particular a zero of $Z_{\theta} \psi=(d \psi)\left(Z_{\theta}\right)$ ). Moreover $M$ is compact since $\psi$ is bounded below and proper. Finally $M$ is a Liouville domain since $Z_{\theta} \psi>0$ on $\partial M$.

Assume $M$ does not generate $N$ and let $m \in N \backslash \hat{M}$ be such that $\psi(m)$ is minimal (such $m$ exists since $\psi$ is bounded below and proper, and $N \backslash \hat{M}$ is closed, cf. Lemma 4.3 below). Since $N$ and $\hat{M}$ are $\phi_{Z_{\theta}, s^{-}}$-invariant, the same is true of $N \backslash \hat{M}$. Hence $\bigcup_{s \in \mathbb{R}} \phi_{Z_{\theta}, s}(m) \cap \hat{M}=\emptyset$. Since $\left(Z_{\theta} \psi\right)(m)>0$ we can find a small $\epsilon<0$ such that $\psi\left(\phi_{Z_{\theta}, \epsilon}(m)\right)<\psi(m)$, contradicting the choice of $m$.

We have used the following result.
Lemma 4.3. Let $(N, \theta)$ be a complete exact symplectic manifold without boundary and let $M \subset N$ be a compact submanifold (with boundary) of codimension zero such that $(M, \theta \mid M)$ is a Liouville domain. There is a unique induced map $\gamma: \hat{M} \rightarrow N$

[^6]which extends $M \subset N$. This map is moreover an injective immersion (in particular its image is open). If $M$ is generating then $\gamma$ is an isomorphism.
Proof. If $m \in \hat{M}$ then we should have $\gamma(m)=\phi_{Z_{\theta}, s}^{N}\left(\phi_{Z_{\theta},-s}^{\hat{M}}(m)\right)$ for $s$ such that $\phi_{Z_{\theta},-s}^{\hat{M}}(m) \in M^{\circ}$. It is an easy verification that this is independent of $s$ and hence yields a well defined map $\hat{M} \rightarrow N$. The claim that the resulting $\gamma$ is an injective immersion follows from the fact that the inclusion map $M^{\circ} \subset N$ is tautologically an injective immersion. The last claim is clear.

We consider a particular case in which the hypotheses on $\left(Z_{\theta}, \psi\right)$ in Proposition 4.2 are satisfied.

Lemma 4.4. Assume that $(N, g)$ is a Riemannian manifold and put $Z=\operatorname{grad}_{g} \psi$ for a smooth function $\psi$ on $N$. Then TFAE for $m \in N$ :
(1) $Z_{m}=0$,
(2) $(Z \psi)(m) \leq 0$,
(3) $d \psi_{m}=0$.

Proof. This follows from the definition of gradient: $g\left(\operatorname{grad}_{g} \psi,-\right)=d \psi$. Thus $d \psi=g(Z,-)$ and $Z \psi=g(Z, Z)$ which yields the asserted equivalences.

In order to prove that the Liouville vector field is complete one may use the following result.
Theorem 4.5 ([Cra11, Theorem 2.2]). Let $N$ be a manifold and let $Z$ be a smooth vector field on $N$. Assume that $\psi$ is a smooth proper function on $N$ such that there exist $A, B \geq 0$ such that

$$
\begin{equation*}
|Z \psi| \leq A|\psi|+B \tag{4.2}
\end{equation*}
$$

Then $Z$ is complete.
Remark 4.6. It clear that if we have (4.2) outside a compact set then it holds everywhere possibly after replacing $B$ by a larger constant.

### 4.3. Kähler geometry.

4.3.1. General conventions. If $(N, J, \psi)$ is Kähler manifold (with global Kähler potential $\psi$ ) then one can make $N$ into an exact symplectic manifold by

$$
\begin{align*}
\theta & =-d \psi \circ J \\
\omega & =d \theta  \tag{4.3}\\
Z & =\operatorname{grad}_{g} \psi
\end{align*}
$$

(we have dropped the $(-)_{\theta}$ decoration which we used in $\left.\S 4.1, \S 4.2\right)$ where $g(X, Y)$ is the Riemannian metric given by $\omega(X, J Y)$. We have $d=\partial+\bar{\partial}$ where $J$ acts on $\partial, \bar{\partial}$ with eigenvalues $i,-i$ respectively. The formulas for $\theta, \omega$ become:

$$
\begin{aligned}
\theta & =-i(\partial-\bar{\partial}) \psi \\
\omega & =2 i \partial \bar{\partial} \psi
\end{aligned}
$$

4.3.2. Local coordinates. In local holomorphic coordinates $\left(z_{k}\right)_{k}=\left(x_{k}+i y_{k}\right)_{k}$ we have $\partial=\sum_{i} \partial_{z_{i}} d z_{i}, \bar{\partial}=\sum_{i} \partial_{\bar{z}_{i}} d \bar{z}_{i}$ with $\partial_{z_{k}}=(1 / 2)\left(\partial_{x_{k}}-i \partial_{y_{k}}\right), \bar{\partial}_{z_{k}}=(1 / 2)\left(\partial_{x_{k}}+\right.$ $\left.i \partial_{y_{k}}\right)$ and $J\left(\partial_{x_{k}}\right)=\partial_{y_{k}}$. Usually the coordinates are clear from the context and then we write $\partial_{i}=\partial_{z_{i}}, \bar{\partial}_{i}=\partial_{\bar{z}_{i}}$.
4.4. Stein manifolds. A Stein manifold is a Kähler manifold equipped with a global Kähler potential which is proper and bounded below. Let $(N, J, \psi)$ be a Stein manifold. We can make $N$ into an exact symplectic manifold as described in §4.3.1. However, without further conditions, the Liouville vector field may not be complete. ${ }^{14}$ The following result describes a standard method for constructing Liouville manifolds.

Proposition 4.7. Let $(N, J, \psi)$ be a Stein manifold as above. Assume that the Liouville vector field is complete and that the zeros of $d \psi$ form a compact set. Then $(N, \theta)$ with $\theta$ as in (4.3) is a Liouville manifold.

Proof. This follows from Proposition 4.2 and Lemma 4.4.
4.5. Fibers of Stein manifolds. Let $(N, J, \psi)$ be a Stein manifold as in $\S 4.4$ which is also a Liouville manifold (see e.g. Proposition 4.7) with $\theta$ as in (4.3). Let $f: N \rightarrow \mathbb{C}$ be a smooth function whose image contains 0 and let $N_{0}=f^{-1}(0)$. Let $\psi_{0}, \theta_{0}$ be the restrictions of $\psi, \theta$ to $N_{0}$. Then we have the following result which is a refinement of a result stated in [Don96, p670].
Proposition 4.8. Assume that $\left(Z_{\theta}, \psi\right)$ satisfy (4.2). Assume $\partial f \neq 0$ on $N_{0}$ and assume furthermore that there exists $0 \leq r<1$ such that $|\bar{\partial} f| \leq r|\partial f|$ on $N_{0}$. Then $\left(N_{0}, \theta_{0}\right)$ is a complete exact symplectic manifold. Let $\tau \in[0, \pi / 2]$ be the Hermitian angle (see $\S A .1)$ between $Z_{\theta}$ and $\partial f$ where we view $\tau$ as a function on $N_{0}$. If $\{\sin \tau \leq r\}$ is a compact subset of $N_{0}$ then $\left(N_{0}, \theta_{0}\right)$ is a Liouville manifold.

Proof. We have $|d f| \geq|\partial f|-|\bar{\partial} f| \geq(1-r)|\partial f|>0$ on $N_{0}$. So $N_{0}$ is smooth. The fact that $N_{0}$ is moreover symplectic is stated in [Don96, p670]. It is a direct corollary of Lemmas A.3,A. 6 below (also due to Donaldson) with $V=T_{m} N, a=d f_{m}$ for $m \in N_{0}$. Let $Z_{0}$ be the Liouville vector field of $N_{0}$. Then $Z_{0}$ is the symplectic projection of $Z_{\theta}$ on $T N_{0}$. By Proposition A. 7 below there exists a $\gamma$ such that $\left|Z_{0}\right| \leq \gamma\left|Z_{\theta}\right|$. Since by assumption $\left(Z_{\theta}, \psi\right)$ satisfy (4.2), the same is true for $\left(Z_{0}, \psi\right)$. Hence $Z_{0}$ is complete by Theorem 4.5.

It remains to prove that $N_{0}$ is a Liouville manifold. By Proposition 4.2 we need to prove that $\left\{Z_{0} \psi \leq 0\right\}$ is compact. By (4.3) we have $Z_{0} \psi=g\left(Z_{\theta}, Z_{0}\right)$. Then it follows from Proposition A. 9 below that $\left\{Z_{0} \psi \leq 0\right\} \subset\left\{Z_{\theta}=0\right\} \cup\{\sin \tau \leq r\}$. The compactness of $\{\sin \tau \leq r\}$ follows from the hypotheses and the compactness of $\left\{Z_{\theta}=0\right\}$ follows from the assumption that $(N, \theta)$ is a Liouville manifold as then $\left\{Z_{\theta}=0\right\}$ is a closed subset contained in a generating Liouville domain of $N$ which is compact.
4.6. Families of Liouville manifolds. Let $B$ be a manifold. A family of manifolds (with boundary) is a surjective submersion $M \rightarrow B$. We will sometimes informally write such a family as $\left(M_{t}\right)_{t \in B}$.

Let $N \rightarrow B$ be a family of Liouville manifolds. We say that a proper submanifold (with boundary) $M \subset N$ is a family of generating Liouville domain if for all $t \in B$, $M_{t}$ is a generating Liouville domain for $N_{t}$. We say that $N \rightarrow B$ locally has families of generating Liouville domains if such families exist locally over $B$.

We now state a version of Moser's lemma for families of Liouville manifolds.

[^7]Theorem 4.9 (§D.2.1). Let $\left(N_{t}, \theta_{t}\right)_{t \in B}$ be a family Liouville manifolds which locally has families of generating Liouville domains. Assume that $B$ is smoothly contractible and let $b \in B$. Then there exists a diffeomorphism $\psi: N_{b} \times B \rightarrow N$ over $B$, inducing the identity on $N_{b}$ as well as a smooth function $f$ on $N_{b} \times B$ with $f_{b}=0$, supported on some $L \subset N_{b} \times B$ with $L \rightarrow B$ is proper, such that for $t \in B$ we have $\psi_{t}^{*}\left(\theta_{t}\right)+d f_{t}=\theta_{b}$.
Remark 4.10. This version of Moser's lemma is more general than [CE12, Theorem 6.8] in the sense that we allow the underlying manifold in the family to vary and we also allow the base manifold to be more general (in loc. cit. $B=[0,1]$ ). Needless to say that this added generality is in fact illusory.
4.7. Families of fibers of Stein manifolds. Let $(N, J, \psi)$ be a Stein manifold as in $\S 4.4$ which is also a Liouville manifold (see e.g. Proposition 4.7) with $\theta$ as in (4.3). Let $B$ be a compact base manifold (with boundary) and let $f: B \times N \rightarrow \mathbb{C}$ be a smooth function such that for all $t \in B$ the image of $f_{t}$ contains 0 and $f_{t}$ is a submersion. Put $N_{0}=f^{-1}(0)$ and let $\pi: N_{0} \rightarrow B$ be the family which is the restriction of the projection $B \times N \rightarrow N$. Let $\psi_{0}, \theta_{0}$ be the restrictions to $N_{0}$ of pullbacks of $\psi, \theta$ via the projection $B \times N \rightarrow N$. Then the following result is a family version of Proposition 4.8.

Proposition 4.11. Assume that $\left(Z_{\theta}, \psi\right)$ satisfy (4.2). Assume that $\partial f \neq 0$ and there exists $0 \leq r<1$ such that $|\bar{\partial} f| \leq r|\partial f|$ on the fibers of $\pi: N_{0} \rightarrow B$. Then the fibers of $\pi$ are complete exact symplectic manifolds. Let $\tau \in[0, \pi / 2]$ be the Hermitian angle (see §A.1) between $Z_{\theta}$ and $\partial f$ (the latter computed fiberwise). If the restriction of $\pi$ to $\{\sin \tau \leq r\}$ is proper then $\pi$ is a family of Liouville manifolds with a family of generating Liouville domains.
Proof. This is proved in exactly the same way as Proposition 4.8.

### 4.8. Graded symplectic manifolds.

4.8.1. Gradings via the symplectic Lagrangian. For a symplectic vector space $V$ of real dimension $2 r$ we let $\operatorname{LGr}(V)$ be the Grassmannian of Lagrangian subspaces of $V$. The Maslov index provides an isomorphism

$$
\begin{equation*}
\pi_{1}(\operatorname{LGr}(V)) \cong \mathbb{Z} \tag{4.4}
\end{equation*}
$$

Let $\widetilde{\operatorname{LGr}}(V)$ be the universal cover of $\operatorname{LGr}(V)$. Since the universal cover is a $\mathbb{Z}$-torsor it defines an element $u_{V} \in H^{1}(\operatorname{LGr}(V), \mathbb{Z})$.
Remark 4.12. The isomorphism (4.4) and the corresponding universal cover can be understood very concretely. For a vector space $W$ let us write $W_{0}$ for the nonzero elements. We equip $V$ with a compatible complex structure (unique up to homotopy by Proposition 4.18 below). Then we may define the "phase" map

$$
\operatorname{LGr}(V) \xrightarrow{P \mapsto \wedge_{\mathbb{R}}^{r} P}\left(\wedge_{\mathbb{C}}^{r} V\right)_{0} /(\mathbb{R}-0) \cong\left(\wedge_{\mathbb{C}}^{r} V\right)_{0}^{\otimes 2} / \mathbb{R}_{>0} \cong S^{1}
$$

which induces an isomorphism on $\pi_{1}$. In particular $\widetilde{\operatorname{LGr}}(V)$ is the pullback of the universal cover $\mathbb{R} \rightarrow S^{1}$.

Let $E$ be a symplectic vector bundle on a manifold $M$ and let $\pi: \operatorname{LGr}(E) \rightarrow M$ be the bundle of Lagrangian subspaces of $E$. A grading on $E$ is a $\mathbb{Z}$-torsor

$$
\widetilde{\mathrm{LGr}}(E) \rightarrow \operatorname{LGr}(E)
$$

whose fiber in $m \in M$ is $\widetilde{\operatorname{LGr}}\left(E_{m}\right) \rightarrow \operatorname{LGr}\left(E_{m}\right)$. (Hence $\operatorname{LGr}(E)$ is a fiberwise universal cover of $\operatorname{LGr}(E)$.) In other words a grading is given by an element $u_{E} \in$ $H^{1}(\operatorname{LGr}(E), \mathbb{Z})$ whose restriction in $m \in M$ is given by $u_{E_{m}}$.
Lemma 4.13. [Sei00, Lemma 2.2] The obstruction against the existence of a grading on a symplectic vector bundle on $M$ lives in $H^{2}(M, \mathbb{Z})$. Two different gradings differ by an element of $H^{1}(M, \mathbb{Z})$. Finally the automorphisms of a grading are given by $H^{0}(M, \mathbb{Z})$.

The last claim is not in loc. cit. but it is clear from the fact that a grading is a $\mathbb{Z}$-torsor.

Definition 4.14. A graded symplectic manifold is a symplectic manifold, equipped with a grading on $T M$. We write $u_{M}$ for the corresponding $u_{T M}$.

A graded Lagrangian on $M$ is a commutative diagram


Lemma 4.15. [Sei00, Lemma 2.3] The obstruction against the existence of a grading on a Lagrangian $L$ is in $H^{1}(L, \mathbb{Z})$. The difference between two gradings can be measured by an element of $H^{0}(L, \mathbb{Z})$.

Proof. The obstruction is given by $\tilde{\imath}\left(u_{M}\right)$. The fact that two gradings differ by an element of $H^{0}(L, \mathbb{Z})$ is clear.
4.8.2. The category of graded symplectic manifolds. If $\widetilde{\operatorname{LGr}}(T M) \rightarrow \operatorname{LGr}(T M)$, $\widetilde{\mathrm{LGr}}(T N) \rightarrow \mathrm{LGr}(T N)$ define graded symplectic manifolds then a graded symplectomorphism is a commutative diagram

where $f$ is a symplectomorphism and $\operatorname{LGr}(d f)$ is the map which sends a Lagrangian subspace $L \subset T_{m} M$ to the Lagrangian subspace $(d f)(L) \subset T_{f(m)} N$.

Lemma 4.16. The obstruction to lifting a symplectomorphism $f: M \rightarrow N$ to a graded symplectomorphism lives in $H^{1}(M, \mathbb{Z})$. The difference between two lifts determines an element of $H^{0}(M, \mathbb{Z})$.
Proof. The grading on $M$ and the pullback of the grading on $N$ via $f$ define two different gradings on them. Their difference defines an element of $H^{1}(M, \mathbb{Z})$ via Lemma 4.13. Hence this gives the obstruction. If the obstruction vanishes then
two different lifts give an automorphism of the grading on $M$, hence an element of $H^{0}(M, \mathbb{Z})$, again using Lemma 4.13.
4.8.3. Construction of graded symplectic isotopies. We show that an isotopy of symplectic manifolds, e.g. constructed using Theorem 4.9, can be uniquely lifted to a graded isotopy. More precisely:
Theorem 4.17. Let $\left(N_{t}, \omega_{t}\right)_{t \in B}$ be a family of graded symplectic manifolds with $B$ contractible. Let $b \in B$ and assume that we have a family of symplectomorphisms $\phi_{t}: N_{b} \rightarrow N_{t}$ such that $\phi_{b}=\mathrm{id}$. Then this can be lifted in a unique way to a family of graded symplectomorphisms, such that the graded lift of $\phi_{b}$ is the obvious graded lift of the identity.

Proof. Note first that Lemma 4.13 has a family version for a family of symplectic vector bundles $E$. In that case $\operatorname{LGr}(E)$ stands for the bundles of Lagrangians in $E$ living in the fibers of the family. The proof of Lemma 4.13 remains the same. So the obstruction to lifting $\phi: N_{b} \times B \rightarrow N$ to a family of graded symplectic manifolds is in $H^{1}\left(N_{b} \times B, \mathbb{Z}\right)=H^{1}\left(N_{b}, \mathbb{Z}\right)$ (the equality holds because $B$ is contractible). Since the obstruction is zero when specialized to $t=b$ we obtain that it is zero. Again by a family version of Lemma 4.13 two graded lifts differ by an element $H^{0}\left(N_{b} \times B, \mathbb{Z}\right)=H^{0}\left(N_{b}, \mathbb{Z}\right)$. Hence two graded lifts coincide when they coincide for $t=b$. Since we fix the graded lift for $t=b$, this proves uniqueness.

### 4.9. Construction of gradings.

4.9.1. Gradings via $S^{1}$-bundles. We recall the following.

Proposition 4.18 ([MS17, Proposition 2.6.4]). If $E$ is a vector bundle on a manifold $M$ of rank $2 r$ then sending a symplectic structure on $E$ to a compatible complex structure (after fixing an inner product on E) defines a homotopy equivalence between the symplectic structures and complex structures on $E$.

This proposition makes it possible to assign Chern classes $c_{i}(E)$ in $H^{2 i}(M, \mathbb{Z})$ to a symplectic vector bundle $E$ on $M$.

If $E$ is a symplectic vector bundle on a manifold of rank $2 r$ then after equipping with a compatible complex structure $E$ becomes a complex vector bundle. For a line bundle $L$ let $L_{0}$ be the complement of the zero section. We obtain a morphism

$$
\operatorname{LGr}(E) \xrightarrow{P \in \operatorname{LGr}\left(E_{m}\right) \mapsto \wedge_{\mathbb{R}}^{r} P}\left(\wedge_{\mathbb{C}}^{r} E\right)_{0} /(\underline{\mathbb{R}}-0) \cong\left(\wedge_{\mathbb{C}}^{r} E\right)_{0}^{\otimes 2} / \underline{\mathbb{R}}_{>0}
$$

Here $\nu(E):=\left(\wedge_{\mathbb{C}}^{r} E\right)_{0}^{\otimes 2} / \underline{\mathbb{R}}_{>0}$ is an $S^{1}$-bundle. From Remark 4.12 we obtain that a grading on $E$ is, up to homotopy, the same as giving a section of $\nu(E)$ or an everywhere non-zero section of $\left(\wedge_{\mathbb{C}}^{r} E\right)^{\otimes 2}\left(\operatorname{since}\left(\mathbb{R}_{>0}, \times\right) \cong(\underline{\mathbb{R}},+)\right.$ has vanishing cohomology). This leads to the following observation:
Lemma 4.19. If $E \rightarrow M$ is a complex (or equivalently symplectic) vector bundle of rank $2 r$ on a manifold $M$ then a grading on $E$ is the same as giving an everywhere non-zero section of $\left(\wedge_{\mathbb{C}}^{r} E\right)^{\otimes 2}$ up to homotopy.

The obstruction against a complex line bundle $L$ to have a non-zero section is $c_{1}(L) \in H^{2}(M, \mathbb{Z})$. Hence:

Lemma 4.20. [Sei00, Lemma 2.2] The obstruction against the existence of a grading on $E$ is $2 c_{1}(E)$.
4.9.2. Inducing gradings on submanifolds. Let $(F, \omega)$ be a symplectic submanifold of $(M, \omega)$. Then as symplectic vector bundles we have

$$
T M \mid F=T F \oplus N_{F / M}
$$

so that after choosing complex structures we have

$$
\left(\wedge_{\mathbb{C}}^{d_{M}} T M \mid F\right)=\wedge_{\mathbb{C}}^{d_{F}} T F \otimes_{F} \wedge_{\mathbb{C}}^{d_{M}-d_{F}} N_{F / M}
$$

So to restrict a grading on $M$ to $F$ we have to give a grading on $N_{F / M}$.
Remark 4.21. In the special case that rk $N_{F / M}=2$ then below we will often specify a grading on $N_{F / M}$ by giving an everywhere non-zero section of $N_{F / M}$. The actual grading is then given by the line bundle generated by this section.
4.9.3. Gradings on fibers. Let $M$ be a symplectic manifold and let $f: M \rightarrow \mathbb{C}$ be a function which is a surjective submersion on a neighbourhood of $F:=f^{-1}(0)$ such that $F$ is in addition symplectic. Then $N_{F / M}=f^{*} T_{0}(\mathbb{C})$ (as real vector bundles). Hence we can construct a non-vanishing section $\xi$ of $N_{F / M}$ by pulling back $1 \in \mathbb{C} \cong T_{0}(\mathbb{C})$ (pulling back another non-zero element gives a homotopic choice).

Definition 4.22. If $M$ is graded then the restriction of the grading on $M$ to $f^{-1}(0)$ is the one obtained from $\xi$ via Remark 4.21.

Assume $X$ is a nowhere vanishing section of $N_{f^{-1}(0) / M}$. Then it defines another grading on $f^{-1}(0)$. So according to Lemma 4.13 the difference with the restricted grading should be an element of $H^{1}\left(f^{-1}(0), \mathbb{Z}\right)$. One may verify the following lemma.

Lemma 4.23. Define $\phi: f^{-1}(0) \rightarrow S^{1}$ by setting to $X$ and the restricted grading is given by $2[\phi] \in \operatorname{Hom}_{\operatorname{Grp}}\left(\pi_{1}\left(f^{-1}(0)\right), \pi_{1}\left(S^{1}\right)\right)=H^{1}\left(f^{-1}(0), \mathbb{Z}\right)$.
Remark 4.24. Note that the difference between the two gradings does not depend on the grading on $M$.
4.9.4. Restriction of gradings in Liouville pairs. Recall that a Liouville pair is a pair $(M, F)$ where $M, F$ are Liouville domains and $F$ is embedded in $\partial M$ as a hypersurface such that the Liouville form $\theta$ on $M$ restricts to the Liouville form on $F$. As usual we put $\omega=d \theta$.

Let $(M, F)$ be a Liouville pair and let $Z$ be the Liouville vector field on $\hat{M}$. We have

$$
\begin{equation*}
T(\hat{M}) \mid \partial M=T(\partial M) \oplus \underline{\mathbb{R}}(Z \mid \partial M) . \tag{4.6}
\end{equation*}
$$

Definition 4.25. If $\hat{M}$ (or equivalently $M$ ) is equipped with a grading then the restricted grading on $F$ is the one obtained from the non-zero section $Z \mid F$ of $N_{F / \hat{M}}$ via Remark 4.21.

For use in $\S 4.9 .6$ below we will elaborate a bit on the geometry of $(M, F)$. Let $R$ be the Reeb vector field on $\partial M$. It is characterized by $\theta(R)=1$ and $i_{R}(\omega \mid \partial M)=0$. We denote the restrictions of $R, Z$ to $F$ by $R_{F}$ and $Z_{F}$ respectively. We have

$$
\begin{equation*}
T(\partial M) \mid F=T F \oplus \underline{\mathbb{R}} R_{F} \tag{4.7}
\end{equation*}
$$

as an element in $T F \cap \mathbb{R} R_{F}$ would be in $\operatorname{ker}(\omega \mid F)=0$. It follows

$$
\begin{equation*}
T(\hat{M})|F \stackrel{(4.6)}{=} T(\partial M)| F \oplus \underline{\mathbb{R}} Z_{F} \stackrel{(4.7)}{=} T F \oplus \underline{\mathbb{R}} R_{F} \oplus \underline{\mathbb{R}} Z_{F} \tag{4.8}
\end{equation*}
$$

Note that (4.8) is however not a symplectic orthogonal decomposition. Let $Z_{F}^{\prime}$ be the projection on the symplectic orthogonal to $T F$. So

$$
Z_{F}=Z_{F}^{\prime}+Y
$$

where $Y$ is a section of $T F$ and $\omega\left(Z_{F}^{\prime}, Y\right)=0$. Then we obtain a symplectic orthogonal decomposition

$$
\begin{equation*}
T(\hat{M}) \mid F=T F \oplus \underline{\mathbb{R}} R_{F} \oplus \underline{\mathbb{R}} Z_{F}^{\prime}=T F \oplus N_{F / \hat{M}} \tag{4.9}
\end{equation*}
$$

and one verifies $\omega\left(Z_{F}^{\prime}, R_{F}\right)=1$.
4.9.5. Gradings from polarizations.

Definition 4.26. Let $M$ be a manifold and let $E$ be a symplectic vector bundle on $M$. A polarization of $E$ is a Lagrangian subbundle $L$ of $E$. If $M$ is a symplectic manifold then a polarization of $M$ is a polarization of $T M$.

Remark 4.27. Giving a polarization on $E$ is the same up to contractible choices as giving a real vector bundle $L$ such that $L \otimes_{\mathbb{R}} \mathbb{C} \cong E$ where $E$ is equipped with its unique (up to a contractible choice) compatible complex structure. Below we make no distinction between these two concepts of polarization. Note that by this observation it makes sense to talk about a polarization of an almost complex manifold which is not necessarily equipped with a symplectic form.

If $L$ is a polarization on a complex vector bundle $E$ or rank $2 r$ then $\wedge^{r} L$ defines a rank one real sub-bundle of $\wedge_{\mathbb{C}}^{r} E$. whose square defines a grading on $E$ as in Lemma 4.19.

Example 4.28. If $N$ is a manifold then the Lagrangian foliation of $T^{*} N$ given by the fibers of $T^{*} N \rightarrow N$ defines a polarization of $T^{*} N$. We call this the corresponding grading the canonical grading on $T^{*} N$.
4.9.6. Inducing polarizations in Liouville pairs. We place ourselves in the setting of §4.9.4. So $(M, F)$ is a Liouville pair. Assume $L \subset T \hat{M}$ is polarization of $\hat{M}$ which contains $Z$. It follows that $\theta(L)=0$ (since for $l \in L$ we have $\theta(l)=\omega(Z, l)=0$, as $L$ is Lagrangian). Put $L_{0}=(L \mid \partial M) \cap T(\partial M)$. We have $\theta\left(L_{0}\right)=0$ which is the only property of $L_{0}$ we will use.

We claim that the projection

$$
\begin{equation*}
T(\partial M) \mid F \stackrel{(4.7)}{=} T F \oplus \underline{\mathbb{R}} R_{F} \rightarrow T F \tag{4.10}
\end{equation*}
$$

is injective on $L_{0} \mid F$. Indeed if $l \in L_{0} \cap \mathbb{R} R_{F}$ then applying $\theta$ we find $l=0$. We furthermore claim that (4.10) sends $L_{0} \mid F$ to a Lagrangian subbundle on $T F$. Indeed if $l_{i}^{\prime}=l_{i}+\lambda_{i} R_{F}$ for $i=1,2$ are in $L_{0} \mid F$ with $\left(l_{i}\right)_{i} \in T F$ and $\left(\lambda_{i}\right)_{i} \in \mathbb{R}$ then $\omega\left(l_{1}, l_{2}\right)=\omega\left(l_{1}^{\prime}, l_{2}^{\prime}\right)=0$.
Definition 4.29. Let $L_{0}^{\prime}$ be the image of $L_{0}$ under (4.10). We say that $L_{0}^{\prime}$ is the polarization on $F$ induced from the polarization $L$ on $\hat{M}$.
Proposition 4.30. The grading of $F$ corresponding to $L_{0}^{\prime}$ (see §4.9.5) is the restriction (see Definition 4.25) of the grading on $\hat{M}$ corresponding to $L$.

Proof. Let $2 r=\operatorname{dim} M$. Note that (4.6) restricts to a decomposition

$$
\begin{equation*}
L\left|F=L_{0}\right| F \oplus \mathbb{R} Z_{F} \tag{4.11}
\end{equation*}
$$

First consider the inclusion

$$
i: L\left|F \stackrel{(4.11)}{=} L_{0}\right| F \oplus \underline{\mathbb{R}} Z_{F} \hookrightarrow T(\partial M) \oplus \mathbb{R} Z_{F} \stackrel{(4.7)}{=} T F \oplus \underline{\mathbb{R}} R_{F} \oplus \mathbb{R} Z_{F}^{\prime} \stackrel{(4.9)}{=} T \hat{M} \mid F
$$

We choose compatible complex structures on the symplectic vector bundles $T F$ and $N_{F / T^{*} N}=\underline{\mathbb{R}} R_{F} \oplus \underline{\mathbb{R}} Z_{F}^{\prime}$. For $N_{F / T^{*} M}$ we simply put $J Z_{F}^{\prime}=R_{F}$. Let $i_{0}$ be the composition $L_{0} \mid F \rightarrow T F \oplus \mathbb{R} R_{F} \rightarrow T F$ and as in Definition 4.29 put $L_{0}^{\prime}:=i_{0}\left(L_{0}\right) \subset T F$. We have

$$
\begin{equation*}
\wedge_{\mathbb{C}}^{r-1} T F=\wedge_{\mathbb{R}}^{r-1} L_{0}^{\prime} \oplus J\left(\wedge_{\mathbb{R}}^{r-1} L_{0}^{\prime}\right) \tag{4.12}
\end{equation*}
$$

Choose (locally) a basis for $L_{0}: e_{1}, \ldots, e_{r-1}$. Then by (4.7) we have $i\left(e_{j}\right)=e_{j}^{\prime}+$ $\alpha_{j} R_{F}$ for $e_{j}^{\prime}$ sections of $T F$ and $\alpha_{j}$ functions on $F$. We have $i_{0}\left(e_{j}\right)=e_{j}^{\prime}$. We obtain

$$
\begin{aligned}
& \left(\wedge^{r} i\right)\left(e_{1} \wedge_{\mathbb{R}} \cdots \wedge_{\mathbb{R}} e_{r-1} \wedge Z_{F}\right) \\
& \quad=\left(e_{1}^{\prime}+\alpha_{1} R_{F}\right) \wedge_{\mathbb{C}} \cdots \wedge_{\mathbb{C}}\left(e_{1}^{\prime}+\alpha_{1} R_{F}\right) \wedge_{\mathbb{C}}\left(Z_{F}^{\prime}+Y\right) \\
& \quad=e_{1}^{\prime} \wedge_{\mathbb{C}} \cdots \wedge_{\mathbb{C}} e_{r-1}^{\prime} \wedge_{\mathbb{C}} Z_{F}^{\prime}+\sum_{j=1}^{r-1} \pm \alpha_{j} e_{1}^{\prime} \wedge_{\mathbb{C}} \cdots \wedge_{\mathbb{C}}{\widehat{e^{\prime}}}_{j} \wedge_{\mathbb{C}} \cdots e_{r-1}^{\prime} \wedge_{\mathbb{C}} Y \wedge_{\mathbb{C}} R_{F} \\
& \quad=(A+J B) \wedge_{F}^{\prime}
\end{aligned}
$$

for sections $A, B$ of $\wedge^{r-1} L_{0}^{\prime}$. Note that in the third line we have used $R_{F} \wedge_{\mathbb{C}} Z_{F}^{\prime}=0$ since $R_{F}$ and $Z_{F}^{\prime}$ are proportional over $\mathbb{C}$.

The restricted grading on $F$ corresponds to the section $A+J B$ of $(T F)_{0} / \mathbb{R}_{0}$ whereas the grading obtained from $L_{0}$ corresponds to $A$. But $t \mapsto A+t J B$ for $t \in[0,1]$ defines a homotopy between these sections. Note that $A+t J B \neq 0$ because $A \neq 0$ ( $L_{0}^{\prime}$ is a polarization) and (4.12). This finishes the proof.

### 4.10. The background class.

4.10.1. Orientation data. In order for the Fukaya category to be $\mathbb{Z}$-graded we need to consider Lagrangians which are equipped with orientation data (see [GPS, §5.3]). Similarly to the fact that graded Lagrangians only make sense for graded symplectic manifolds, orientation data depends on a so-called background class on the symplectic manifold. More precisely, let $M$ be a symplectic manifold and let $\mathcal{L} \rightarrow \operatorname{LGr}(T M)$ be the universal (vector)-bundle of Lagrangian subspaces of the tangent spaces and let $w_{2}(\mathcal{L})$ be its second Stieffel-Whitney class (recall that $w_{2}(\mathcal{L})$ is the obstruction against $\mathcal{L}$ being spin). A background class $\eta$ is an element of $H^{2}(M, \mathbb{Z} / 2 \mathbb{Z})$. Then $\pi^{*}(\eta)+w_{2}(\mathcal{L}) \in H^{2}(\operatorname{LGr}(T M), \mathbb{Z} / 2 \mathbb{Z})$ defines a $\mathbb{R P}^{\infty}$ bundle $\operatorname{LGr}(M)^{\#} \rightarrow \operatorname{LGr}(M)$ (as $\mathbb{R} \mathbb{P}^{\infty}=B(\mathbb{Z} / 2 \mathbb{Z})$ ). Orientation data on a Lagrangian $i: L \hookrightarrow M$ consists of a commutative diagram similar to (4.5):


If the background class is trivial then orientation data on $L$ consists of a spin structure on $T L$. In general orientation data is a twisted spin structure with obstruction class given by $-i^{*}(\eta)$. We have an analogue of Theorem 4.17.

Theorem 4.31. Let $\left(N_{t}, \omega_{t}, \eta_{t}\right)_{t \in B}$ be a family of symplectic manifolds with background class, with $B$ connected. Let $b \in B$ and assume that we have a family of symplectomorphisms $\phi_{t}: N_{b} \rightarrow N_{t}$ such that $\phi_{b}=\mathrm{id}$. Then $\phi_{t}^{*}\left(\eta_{t}\right)=\eta_{0}$.
Proof. This follows from the fact that since $B$ is connected the maps $N_{b} \xrightarrow{\phi_{b}=\mathrm{id}}$ $N_{b} \hookrightarrow N$ and $N_{b} \xrightarrow{\phi_{t}} N_{t} \hookrightarrow N$ are homotopic.
4.10.2. The background class associated to a polarization. Let $M$ be a manifold equipped with a symplectic vector bundle $E$. Let $L \subset E$ be a polarization as in Definition (4.26). Then the background class associated to $L$ is simply $w_{2}(L) \in$ $H^{2}(M, \mathbb{Z} / 2 \mathbb{Z})$.

If $M$ is symplectic and if $E=T M$ is equipped with a polarization then this yields a background class on $M$ as explained in [GPS, §5.3].
4.10.3. The background class of a cotangent bundle. If $N$ is a manifold then the Lagrangian foliation of $T^{*} N$ as in Example 4.28 defines a polarization on $T^{*} N$. Writing $\pi: T^{*} N \rightarrow N$ for the projection, this polarization is given by $\pi^{*}\left(T^{*} N\right)$. So the background class is equal to $\pi^{*}\left(w_{2}\left(T^{*} N\right)\right)$. In particular if $N$ has free tangent bundle then the background class is trivial.
4.11. The wrapped Fukaya category of a Liouville manifold. Let $N=(N, \theta)$ be a Liouville manifold. The wrapped Fukaya category $\mathcal{W} \mathcal{F}(N)$ is an $A_{\infty}$-category $\mathcal{W} \mathcal{F}(N)$ with homological units which is appropriately functorial (see [GPS20]). We quote some results below from [GPS20, OT19]. For convenience we state them in the most open setting but as explained in [OT19] they remain valid in the presence of additional data such as a grading and/our background class. If both the grading and the background class are present then $\mathcal{W F}(N)$ is a $\mathbb{Z}$-graded, $\mathbb{Z}$-linear $A_{\infty^{-}}$ category (see [GPS, §5.3]).
Proposition 4.32. [GPS20, §3.7, Lemma 3.41] Let $(\phi, f):\left(N_{1}, \theta_{1}\right) \rightarrow\left(N_{2}, \theta_{2}\right)$ be an isomorphism (see §4.1) of Liouville manifolds. Then there is a strict $A_{\infty}$ -quasi-equivalence $\mathcal{W} \mathcal{F}(\phi, f): \mathcal{W} \mathcal{F}\left(N_{1}, \theta_{1}\right) \rightarrow \mathcal{W} \mathcal{F}\left(N_{2}, \theta_{2}\right)$. Moreover $\mathcal{W} \mathcal{F}(\phi, f)$ is compatible with compositions and if $N_{1}=N_{2}$ then $\mathcal{W} \mathcal{F}(\mathrm{id}, 0)$ is the identity.

Write $\mathcal{W} \mathcal{F}(\phi, f)$ for the morphism of $A_{\infty}$-categories $\mathcal{W} \mathcal{F}\left(N_{1}, \theta_{1}\right) \rightarrow \mathcal{W} \mathcal{F}\left(N_{2}, \theta_{2}\right)$ described in Proposition 4.32. We recall the following.

Proposition 4.33. [OT19, Theorem 1.0.3] Let $\left(\phi_{t}, f_{t}\right): N \rightarrow N, t \in[0,1]$, be an arbitrary isotopy of Liouville manifolds. Then $\mathcal{W} \mathcal{F}\left(\phi_{0}, f_{0}\right)$ and $\mathcal{W} \mathcal{F}\left(\phi_{1}, f_{1}\right)$ are $A_{\infty}$-homotopic.

Corollary 4.34. Let $\left(N_{t}, \theta_{t}\right)$, $t \in[0,1]$, be a family of Liouville manifolds. Let $\left(\phi_{i, t}, f_{i, t}\right):\left(N_{0}, \theta_{0}\right) \rightarrow\left(N_{t}, \theta_{t}\right)$ for $i=0,1$ be two isotopies which are the identity for $t=0$. Then $\mathcal{W} \mathcal{F}\left(\phi_{0,1}, f_{0,1}\right)$ and $\mathcal{W} \mathcal{F}\left(\phi_{1,1}, f_{1,1}\right)$ (which are $A_{\infty}$-functors from $\mathcal{W} \mathcal{F}\left(N_{0}, \theta_{0}\right)$ to $\mathcal{W} \mathcal{F}\left(N_{1}, \theta_{1}\right)$ ) are $A_{\infty}$-homotopic.
Proof. This follows from Proposition 4.33 by considering the isotopy $\left(\phi_{1, t}, f_{1, t}\right)^{-1} \circ$ $\left(\phi_{0, t}, f_{0, t}\right):\left(N_{0}, \theta_{0}\right) \rightarrow\left(N_{0}, \theta_{0}\right)$ for $t \in[0,1]$.

Moreover, two homotopic isotopies which share starting and ending points induce $A_{\infty}$-homotopic equivalences.

Corollary 4.35. Let $\left(N_{u, t}, \theta_{u, t}\right), u, t \in[0,1]$, be a family of Liouville manifolds such that $\left(N_{u, 0}, \theta_{u, 0}\right)=\left(N_{0,0}, \theta_{0,0}\right):=\left(N_{0}, \theta_{0}\right),\left(N_{u, 1}, \theta_{u, 1}\right)=\left(N_{0,1}, \theta_{0,1}\right):=$ $\left(N_{1}, \theta_{1}\right)$ for all $u$.

For $u=0,1$ assume that $\left(\phi_{u, t}, f_{u, t}\right):\left(N_{0}, \theta_{0}\right) \rightarrow\left(N_{u, t}, \theta_{u, t}\right)$ are isotopies which are the identity for $t=0$. Then $\mathcal{W} \mathcal{F}\left(\phi_{0,1}, f_{0,1}\right)$ and $\mathcal{W} \mathcal{F}\left(\phi_{1,1}, f_{1,1}\right)$ (which are $A_{\infty}$-functors, $\left.\mathcal{W} \mathcal{F}\left(N_{0}, \theta_{0}\right) \rightarrow \mathcal{W} \mathcal{F}\left(N_{1}, \theta_{1}\right)\right)$ are $A_{\infty}$-homotopic.
Proof. The difference with Corollary 4.34 is that the two isotopies $\left(\phi_{0, t}, f_{0, t}\right)$ and $\left(\phi_{1, t}, f_{1, t}\right)$ may pass through different families of Liouville manifolds (but they still have the same begin and end point). So we have to connect these two families. This is achieved by introducing the $u$-coordinate.

We let $B=[0,1]_{u} \times[0,1]_{t}, b=(0,0)$ and we construct a trivializing family $\left(\phi_{u, t}^{\prime}, f_{u, t}^{\prime}\right):\left(N_{0}, \theta_{0}\right) \rightarrow\left(N_{u, t}, \theta_{u, t}\right)$ as in Theorem 4.9. Replacing $\left(\phi_{u, t}^{\prime}, f_{u, t}^{\prime}\right)$ by $\left(\phi_{u, t}^{\prime}, f_{u, t}^{\prime}\right) \circ\left(\phi_{u, 0}^{\prime}, f_{u, 0}^{\prime}\right)^{-1}$ we may, and we will, assume that $\left(\phi_{u, 0}^{\prime}, f_{u, 0}^{\prime}\right)=\left(\mathrm{id}_{N_{0}}, 0\right)$ for $u \in[0,1]$.

Writing $\sim$ for $A_{\infty}$-homotopy equivalence, Corollary 4.34 yields $\mathcal{W} \mathcal{F}\left(\phi_{u, 1}^{\prime}, f_{u, 1}^{\prime}\right) \sim$ $\mathcal{W} \mathcal{F}\left(\phi_{u, 1}, f_{u, 1}\right)$ for $u=0,1$. Hence it is sufficient to prove $\mathcal{W} \mathcal{F}\left(\phi_{0,1}^{\prime}, f_{0,1}^{\prime}\right) \sim$ $\mathcal{W} \mathcal{F}\left(\phi_{1,1}^{\prime}, f_{1,1}^{\prime}\right)$. To this end we consider the isotopy $\left(\phi_{u, 1}, f_{u, 1}\right)^{-1} \circ\left(\phi_{0,1}, f_{0,1}\right)$ : $\left(N_{0}, \theta_{0}\right) \rightarrow\left(N_{0}, \theta_{0}\right)$ for $u \in[0,1]$ and we invoke Proposition 4.33.

## 5. SYMPLECTIC GEOMETRY IN THE TORIC CASE

5.1. Kähler structure. We refer to $\S 4.3$ for a quick review of Kähler geometry. Here we consider Kähler structures on tori. For $\left(z_{j}\right)_{j} \in\left(\mathbb{C}^{*}\right)^{k}$ it will be convenient to use logarithmic polar coordinates $w_{j}=\left(\rho_{j}+i \eta_{j}\right)_{j}$ for $\rho_{j} \in \mathbb{R}, \eta_{j} \in \mathbb{R} / 2 \pi \mathbb{Z}$ such that $z_{j}=e^{w_{j}}$. We have $\partial=\sum_{i} \partial_{w_{i}} d w_{i}, \bar{\partial}=\sum_{i} \partial_{\bar{w}_{i}} d \bar{w}_{i}$ with $\partial_{w_{k}}=(1 / 2)\left(\partial_{\rho_{k}}-i \partial_{\eta_{k}}\right)$, $\bar{\partial}_{w_{k}}=(1 / 2)\left(\partial_{\rho_{k}}+i \partial_{\eta_{k}}\right)$ and $J\left(\partial_{\rho_{k}}\right)=\partial_{\eta_{k}}$. For a Kähler potential $\psi$ the associated symplectic and Liouville forms are given by (see §4.3):

$$
\begin{aligned}
\omega & =2 i \partial \bar{\partial} \psi=2 i \sum_{j k}\left(\partial_{w_{j}} \bar{\partial}_{w_{k}} \psi\right) d w_{j} d \bar{w}_{k} \\
\theta & =-i(\partial-\bar{\partial}) \psi=-i \sum_{j}\left(\left(\partial_{w_{j}} \psi\right) d w_{j}-\left(\bar{\partial}_{w_{j}} \psi\right) d \bar{w}_{j}\right)
\end{aligned}
$$

We consider the special case that $\psi$ only depends on $\left(\rho_{i}\right)_{i}$. In that case using the formulas for $\partial_{w_{j}}$ we get:

$$
\begin{align*}
\omega & =\sum_{j k}\left(\partial_{\rho_{j}} \partial_{\rho_{k}} \psi\right) d \rho_{j} d \eta_{k} \\
\theta & =\sum_{j}\left(\partial_{\rho_{j}} \psi\right) d \eta_{j} \tag{5.1}
\end{align*}
$$

Thus the metric associated to $\omega$ is given by:

$$
\begin{equation*}
g=\sum_{j k}\left(\partial_{\rho_{j}} \partial_{\rho_{k}} \psi\right)\left(d \rho_{j} d \rho_{k}+d \eta_{j} d \eta_{k}\right) \tag{5.2}
\end{equation*}
$$

5.2. The Legendre transform. Let us now work coordinate free and put $N=\mathbb{Z}^{k}$. From this we obtain identifications $T\left(S_{N^{*}}\right)=S_{N^{*}} \times N_{\mathbb{R}}^{*}=N_{(\mathbb{R} / \mathbb{Z}) \times \mathbb{R}}^{*}=N_{\mathbb{C}^{*}}^{*}=\left(\mathbb{C}^{*}\right)^{k}$ where $S_{N^{*}}$ is as in §3.7. Recall from $\S 3.7$ that we likewise have $T^{*}\left(S_{N^{*}}\right)=S_{N^{*}} \times N_{\mathbb{R}}$. We view $\psi$ as a function on $N_{\mathbb{R}}^{*}$. As in $[\mathrm{Zho20}, \S 2.1]$ we define the Legendre transform
as $\Phi_{\psi}: N_{\mathbb{R}}^{*} \rightarrow N_{\mathbb{R}}:\left(\rho_{i}\right)_{i} \mapsto\left(\partial_{\rho_{i}} \psi\right)_{i}$ (this is obviously invariant under linear coordinate changes). As explained in [bal17] $\Phi_{\psi}$ is an injective immersion. ${ }^{15}$

Put $p_{j}=\partial_{\rho_{j}} \psi$. Then from [Zho20, §2.1,2.2] we get a corresponding injective immersion

$$
\begin{equation*}
\mathrm{id} \times \Phi_{\psi}: T\left(S_{N^{*}}\right) \rightarrow T^{*}\left(S_{N^{*}}\right):\left(\eta_{i}, \rho_{i}\right)_{i} \mapsto\left(\eta_{i}, p_{i}\right)_{i} \tag{5.3}
\end{equation*}
$$

If we put

$$
\theta_{s t}=\sum_{j} p_{j} d \eta_{j} \quad \omega_{s t}=\sum_{j} d p_{j} d \eta_{j} \quad Z_{s t}=\sum_{j} p_{j} \partial_{p_{j}}
$$

then we get

$$
\begin{equation*}
\theta=\left(\mathrm{id} \times \Phi_{\psi}\right)^{*}\left(\theta_{s t}\right) \quad \omega=\left(\mathrm{id} \times \Phi_{\psi}\right)^{*}\left(\omega_{s t}\right) \quad Z=\left(\mathrm{id} \times \Phi_{\psi}\right)^{*}\left(Z_{s t}\right) \tag{5.4}
\end{equation*}
$$

5.3. Strictly convex functions. For use below we discuss some properties of Kähler potentials which only depend on $\rho$. Assume $\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is proper, bounded below such that the matrix $\partial_{\rho_{i}} \partial_{\rho_{j}} \psi$ is positive definite in every point of $\mathbb{R}^{k}$.

Lemma 5.1. $\psi$ has a unique extremal point $\rho_{L}$ on every affine subspace $L$ of $\mathbb{R}^{k}$. This extremal point is a non-degenerate minimum. Moreover the function $L \mapsto \rho_{L}$ is continuous on the set of affine spaces of dimension $l$ when we view the latter set as an open subset of $\operatorname{Grass}\left(l+1, \mathbb{R}^{k+1}\right)$ (via $\left.L \mapsto \operatorname{span}(0, L \times\{1\})\right)$ and equip it with the induced topology.
Proof. Let $\psi_{L}=\psi \mid L$. The fact that $\partial_{\rho_{i}} \partial_{\rho_{j}} \psi_{L}$ is positive definite implies that all extrema (on $L$ ) are non-degenerate local minima. Connecting two local minima by a line we quickly obtain a contradiction so there is at most one local minimum on $L$. However the fact that $\psi: L \rightarrow \mathbb{R}$ is proper, bounded below shows that at least one global minimum exists. Hence there is a unique global minimum on $L$. The claim about continuity in $L$ is an application of the implicit function theorem.

A related lemma is the following.
Lemma 5.2. Assume that $Q \subset \mathbb{R}^{k}$ is a convex polygon (not necessarily full dimensional). Then every maximum of $\psi \mid Q$ is achieved in a vertex of $Q$.

Proof. A maximum will be in the relative interior of some face $F$. Hence in particular it is an extremal point on the affine span $L$ of $F$. If $F$ is not a point then we obtain a contradiction with Lemma 5.1 which asserts that any extremal point on $L$ must be a unique global minimum, and hence cannot be a local maximum.
5.4. Potentials homogeneous of degree two. Following [Zho20] we now discuss homogeneous potentials of degree two. These are potentials $\psi:\left(\mathbb{C}^{*}\right)^{k}-\{\rho=$ $0\} \rightarrow \mathbb{R}$, depending only on $\rho=\left(\rho_{i}\right)_{i}$ satisfying $\psi(\lambda \rho)=\lambda^{2} \psi(\rho)$ for $\lambda>0$. A particular case of such a potential is a toric potential in which case $\psi(\rho)$ is a positive definite quadratic form. However in [Zho20] the utility of more general potentials is demonstrated.

Remark 5.3. We extend $\psi$ to a continuous function $\psi:\left(\mathbb{C}^{*}\right)^{k} \rightarrow \mathbb{R}$ by putting $\psi(\rho=0)=0$. However $\psi$ is not smooth for $\rho=0$ unless it is toric.

[^8]Lemma 5.4. Let $\psi$ be a potential depending only on $\rho$. Then $\operatorname{grad}_{g} \psi=\sum_{k} u_{k} \partial_{\rho_{k}}$ with $u_{k}$ being the solution to

$$
\begin{equation*}
\sum_{k} u_{k} \partial_{\rho_{k}} \partial_{\rho_{j}} \psi=\partial_{\rho_{j}} \psi \tag{5.5}
\end{equation*}
$$

Proof. We should have for any vector $X$

$$
\begin{equation*}
g\left(\sum_{k} u_{k} \partial_{\rho_{k}}, X\right)=X \psi \tag{5.6}
\end{equation*}
$$

It is enough to consider $X=\partial_{\rho_{j}}$ for all $j$. Applying (5.6) with $X=\partial_{\rho_{j}}$ and using (5.2) we get (5.5).

Lemma 5.5. Assume $\psi$ is homogeneous of degree two. In that case:

$$
\begin{equation*}
\operatorname{grad}_{g} \psi=\sum_{j} \rho_{j} \partial_{\rho_{j}} \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(\operatorname{grad}_{g} \psi, \operatorname{grad}_{g} \psi\right)=2 \psi \tag{5.8}
\end{equation*}
$$

Proof. In order for (5.7) to be true, by (5.5) we should have

$$
\sum_{k} \rho_{k} \partial_{\rho_{k}} \partial_{\rho_{j}} \psi=\partial_{\rho_{j}} \psi
$$

This is an application of the Euler identity since $\partial_{\rho_{j}} \psi$ is homogeneous of degree one.

To obtain (5.8) we observe that $g\left(\operatorname{grad}_{g} \psi, \operatorname{grad}_{g} \psi\right)=\left(\operatorname{grad}_{g} \psi\right)(\psi)$ which is equal to the right hand side of (5.8) by (5.7) and the Euler identity.
Remark 5.6. The formula (5.7) is a simplification of [Zho20, Proposition 2.7].
Remark 5.7. In the original coordinates the formula (5.7) can be written as

$$
\begin{equation*}
\operatorname{grad}_{g} \psi=\sum_{j} \log \left|z_{j}\right|\left(z_{j} \partial_{z_{j}}+\bar{z}_{j} \partial_{\bar{z}_{j}}\right) \tag{5.9}
\end{equation*}
$$

We can interpolate between homogeneous potentials of degree 2. For further reference we record this in a lemma.

Lemma 5.8. Let $\psi_{1}, \psi_{2}$ be two homogeneous potentials of degree two, then $t \psi_{1}+$ $(1-t) \psi_{2}, t \in[0,1]$ is a homogeneous potential of degree two.

For the use below we will need special homogeneous potentials of degree 2 .
Definition 5.9. [Zho20, Definiton 2.8] Let $Q \subset \mathbb{R}^{k}$ be a convex polytope (possibly unbounded) containing 0 as the interior point. A homogeneous degree two convex function $\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is adapted to $Q$ if for each face $F$ of $Q$ the restriction of $\psi$ to $F$ has a unique minimum point in the relative interior of $F$.
Proposition 5.10. [Zho20, Proposition 2.10] For any convex polytope $Q \subset \mathbb{R}^{k}$ containing 0 as an interior point, the set of Kähler potentials adapted to $Q$ is nonempty and contractible.

For use below we note the following fact.

Lemma 5.11. If $\iota: \mathbb{C}^{* k} \rightarrow \mathbb{C}^{* k}: x \mapsto\left(x^{a_{1}}, \ldots, x^{a_{k}}\right)$ is an étale map of tori (i.e. $\left.\operatorname{det}\left(a_{1}, \ldots, a_{n}\right) \neq 0\right)$ then the pullback under $\iota$ yields a 1-1 correspondence between potentials depending only on $\rho$, and the same holds for degree two potentials.
Proof. If we write $\mathbb{C}^{* k}=\left(S^{1}\right)^{k} \times \mathbb{R}^{k}$ then $\iota=\left(\iota_{0}, \iota_{1}\right)$ where $\iota_{1}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ is a linear isomorphism. From this the conclusion easily follows.
5.5. Equivalent metrics. In this section we show that all metrics associated to potentials homogeneous of degree two are globally equivalent (for $\rho \neq 0$ ). We recall the following basic lemma.
Lemma 5.12. Let $q(x)=\sum_{i, j=1}^{k} g_{i j} x_{i} x_{j}$ be a positive definite quadratic form. Then

$$
a:=\min _{x} \frac{q(x)}{|x|^{2}} \quad b:=\max _{x} \frac{q(x)}{|x|^{2}}
$$

are continuous functions of $\left(g_{i j}\right)_{i j}$. Moreover $a>0$.
Proof. We may make an orthogonal change of coordinates such that $q(x)=\lambda_{1} x_{1}^{2}+$ $\cdots+\lambda_{k} x_{k}^{2}$ with $\lambda_{1} \geq \cdots \geq \lambda_{k}>0$. The $\left(\lambda_{i}\right)_{i}$ are the eigenvalues of $\left(g_{i j}\right)_{i j}$ and hence they are continuous functions of $\left(g_{i j}\right)_{i j}$. We then find $a=\lambda_{k}, b=\lambda_{1}$, finishing the proof.

Proposition 5.13. Assume that $\psi$ is a potential homogeneous of degree two. Then there exist $0<a \leq b$ in $\mathbb{R}$ such that for all $\rho \in \mathbb{R}^{k}-\{0\}, \eta \in\left(S^{1}\right)^{k}$ and $X \in$ $T_{\rho, \eta}\left(\mathbb{C}^{* k}\right)$ we have

$$
a \leq \frac{g(\rho)(X, X)}{|X|^{2}} \leq b
$$

where the norm $|X|$ is computed with respect to the metric $\sum_{i}\left(d \rho_{i}^{2}+d \eta_{i}^{2}\right)$.
Proof. The coefficients of

$$
g=\sum_{i j}\left(\partial_{\rho_{i}} \partial_{\rho_{j}} \psi\right)\left(d \rho_{i} d \rho_{j}+d \eta_{i} d \eta_{j}\right)
$$

are functions of $\rho$ of degree zero on $\{\rho \neq 0\}$. In other word they are determined by their value on $\{|\rho|=1\}$ which is a compact set. By Lemma 5.12 we have

$$
0<a(\rho) \leq \frac{g(\rho)(X, X)}{|X|^{2}} \leq b(\rho)
$$

where $a(\rho), b(\rho)$ are continuous functions on $\{|\rho|=1\}$. By putting $a=\min _{|\rho|=1} a(\rho)$ and $b=\max _{|\rho|=1} b(\rho)$ we get what we want.

Remark 5.14. We will need a result similar to Proposition 5.13 for 1 -forms: this follows formally from the following observation. Let $g_{1}, g_{2}$ be two linear Riemannian metrics on a vector space $V$ such that $a g_{1}(X, X) \leq g_{2}(X, X) \leq b g_{1}(X, X)$ for $b \geq a>0$ and let $X_{1}, X_{2} \in V$ be such that $g_{1}\left(X_{1},-\right)=g_{2}\left(X_{2},-\right)$. Then we claim $g_{2}\left(X_{2}, X_{2}\right) \leq g_{1}\left(X_{1}, X_{1}\right) \leq b g_{2}\left(X_{2}, X_{2}\right)$. To see this we may, without loss of generality, assume that $X_{1} \neq 0$, and equivalently $X_{2} \neq 0$. Then

$$
\begin{aligned}
g_{1}\left(X_{1}, X_{1}\right)^{2} & =g_{2}\left(X_{2}, X_{1}\right)^{2} \\
& \leq g_{2}\left(X_{2}, X_{2}\right) g_{2}\left(X_{1}, X_{1}\right) \\
& \leq b g_{2}\left(X_{2}, X_{2}\right) g_{1}\left(X_{1}, X_{1}\right)
\end{aligned}
$$

This yields $g_{1}\left(X_{1}, X_{1}\right) \leq b g_{2}\left(X_{2}, X_{2}\right)$. The other inequality is similar.

Corollary 5.15. Assume that $\psi$ is a potential homogeneous of degree two. We have $\psi(\rho)>0$ for $\rho \neq 0$. Moreover $\psi$ is proper.

Proof. Assume $\psi(\rho) \leq 0$ for some $\rho \neq 0$. By (5.8) we have $\left(\operatorname{grad}_{g} \psi\right)_{\rho}=0$ and by (5.7) this is not possible if $\rho \neq 0$. To prove properness of $\psi$, we have to prove, using (5.8)(5.7), that $\left\{g(\rho)\left(\sum_{i} \rho_{i} \partial_{\rho_{i}}, \sum_{i} \rho_{i} \partial_{\rho_{i}}\right) \leq C\right\}$ defines a compact set for $C \in \mathbb{R}$. By Proposition 5.13 it suffices to do this for the standard metric for which it is obvious.

Lemma 5.16. Let $N=\left(\mathbb{C}^{*}\right)^{n}$ and let $\psi:\left(\mathbb{C}^{*}\right)^{k} \rightarrow \mathbb{R}$ be a Kähler potential which outside a compact set is homogeneous of degree two. Then $N$ is Stein. Moreover $(N, \theta)$ with $\theta$ as in (4.3) is a Liouville manifold.

Proof. By (5.7), outside a compact set the Liouville vector field is given by $\sum_{j} \rho_{j} \partial_{\rho_{j}}$ which is obviously complete. Moreover $\{|\rho| \leq C\}$ for $C \gg 0$ defines a generating Liouville domain. The fact that $N$ is Stein follows from Corollary 5.15.

Lemma 5.17. Assume that $\psi, \psi^{\prime}$ are two potentials, homogeneous of degree two. Then there exist $0<c<d$ such that on $\{\rho \neq 0\}$ we have

$$
c \psi \leq \psi^{\prime} \leq d \psi
$$

Proof. Both $\psi$ and $\psi^{\prime}$ are determined by their values on the compact set $\{|\rho|=1\}$ on which they take strictly positive values by Corollary 5.15 . From this the lemma easily follows.
5.6. Gradings. Let $z_{1}, \ldots, z_{k}$ be toric coordinates of an algebraic torus $T=\left(\mathbb{C}^{*}\right)^{k}$. According to §4.9.1 a grading on $T$ can be given by an everywhere non-zero section of $\omega_{\mathbb{C}}^{\otimes-2}$. We may take

$$
\begin{equation*}
\left(z_{1} \partial_{1} \wedge \cdots \wedge z_{k} \partial z_{k}\right)^{\otimes 2} \tag{5.10}
\end{equation*}
$$

This does not depend on the choice of toric coordinates. Writing $T=T M$ where $M=\left(S^{1}\right)^{k}$ one checks that the fibers of $T M \rightarrow M$ define a polarization of $T M$ in the sense of Remark 4.27. Hence we see that $T$ has a second "canonical grading", as explained in §4.9.5.
Lemma 5.18. The two gradings on $T$ we have defined are the same.
Proof. We choose logarithmic polar coordinates $w=\rho+i \eta$ on $\mathbb{C}^{*}$ so that $z=e^{w}$. Then $z \partial_{z}=\partial_{w}=(1 / 2)\left(\partial_{\rho}-i \partial_{\eta}\right)$ with $\eta \in \mathbb{R} / 2 \pi \mathbb{Z}$. The real line subbundles of $\omega_{\mathbb{C}}^{-1}$ associated to the two gradings respectively have bases:

$$
\left(\partial_{\rho_{1}}-i \partial_{\eta_{1}}\right) \wedge \cdots \wedge\left(\partial_{\rho_{k}}-i \partial_{\eta_{k}}\right)
$$

and

$$
\partial_{\rho_{1}} \wedge \cdots \wedge \partial_{\rho_{k}}
$$

The line bundle generated by

$$
\left(\partial_{\rho_{1}}-i t \partial_{\eta_{1}}\right) \wedge \cdots \wedge\left(\partial_{\rho_{k}}-i t \partial_{\eta_{k}}\right)
$$

for $t \in[0,1]$ interpolates between them.
5.7. The Legendre transform revisited. In this section we assume that $\psi$ is a homogeneous potential of degree two. Otherwise we use the notations from §5.4.
Lemma 5.19. (1) $\Phi_{\psi}$ is a diffeomorphism $N_{\mathbb{R}}^{*}-\{0\} \rightarrow N_{\mathbb{R}}-\{0\}$ which is linear on the half-rays starting in the origin.
(2) Let $\psi^{\prime}$ be a Kähler potential (i.e. $\psi^{\prime}$ is smooth) on $N_{\mathbb{R}}^{*}$ which agrees with $\psi$ outside a compact set. Then $\Phi_{\psi^{\prime}}: N_{\mathbb{R}}^{*} \rightarrow N_{\mathbb{R}}$ is a diffeomorphism.
Proof. (1) This is explained in [Zho20] after Definition 2.6.
(2) We already know that $\Phi_{\psi^{\prime}}$ is an injective immersion (see §5.2). It follows from the inverse function theorem that $\Phi_{\psi^{\prime}}$ is open (alternatively one may invoke the "Invariance of domain" theorem [Bro11]). Let $S$ be the complement of the image of $\Phi_{\psi^{\prime}}$. Then $S$ is closed. Assume that outside the sphere $K \subset N_{\mathbb{R}}^{*}$ centred at 0 the potentials $\psi$ and $\psi^{\prime}$ agree. Let $K^{\prime}$ be the compact set in $N_{\mathbb{R}}$ which consists of the points inside $\Phi_{\psi}(\partial K)$. Then $\psi^{\prime}$ defines a diffeomorphism between $N_{\mathbb{R}}^{*}-K$ and $N_{\mathbb{R}}-K^{\prime}$. Hence we have $K^{\prime}=S \coprod \Phi_{\psi^{\prime}}(K)$ with $\Phi_{\psi^{\prime}}(K)$ being compact and hence closed. But this is impossible since $K^{\prime}$ is contractible and hence connected.
It follows that we obtain a diffeomorphism

$$
\begin{equation*}
\mathrm{id} \times \Phi_{\psi^{\prime}}: T\left(S_{N^{*}}\right) \rightarrow T^{*}\left(S_{N^{*}}\right) \tag{5.11}
\end{equation*}
$$

extending the partially defined one in (5.3).
If we let $T^{*, \infty}\left(S_{N^{*}}\right), T^{\infty}\left(S_{N^{*}}\right)$ be as in $\S 3.7$ then (5.11) induces a diffeomorphism

$$
\operatorname{id} \times \Phi_{\psi}^{\infty}: T^{\infty}\left(S_{N^{*}}\right) \rightarrow T^{*, \infty}\left(S_{N^{*}}\right)
$$

For use below we record the following.
Lemma 5.20. Under id $\times \Phi_{\psi^{\prime}}$ the canonical grading on $T\left(S_{N^{*}}\right)$ (see §5.6) corresponds to the canonical grading on $T^{*}\left(S_{N^{*}}\right)$ (see Example 4.28).
Proof. The fibers of $T^{*}\left(S_{N^{*}}\right) \rightarrow S_{N^{*}}$ form a Lagrangian foliation. Likewise the fibers of $T\left(S_{N^{*}}\right) \rightarrow S_{N^{*}}$ form a Lagrangian foliation by the formulas (5.1). The two Lagrangian foliations correspond to each other via id $\times \Phi_{\psi^{\prime}}$. Hence the corresponding gradings correspond. These are the gradings defined in §5.6 and Example 4.28.

## 6. Some families of hypersurfaces in tori

6.1. Families of Laurent polynomials. We use the notations as in $\S 3.1$ without further comment. We equip $\left(\mathbb{C}^{*}\right)^{k}$ with a toric Kähler potential $\psi$ as in $\S 5.4$. For $\alpha \in \mathbb{C}^{A}-V(A)$ we consider $f_{\alpha}^{-1}(0) \subset\left(\mathbb{C}^{*}\right)^{k}$. To avoid trivialities we assume $|A|>1$ so that $f_{\alpha}^{-1}(0)$ is non-empty by Lemma 3.4. We equip $f_{\alpha}^{-1}(0)$ with the Kähler structure induced from $\left(\mathbb{C}^{*}\right)^{k}$. In this section we prove the following result.
Theorem 6.1. The family of exact symplectic manifolds $\left(f_{\alpha}^{-1}(0)\right)_{\alpha \in \mathbb{C}^{A}-V(A)}$ is a family of Liouville manifolds which locally has families of generating Liouville domains.

Proof. We apply Proposition 4.11 with $N=\left(\mathbb{C}^{*}\right)^{k}$ and $r=0$ together with Proposition 6.2 below with $\delta=0$.

As the above proof shows, the following proposition is much more general than what we need. However it seems that the case $\delta=0$, which assert that the critical points of $\operatorname{grad}_{g} \psi \mid f_{\alpha}^{-1}(0)$ for $\alpha \in K$ form a compact set, is not easier to prove. Moreover some results obtained in the proof will be reused in the proof of Theorem 6.3 below.

Proposition 6.2. Let $K \subset \mathbb{C}^{A}-V(A)$ be a compact set. For $\alpha \in K$ let $\tau$ be the Hermitian angle (see §A.1 below) between $\operatorname{grad}_{g} \psi$ and $\partial f_{\alpha}$ on $f_{\alpha}^{-1}(0)$ (so $\tau$ is a function on $\left.N_{K}:=\bigcup_{\alpha \in K} f_{\alpha}^{-1}(0) \subset\left(\mathbb{C}^{*}\right)^{k} \times K\right)$. Then for $0 \leq \delta<\pi / 2$, the set $\{\tau \leq \delta\}$ is a compact subset of $N_{K}$.

Proof. Assume that $\{\tau \leq \delta\}$ is not compact. So choose a sequence $\left(x^{(\ell)}, \alpha^{(\ell)}\right)_{\ell}$ in $N_{K} \subset\left(\mathbb{C}^{*}\right)^{k} \times K$ such that $\tau^{(\ell)}:=\tau\left(x^{(\ell)}, \alpha^{(\ell)}\right) \leq \delta$, which does not have a convergent subsequence. We will obtain a contradiction.

Since $\left(x^{(\ell)}\right)_{\ell}$ must be unbounded (otherwise there would be a convergent subsequence) we may, as $\psi$ is proper by Corollary 5.15 , replace $\left(x^{(\ell)}\right)_{\ell}$ by a subsequence such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \psi\left(x^{(\ell)}\right)=\infty \tag{6.1}
\end{equation*}
$$

After further replacing $\left(x^{(\ell)}, \alpha^{(\ell)}\right)_{\ell}$ by a subsequence we may assume that $\left(\left(x^{(\ell)}\right)^{a_{1}}\right.$ : $\left.\cdots:\left(x^{(\ell)}\right)^{a_{d}}\right)_{\ell}$ is convergent in $X_{A}$ (see $\S 3.5$ ) and $\left(\alpha^{(\ell)}\right)_{\ell}$ is convergent with a limit $\bar{\alpha}$ in $K \subset \mathbb{C}^{d}-V(A)$ (since $\left(\alpha^{(\ell)}\right)_{\ell} \subset K$ and $K$ is compact).

By Proposition 3.10 there exists a face $F$ of $P$ such that the limit of the sequence $\left(\left(x^{(\ell)}\right)^{a_{1}}: \cdots:\left(x^{(\ell)}\right)^{a_{d}}\right)_{\ell}$ lies in the $\left(\mathbb{C}^{*}\right)^{k}$-orbit corresponding to $F$. Choosing an arbitrary $a_{l} \in F$ this implies:

$$
\lim _{\ell \rightarrow \infty}\left(x^{(\ell)}\right)^{a_{j}-a_{l}}= \begin{cases}\text { exists } \neq 0 & \text { if } a_{j} \in F  \tag{6.2}\\ 0 & \text { if } a_{j} \notin F\end{cases}
$$

Put $p=\operatorname{dim} F$. After pullback for a suitable étale covering $e:\left(\mathbb{C}^{*}\right)^{k} \rightarrow\left(\mathbb{C}^{*}\right)^{k}$, and replacing $A$ by $A \circ e$ we may assume that $x^{a_{i}-a_{j}}, a_{i}, a_{j} \in F$ are monomials in $\left(x_{l}\right)_{l=1, \ldots, p}$. We choose a lift of the sequence $\left(x^{(\ell)}\right)_{\ell} \subset\left(\mathbb{C}^{*}\right)^{k}$ for the étale cover $e$ and denote it also by $\left(x^{(\ell)}\right)_{\ell}$. Note that by Proposition $3.2 V(A)$ is invariant under étale coverings.

With these simplifications we observe that $\left(x^{a_{i}-a_{l}}\right)_{a_{i} \in F}$ determines $\left(x_{i}\right)_{i=1}^{p}$ up to a finite number of possibilities. By (6.2) we may replace $\left(x^{(\ell)}, \alpha^{(\ell)}\right)_{\ell}$ by a further subsequence such that

$$
\begin{equation*}
\bar{x}_{i}=\lim _{\ell \rightarrow \infty} x_{i}^{(\ell)} \quad \text { exists and is nonzero for } i=1, \ldots, p \tag{6.3}
\end{equation*}
$$

By (5.9) we get

$$
\begin{equation*}
\operatorname{grad}_{g} \psi=\sum_{i} \log \left|x_{i}\right|\left(x_{i} \partial_{x_{i}}+\bar{x}_{i} \bar{\partial}_{x_{i}}\right) \tag{6.4}
\end{equation*}
$$

while by definition

$$
\partial f_{\alpha}=\sum_{i}\left(x_{i} \partial_{x_{i}} f_{\alpha}\right) \frac{d x_{i}}{x_{i}}
$$

Put $g_{\alpha}=x^{-a_{l}} f_{\alpha}$. Then on $f_{\alpha}^{-1}(0)$ we have

$$
\begin{equation*}
\partial g_{\alpha}=x^{-a_{l}} \partial f_{\alpha} \tag{6.5}
\end{equation*}
$$

By (6.2) we have

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left(x_{i} \partial_{x_{i}}\right)\left(g_{\alpha^{(\ell)}}\right)\left(x^{(\ell)}\right) \text { exists for } i=1, \ldots, k \tag{6.6}
\end{equation*}
$$

We can however be more precise. If $i>p$ then, since $x^{a_{j}-a_{l}}$ for $a_{j} \in F$ does not depend on $x_{i}$, we get from (6.2)

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left(x_{i} \partial_{x_{i}}\right)\left(g_{\alpha(\ell)}\right)\left(x^{(\ell)}\right)=0 \tag{6.7}
\end{equation*}
$$

If $1 \leq i \leq p$ then (see $\S 3.1$ for the notation $p_{F}$ )

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left(x_{i} \partial_{x_{i}}\right)\left(g_{\alpha^{(\ell)}}\right)\left(x^{(\ell)}\right)=\left(x_{i} \partial_{x_{i}}\right)\left(g_{p_{F}(\bar{\alpha})}^{F-a_{l}}\right)(\bar{x}) \tag{6.8}
\end{equation*}
$$

Since $\bar{\alpha} \notin V(A)=V\left(A-a_{l}\right)$ (cfr. Proposition 3.2), we have $\left(\partial g_{p_{F}(\bar{\alpha})}^{F-a_{l}}\right)(\bar{x}) \neq 0$ and hence there is some $1 \leq i \leq p$ such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left(x_{i} \partial_{x_{i}}\right)\left(g_{\alpha^{(\ell)}}\right)\left(x^{(\ell)}\right) \neq 0 \tag{6.9}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left|\left(\partial g_{\alpha^{(\ell)}}\right)\left(x^{(\ell)}\right)\right| \neq 0 \tag{6.10}
\end{equation*}
$$

To see this note that it can be checked for any metric obtained from a toric potential by Proposition $5.13^{16}$. Hence we can do it for the potential $\sum_{i}\left(\log \left|x_{i}\right|\right)^{2}$ for which it follows from (5.2) and (6.9).

Let $\operatorname{Ngrad}_{g} \psi$ be the normalization of $\operatorname{grad}_{g} \psi$. Then the components of $\mathrm{Ngrad}_{g} \psi$ are bounded. Note furthermore that by (5.8)(5.9)(6.1)(6.3) and (6.4) the components of $\left(x_{i} \partial_{x_{i}}+\bar{x}_{i} \bar{\partial}_{x_{i}}\right)$ in $\operatorname{Ngrad}_{g} \psi\left(x^{(\ell)}\right)$ for $i \in\{1, \ldots, p\}$ tend to zero as $\ell \rightarrow \infty$. Hence by (6.2)(6.7)

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \partial g_{\alpha^{(\ell)}}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g} \psi\left(x^{(\ell)}\right)\right)=0 \tag{6.11}
\end{equation*}
$$

Let us write $\angle_{h}$ for Hermitian angle (see §A.1). Since Hermitian angles are not affected by complex multiples, we have by (6.5)

$$
\tau^{(\ell)}=\angle_{h}\left(\operatorname{grad}_{g} \psi\left(x^{(l)}\right), \partial f_{\alpha^{(\ell)}}\left(x^{(\ell)}\right)\right)=\angle_{h}\left(\operatorname{Ngrad}_{g} \psi\left(x^{(\ell)}\right), \partial g_{\alpha^{(\ell)}}\left(x^{(\ell)}\right)\right)
$$

Then we find using (6.10)(6.11)

$$
\begin{align*}
\lim _{\ell \rightarrow \infty} \cos \tau^{(\ell)} & =\lim _{\ell \rightarrow \infty} \frac{\left|\partial g_{\alpha^{(\ell)}}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g} \psi\left(x^{(\ell)}\right)\right)\right|}{\left|\partial g_{\alpha^{(\ell)}}\left(x^{(\ell)}\right)\right|}  \tag{6.12}\\
& =0 \tag{6.13}
\end{align*}
$$

Hence $\lim _{\ell \rightarrow \infty} \tau^{(\ell)}=\pi / 2$ which contradicts $0 \leq \tau^{(\ell)} \leq \delta<\pi / 2$.
6.2. Tropical localization. We use the notations as in $\S 3.1-\S 3.4$ without further comment. These include $A, \nu, \chi_{a_{i}}, C_{a_{i}}, K_{i}, \epsilon_{i}$. We assume that $0 \notin \Pi_{\nu}$ so that by [Abo06, Lemma 4.6]

$$
\begin{equation*}
\{\rho=0\} \cap \log _{t}\left(f_{t, s}^{-1}(0)\right)=\emptyset \tag{6.14}
\end{equation*}
$$

for $\epsilon_{1}, \epsilon_{2}$ chosen small enough and $t \gg 0$. So the homogeneous potentials of degree two are defined on $f_{t, s}^{-1}(0)$. If the condition $0 \notin \Pi_{v}$ is not satisfied then in the discussion below one should restrict to toric potentials which are defined everywhere.

[^9]By [Abo06, Proposition 4.9] all $f_{t, s}^{-1}(0)$ for $s \in[0,1]$ are symplectomorphic for $t \gg 0$ (they are non-empty e.g. by Lemma 3.7). We prove a slight strengthening of this result in Theorem 6.3 below.

For $s \in[0,1]$ we choose a smooth family $\left(\psi_{s}\right)_{s}$ of potentials, homogeneous of degree two, on $\left(\mathbb{C}^{*}\right)^{k}-\{\rho=0\}$ (they will be further restricted later). We decorate the concepts associated with $\psi_{s}$ by a subscript $(-)_{s}$; e.g. the associated Liouville form is denoted by $\theta_{s}$ and we use the same notation for its restriction to $f_{t, s}^{-1}(0)$. We use $|-|_{g}$ for the norm with respect to the Hermitian metric corresponding to a Riemannian metric $g$. To avoid confusion we advise the reader to consult Remark A.2.

Theorem 6.3. For $t \gg 0$, the family $\left(f_{t, s}^{-1}(0), \theta_{s}\right)_{s \in[0,1]}$ is a family of Liouville manifolds which locally has families of generating Liouville domains.
Proof. We apply Proposition 4.11 together with Lemmas 6.4, 6.5 below.

## Lemma 6.4.

(6.15)
$\forall r>0: \exists T>0: \forall t \geq T: \forall s \in[0,1]: \forall x \in f_{t, s}^{-1}(0):\left|\bar{\partial} f_{t, s}(x)\right|_{g_{s}}<r\left|\partial f_{t, s}(x)\right|_{g_{s}}$.
Hence in particular

$$
\exists T>0: \forall t \geq T: \forall s \in[0,1]: \forall x \in f_{t, s}^{-1}(0): \partial f_{t, s}(x) \neq 0
$$

Proof. For $x \in\left(\mathbb{C}^{*}\right)^{k}$ it follows from (3.9)(3.11)(3.12) that $\left|\bar{\partial} f_{t, s}(x)\right|=\left|\bar{\partial} f_{t, s}^{\mathrm{small}}(x)\right|$ can be made arbitrarily small relative to $\left|\partial f_{t, s}(x)\right| \geq\left|\partial f_{t, s}^{\text {core }}(x)\right|-\left|\partial f_{t, s}^{\text {small }}(x)\right|$ for $t \gg 0$. The lemma follows from this combined with Proposition 5.13 (and Remark 5.14).

Lemma 6.5. Choose $0 \leq r<1$. Let $\tau$ be the Hermitian angle (see $\S A .1$ ) between $\operatorname{grad}_{g_{s}} \psi_{s}$ and $\partial f_{t, s}$ on $f_{t, s}^{-1}(0)$ (so $\tau$ is a function on $\left.N_{t}:=\bigcup_{s \in[0,1]} f_{t, s}^{-1}(0)\right)$. Then for $t \gg 0$ the set $\{\sin \tau \leq r\}$ is a compact subset of $N_{t}$.
Proof. We choose $0<a<b, 0<c<d$ such that for all $s \in[0,1]$ we have

$$
\begin{gather*}
a|X|^{2} \leq|X|_{g_{s}}^{2} \leq b|X|^{2}  \tag{6.16}\\
c \psi \leq \psi_{s} \leq d \psi
\end{gather*}
$$

as in Proposition 5.13, Lemma 5.17 where $\psi=(\log )^{2}$ denotes the standard toric potential on $\left(\mathbb{C}^{*}\right)^{k}$, and $|-|$ is the associated metric. Note that we can choose $a, b, c, d$ uniformly in $s$ since $[0,1]$ is a compact set.

Put $\delta=\sin ^{-1} r \in[0, \pi / 2$.[. Assume that $\{\tau \leq \delta\}$ is not compact. So choose a sequence $\left(x^{(\ell)}, s^{(\ell)}\right)_{\ell}$ in $N_{t}$ such that $\tau^{(\ell)}:=\tau\left(x^{(\ell)}, s^{(\ell)}\right) \leq \delta$, which does not have a convergent subsequence. We will obtain a contradiction. By further replacing $\left(x^{(\ell)}, s^{(\ell)}\right)_{\ell}$ by a subsequence we may assume that all $p^{(\ell)}=\log _{t} x^{(\ell)}$ are contained in the same $C_{a_{h}}$ and furthermore $A_{*}\left(p^{(\ell)}\right)$ for $* \in\{0,1,2\}$ do not depend on $\ell$.

Since $\left(x^{(\ell)}\right)_{\ell}$ must be unbounded (otherwise there would be a convergent subsequence) we may replace $\left(x^{(\ell)}\right)_{\ell}$ by a subsequence such that

$$
\lim _{\ell \rightarrow \infty} \psi\left(x^{(\ell)}\right)=\infty
$$

By (6.16) we also obtain

$$
\lim _{\ell \rightarrow \infty} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)=\infty
$$

Put

$$
c^{(\ell)}=\frac{\left|\partial f_{t, s^{(\ell)}}^{\text {small }}\left(x^{(\ell)}\right)\right|_{g_{s}}}{\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\right|_{g_{s}}}
$$

where $f_{t, s}^{\text {core }}, f_{t, s}^{\text {small }}$ are as defined in $\S 3.4$. The fraction $c^{(\ell)}$ is well defined by (3.12) and moreover by $(3.9)(3.11)(3.12)(6.16)$ we obtain

$$
\begin{equation*}
c^{(\ell)} \leq C_{1} t^{-C_{2}} \tag{6.17}
\end{equation*}
$$

for some constants $C_{1}, C_{2}>0$ depending only on $A, \nu, \alpha,\left(\epsilon_{i}\right)_{i}$. We have:

$$
\cos \tau^{(\ell)}=\frac{\left|\partial f_{t, s^{(\ell)}}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s}(\ell)} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s}(\ell)}}{\left|\partial f_{t, s^{(\ell)}}\left(x^{(\ell)}\right)\right|_{g_{s}(\ell)}}
$$

(the notation Ngrad was introduced in the proof of Proposition 6.2). For the numerator we have (using Cauchy-Schwarz):

$$
\begin{aligned}
& \left|\partial f_{t, s^{(\ell)}}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s^{(\ell)}}} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s^{(\ell)}}} \\
& \leq\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s^{(\ell)}}} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s}(\ell)} \\
& +\left|\partial f_{t, s^{(\ell)}}^{\text {small }}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s^{(\ell)}}} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s^{(\ell)}}} \\
& \leq\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s^{(\ell)}}} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s^{(\ell)}}}+\left|\partial f_{t, s^{(\ell)}}^{\text {small }}\left(x^{(\ell)}\right)\right|_{g_{s^{(\ell)}}} \\
& =\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s}(\ell)} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s}(\ell)}+c^{(\ell)}\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\right|_{g_{s}(\ell)}
\end{aligned}
$$

and for the denominator we have

$$
\left|\partial f_{t, s^{(\ell)}}\left(x^{(\ell)}\right)\right|_{g_{s^{(\ell)}}} \geq\left(1-c^{(\ell)}\right)\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\right|_{g_{s}(\ell)}
$$

Put

$$
\cos \tau^{(\ell), \text { core }}=\frac{\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\left(\operatorname{Ngrad}_{g_{s(\ell)}} \psi_{s^{(\ell)}}\left(x^{(\ell)}\right)\right)\right|_{g_{s^{(\ell)}}}}{\left|\partial f_{t, s^{(\ell)}}^{\text {core }}\left(x^{(\ell)}\right)\right|_{g_{s}(\ell)}} .
$$

Then we get

$$
\begin{equation*}
\cos \tau^{(\ell)} \leq \frac{\cos \tau^{(\ell), \text { core }}+c^{(\ell)}}{1-c^{(\ell)}} \tag{6.18}
\end{equation*}
$$

Since $f_{t, s}^{\text {core }}(x)$ is a Laurent polynomial (independent of $\ell$ by the choice of $A_{*}\left(x^{(\ell)}\right)$ above) we obtain as in the proof of Proposition 6.2 (cf. (6.12)) that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \cos \tau^{(\ell), \text { core }}=0 \tag{6.19}
\end{equation*}
$$

The key point is that the formula for $\operatorname{grad}_{g} \psi$ used in the proof of Proposition 6.2 (see (6.4)) is valid for arbitrary potentials homogeneous of degree two by (5.7)(5.9).

Hence using (6.17)(6.18)(6.19) we can choose $t \gg 0$ in such a way such that for $\ell \gg 0$ we have

$$
\cos \tau^{(\ell)}<\sqrt{1-r^{2}}
$$

and hence $\sin \tau^{(\ell)}>r$, or $\tau^{(\ell)}>\delta$, contradicting the initial choice of $\left(\tau^{(\ell)}\right)_{\ell}$.

## 7. Star-Shaped triangulations and HMS in the tropical limit

In this section we freely use the notations and concepts introduced in §3. We assume $0 \in A \subset \mathbb{Z}^{k}$ and we assume that $P=\operatorname{conv}(A)$ is equipped with a starshaped triangulation $\mathcal{T}$ as in $\S 3.6$. We denote the associated stacky fan by $\Sigma$. We assume $|A|>1$ so that Lemma 3.7 applies. We assume that a function $\nu: A \rightarrow \mathbb{R}$ as in $\S 3.2$ exists whose associated triangulation $\Delta_{\nu}$ coincides with $\mathcal{T}$.

Convention 7.1. Whenever we are using an explicit star-shaped triangulation we silently make the following additional conventions.
(1) We put $a_{1}=0$.
(2) We assume that $\nu\left(a_{1}\right)=0$ and that 0 is the unique minimal value of $\nu\left(a_{i}\right)$. This is equivalent to 0 being in the relative interior of $C_{0}:=C_{a_{1}}$ (see §3.2). See also [GS22, Example 6.1.2].
(3) For $i=1, \ldots, d$ we put $\alpha_{i}=1$ for $i \neq 1$ and $\alpha_{1}=-1$.

Sometimes we let our numbering start from 0 instead of 1. In that case the above conventions apply with 1 replaced by 0 .

We choose a potential $\psi$ on $\mathbb{R}^{k}$ which is homogeneous of degree two outside a compact neighbourhood $K$ of 0 and which is adapted to $C_{0}$ (see Definition 5.9). This is important for Theorem 7.2 below which is valid only under this assumption. ${ }^{17}$

We choose cut-off functions $\chi_{a_{i}}$ as in $\S 3.4$ and we use $\left(\alpha_{i}\right)_{i}$ and $\left(\chi_{a_{i}}\right)_{i}$ to define $f_{t, 1}:\left(\mathbb{C}^{*}\right)^{k} \rightarrow \mathbb{C}$ as in $\S 3.4$. We also assume that $t$ is large enough so that $f_{t, 1}^{-1}(0)$ is a Liouville manifold. This is a special cases for $s=1$ of Theorem 6.3. In general we choose $t$ large enough such that $K / \log t$ is disjoint from all regions of interest. In particular $(K / \log (t)) \cap \partial C_{0}=\emptyset($ see $(2))$ and $K \cap \log \left(f_{t, 1}^{-1}(0)\right)=\emptyset($ see (6.14)).

Assuming furthermore that the cut-off functions $\chi_{a_{i}}$ are chosen sufficiently carefully (besides the properties we already imposed in §3.4) one may prove the following result.

Theorem 7.2 ([Zho20, Theorem 3]). If $t \gg 0$ then the diffeomorphism (see §5.7)

$$
\operatorname{id} \times \Phi_{\psi}^{\infty}: T^{\infty}\left(S_{N^{*}}\right) \rightarrow T^{*, \infty}\left(S_{N^{*}}\right)
$$

induces a homeomorphism between $\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right)$ (see §4.1) and $\Lambda_{\Sigma}^{\infty}$ (see §3.7). The map $\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right) \rightarrow T^{\infty}\left(S_{N^{*}}\right)$ is the composition $\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right) \rightarrow\left(N^{*}-\{0\}\right) \times$ $S_{N^{*}} \rightarrow T^{\infty}\left(S_{N^{*}}\right)$.

We have the following result.
Proposition 7.3 ([GS22, Corollary 6.2.6]). If $t \gg 0$ then there are generating Liouville domains $M \subset\left(\mathbb{C}^{*}\right)^{k}, F \subset f_{t, 1}^{-1}(0)$ such that $(M, F)$ is a Liouville pair (see 4.9.4) and such that $\partial M \cap K=\emptyset$.

The proposition was proved in loc. cit. for the toric potential. One starts with choosing a Liouville domain $M^{\prime}$ which is large enough so that $\partial M^{\prime} \cap K=\emptyset$. Then we proceed as in loc. cit. invoking the following lemma which in loc. cit. is stated for toric potentials but which is true more generally.

[^10]Lemma 7.4 ([GS22, Lemma 6.2.5],[Zho20]). If $t \gg 0$ then in a neighbourhood of the skeleton of $f_{t, 1}^{-1}(0)$ the Liouville vector field on $\left(\mathbb{C}^{*}\right)^{k}$ is nowhere tangent to $f_{t, 1}^{-1}(0)$.

Proof. This statement is actually implicit in the statement of Theorem 7.2. For the benefit of the reader we recall the proof (based on some results in [Zho20]) since it avoids the induction over pants used in [GS22, Lemma 6.2.5]. Let $\tilde{C}_{0}$ be the closure of the connected component of the complement of $\log _{t}\left(f_{t, 1}^{-1}(0)\right)$ that contains 0 . By [Zho20, §5.2,5.4] we have $\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right) \subset \log _{t}^{-1}\left(\partial \tilde{C}_{0}\right)$. Hence it is sufficient to prove for $x \in \log _{t}^{-1}\left(\partial \tilde{C}_{0}\right) \cap f_{t, 1}^{-1}(0)$ that $Z_{x}$ is not contained in $T_{x}\left(f_{t, 1}^{-1}(0)\right)$ since this will then also be true for a small neighbourhood of the skeleton (since the skeleton is compact, cf. (D.1)). Assume that $Z_{x} \in T_{x}\left(f_{t, 1}^{-1}(0)\right)$ holds. Let $\rho_{t}:=\log _{t}(x)$. Then $Z_{\rho}:=\left(d \log _{t}\right)\left(Z_{x}\right) \in T_{\rho_{t}}\left(\partial \tilde{C}_{0}\right)$ since $\left(d \log _{t}\right)\left(T_{x}\left(f_{t, 1}^{-1}(0)\right)\right) \subset T_{\rho_{t}}\left(\partial \tilde{C}_{0}\right)$.

We choose logarithmic polar coordinates $\left(\rho_{i}, \eta_{i}\right)_{i}$ on $\left(\mathbb{C}^{*}\right)^{k}$ as in $\S 5$. Then by (5.7) $Z_{x}=\sum_{i} \rho_{i} \partial_{\rho_{i}}$ and hence $Z_{\tilde{\rho}}=(1 / \log t) \sum_{i} \rho_{i} \partial_{\rho_{i}}$. So it follows that a line through the origin is tangent to $\partial \tilde{C}_{0}$. Something like this cannot hold if we replace $\tilde{C}_{0}$ by $C_{0}$ since $C_{0}$ is a convex (we define the tangent bundle to $C_{0}$ as the kernel of the outward conormal bundle).

It follows that the statement is also false for $\tilde{C}_{0}$ since by [Zho20, Propositions $1.12,1.13]$ the Hausdorff distance between $\partial \tilde{C}_{0}$ and $\partial C_{0}$ goes to zero as $\left(\epsilon_{i}\right)_{i} \rightarrow 0$, and the same is true for the unit outward conormal bundles (see also [Abo06, Lemma 4.6]).

Below $\mathcal{D}(\mathcal{W} \mathcal{F}(-))$ stands for the Karoubian closure of the pretriangulated closure of $\mathcal{W} \mathcal{F}(-)$.

Theorem 7.5 ([GS22, Theorem 1.0.1]). Assume $A, \nu, \mathcal{T}, \psi$ and the cutoff functions are as stated in the beginning of this section. Let $\Sigma$ be the stacky fan determined by $\mathcal{T}$ and let $X_{\Sigma}$ (see §3.6) be the associated toric stack.

Let $(M, F)$ be a Liouville pair in $\left(T\left(S_{N^{*}}\right), f_{t, 1}^{-1}(0)\right)$ as in Proposition 7.3. We equip $T\left(S_{N^{*}}\right)=\mathbb{C}^{* k}$ with the canonical grading on a torus introduced in $\S 5.6$ and we equip $F$ (and hence $\left.f_{t, 1}^{-1}(0)\right)$ with the restricted grading as defined in Definition 4.25. Finally we equip $f_{t, 1}^{-1}(0)$ with the trivial background class.

Then for $t \gg 0$ we have $\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(f_{t, 1}^{-1}(0)\right)_{\mathbb{C}}\right) \cong D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)$ where $\partial X_{\Sigma}$ is the toric boundary divisor of $X_{\Sigma}$, i.e. the complement of the generic orbit.

Proof. For the benefit of the reader we sketch the proof given in loc. cit., making sure that the grading and background class are the expected ones. We consider the symplectomorphism (see (5.11), (5.4))

$$
\begin{equation*}
\mathrm{id} \times \Phi_{\psi}: \mathbb{C}^{* k}=T\left(S_{N^{*}}\right) \rightarrow T^{*}\left(S_{N^{*}}\right) \tag{7.1}
\end{equation*}
$$

Put

$$
\tilde{f}_{t, 0}=f_{t, 0} \circ\left(\mathrm{id} \times \Phi_{\psi}\right)^{-1}
$$

and $\tilde{M}=\left(\operatorname{id} \times \Phi_{\psi}\right)(M), \tilde{F}=\left(\operatorname{id} \times \Phi_{\psi}\right)(F)$. Hence $(\tilde{M}, \tilde{F})$ is a Liouville pair which completes to $\left(T^{*}\left(S_{N^{*}}\right), \tilde{f}_{t, 1}^{-1}(0)\right)$. By Theorem $7.2, \operatorname{Skel}\left(\tilde{f}_{t, 0}^{-1}(0)\right) \cong \Lambda_{\Sigma}^{\infty}$. By Lemma 5.20 the canonical gradings on $T\left(\underset{N^{*}}{ }\right)$ and $T^{*}\left(S_{N^{*}}\right)$ correspond. Hence so do the restricted gradings on $f_{t, 1}^{-1}(0)$ and $\tilde{f}_{t, 1}^{-1}(0)$ obtained via the Liouville pairs $(M, F)$ and $(\tilde{M}, \tilde{F})$ (see Definition 4.25). Since $S_{N^{*}}$ has free tangent bundle, the background
class on $T^{*}\left(S_{N^{*}}\right)$ coming from the Langrangion foliation is trivial (see §4.10.3). Hence all constructions are compatible with trivial background classes.

For these gradings and (trivial) background classes we trivially have

$$
\begin{equation*}
\left.\mathcal{W} \mathcal{F}\left(f_{t, 1}^{-1}(0)\right)=\mathcal{W} \mathcal{F}\left(\tilde{f}_{t, 1}^{-1}(0)\right)\right) \tag{7.2}
\end{equation*}
$$

Furthermore by Theorem C. 1 below $f_{t, 1}^{-1}(0)$ is (Morse-Bott) Weinstein and hence the same is true for $\tilde{f}_{t .1}^{-1}(0)$. Hence by [GPS, Theorem 1.4] we have

$$
\begin{equation*}
\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\tilde{f}_{t, 1}^{-1}(0)\right)^{\circ} \cong \mu \operatorname{sh}_{\Lambda_{\Sigma}^{\infty}}\left(\Lambda_{\Sigma}^{\infty}\right)^{c}\right. \tag{7.3}
\end{equation*}
$$

where $\operatorname{sh}_{\Lambda_{\Sigma}^{\infty}}\left(\Lambda_{\Sigma}^{\infty}\right)$ is computed using the embedding $\Lambda_{\Sigma}^{\infty} \hookrightarrow T^{*, \infty}\left(S_{N^{*}}\right)$. By [GS22, Thm 7.4.1] $D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right) \cong\left(\mu \operatorname{sh}_{\Lambda_{\Sigma}^{\infty}}\left(\Lambda_{\Sigma}^{\infty}\right)_{\mathbb{C}}\right)^{c}$. By Grothendieck duality we have $D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)^{\circ} \cong D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)$. Combining this with (7.2) and (7.3) (with coefficients extended from $\mathbb{Z}$ to $\mathbb{C}$ ) finishes the proof.

## 8. Grading and background class

8.1. Introduction. In this section we assume that we are in the setting of $\S 7$. Note in loc. cit. we put a number of restrictions on $A, \nu, \mathcal{T}, \psi, \ldots$ which we will continue to assume (in particular Convention 7.1). Throughout we assume that $t \gg 0$ so that the conclusions of $\S 7$ hold, as well as those of $\S 6.2$.

Our strategy will be to combine Theorems 6.1, 6.3 and 7.5 to obtain an equivalence $\mathcal{D} \mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right) \cong D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)$ on which we can then define an appropriate monodromy action via Theorem 4.9 and $\S 4.11$. However to this end we have to take care of gradings and background classes. For the background classes there is nothing to do. We equip all Liouville manifolds with the trivial background class which is clearly compatible with families so that we can combine Theorem 4.9 with Theorem 4.31.

The gradings represent a more delicate problem. We have to put gradings on the appropriate families of Liouville manifolds so that we can apply Theorem 4.17. Unfortunately the grading used in Theorem 7.5 is specific for $f_{t, 1}^{-1}(0)$. So it is not obvious that it can for example be extended to the family $\left(f_{t, s}^{-1}(0)\right)_{s}$. Therefore in this section we will show:

Proposition 8.1. The grading on $f_{t, 1}^{-1}(0)$ used in Theorem 7.5 is obtained from the restriction of the canonical grading on $\mathbb{C}^{* k}$ (see §5.6) to the zero fiber of $f_{t, 1}$ via the construction in Definition 4.22.

Obviously the canonical grading on $\mathbb{C}^{* k}$ can be restricted to any hypersurface $f^{-1}(0)$ where $f$ satisfies the assumptions as in §4.9.3. So it can be defined in families of hypersurfaces. We will call this the natural grading. The grading on $f_{t, 1}^{-1}(0)$ used in Theorem 7.5 will be called the special grading.

### 8.2. Pants cover.

8.2.1. The general case. For use below we summarize some results from [Abo06], [Mik04], [GS22, §6.1.3]. We place ourselves in the setting of $\S 3$ and we will freely use notations from there. However we will make our notations more explicit by writing $f_{A, \nu, \alpha, t, 1}^{-1}(0)$ for $f_{t, 1}^{-1}(0)$. We assume throughout $t \gg 0$. We will sometimes need to choose appropriate cutoff functions but this is harmless as explained in Remark 3.9.

A translated P-pants is a Laurent hypersurface in $\mathbb{C}^{* k}$ of the form

$$
\begin{equation*}
\beta_{0} t^{-\nu_{0}} x^{b_{0}}+\cdots+\beta_{k} t^{-\nu_{k}} x^{b_{k}}=0 \tag{8.1}
\end{equation*}
$$

such that $\beta_{i} \neq 0$ for all $i$ and such that the affine span of $B=\left\{b_{0}, b_{1}, \ldots, b_{k}\right\}$ is a translated cofinite lattice in $\mathbb{Z}^{k}$. A translated $\mathcal{P}$-pants can be tailored as in §3.4.

If $B$ is a maximal face of $\Delta_{\nu}$ then we may consider

$$
O_{B}=\left\{x \in f_{A, \nu, \alpha, t, 1}^{-1}(0) \mid \tau\left(\log _{t} x\right) \subset B\right\}
$$

We may define suitable cut-off functions $\chi_{b_{i}}$ such that

$$
O_{B}=\left\{x \in f_{B, \nu_{B}, \beta, t, 1}^{-1}(0) \mid \tau\left(\log _{t} x\right) \in B\right\}
$$

where the $\left(\nu_{B}, \beta\right)$ are the restrictions of $(\nu, \alpha)$. We clearly have

$$
\begin{equation*}
f_{t, 1}^{-1}(0)=\bigcup_{B \in \Delta_{\nu}^{\text {facets }}} O_{B} \tag{8.2}
\end{equation*}
$$

Moreover $O_{B}$ is a deformation retract of $f_{B, \nu_{B}, \beta, t, 1}^{-1}(0)$.
Definition 8.2. We call (8.2) the (truncated) $\mathcal{P}$-pants cover of $f_{A, \nu, \alpha, t, 1}^{-1}(0)$.
A special case of translated $\mathcal{P}$-pants are ordinary translated pants which are Laurent hypersurfaces in $\mathbb{C}^{* k}$ of the form

$$
-1+t^{-\nu_{1}} x_{1}+\cdots+t^{-\nu_{k}} x_{k}=0
$$

In other words they are equal to $f_{E_{k}, \nu, \epsilon, t, 1}^{-1}(0)$ with $E_{k}:=\{0\} \cup\left\{e_{i} \mid 1 \leq i \leq k\right\}$, where the $e_{i}$ are the standard basis vectors in $\mathbb{Z}^{k}$ and where $\epsilon_{0}=-1, \epsilon_{i}=1$ for $i>0$.

For future use we note that if in (8.1) we have $\beta_{0}=-1, \beta_{i}=1$ for $i>0$ and $b_{0}=0$ then with a suitable choice of cut-off functions $\left(\chi_{b_{i}}\right)_{i}$ there is a commutative diagram

where the top row is the étale map

$$
\begin{equation*}
\iota: \mathbb{C}^{* k} \rightarrow \mathbb{C}^{* k}: x \mapsto\left(x^{b_{1}}, \ldots, x^{b_{k}}\right) \tag{8.4}
\end{equation*}
$$

8.2.2. The star-shaped case. Now assume furthermore that the triangulation $\Delta_{\nu}$ is star-shaped and that $\mathbb{C}^{* k}$ is equipped with a smoothed homogeneous potential $\psi$ of degree two adapted to $C_{0}$ (see Definition 5.9). Since $\alpha$ is now constant by Convention 7.1, we drop it from the notation. The $\mathcal{P}$-pants cover corresponds to the facets of $\Delta_{\nu}$ and these in turn correspond to the vertices of $C_{0}$. If we write $C_{0, B}$ for $C_{0}$ of the tropical amoeba of $f_{B, \nu_{B}, t, 1}^{-1}(0)$ then $C_{0, B}$ is the cone spanned by $C_{0}$ at the vertex corresponding to $B$. It follows from Lemma 5.1 that $\psi$ is adapted to all $C_{0, B}$.

In the star shaped case $\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right)$ was computed in [GS22] and [Zho20] and it is compatible with the $\mathcal{P}$-pants cover. In other words if we write

$$
\operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right)=\bigcup_{\substack{ \\B \in \Delta_{\nu}^{\text {facets }}}} O_{B} \cap \operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right)
$$

then

$$
O_{B} \cap \operatorname{Skel}\left(f_{t, 1}^{-1}(0)\right)=O_{B} \cap \operatorname{Skel}\left(f_{B, \nu_{B}, t, 1}^{-1}(0)\right)
$$

and furthermore $O_{B} \cap \operatorname{Skel}\left(f_{B, \nu_{B}, t, 1}^{-1}(0)\right)$ is a deformation retract of $O_{B}$.
8.3. The special grading and the natural grading coincide. Let $\gamma$ be the difference between the two gradings. According to Lemma $4.13 \gamma \in H^{1}\left(f_{t, 1}^{-1}(0), \mathbb{Z}\right)$. We have to prove $\gamma=0$. This will follow from the following three claims.
(1) The $\mathcal{P}$-pants cover (8.2) yields an inclusion

$$
H^{1}\left(f_{t, 1}^{-1}(0), \mathbb{Z}\right) \hookrightarrow \bigoplus_{B \in \Delta_{\nu}^{\text {facets }}} H^{1}\left(O_{B}, \mathbb{Z}\right) \cong \bigoplus_{B \in \Delta_{\nu}^{\text {facets }}} H^{1}\left(f_{B, \nu_{B}, t, 1}^{-1}(0), \mathbb{Z}\right)
$$

which sends $\gamma$ to $\left(\gamma_{B}\right)_{B}$ where $\gamma_{B}$ represents the difference between the special grading and the natural grading on $f_{B, \eta_{B}, t, 1}^{-1}(0)$ (see Remark 8.4 below for a better result).
(2) The class $\gamma$ on a translated tailored $\mathcal{P}$-pants is induced by pullback of the corresponding translated tailored pants via the map $\iota$ in (8.4).
(3) The class $\gamma$ is trivial on translated tailored pants.

We now prove these claims.
(1) This follows by induction on the number of $\mathcal{P}$-pants and the Mayer-Vietoris sequence for the gluing of a new $\mathcal{P}$-pants with the union of the earlier ones.
(2) We have to be bit careful here since the pullback of $\iota$ does not preserve the ambient canonical grading on $\mathbb{C}^{* k}$. However as we are only concerned with the difference of two gradings, this does not matter. By Lemma 5.11 we may put a potential, which is homogeneous of degree two outside a compact set, on the target of $\iota$ such that $\iota$ is an étale map of Liouville manifolds. Hence the pullback of the ambient Liouville vector field is the ambient Liouville vector field. Similarly the vector field $\xi$ in Definition 4.22 is compatible with pullback via (8.3). Hence (2) follows.
(3) Let $P_{k}=f_{t, 1}^{-1}(0)$ be a translated tailored pants (of real dimension $2 k-2$ ) with equation (writing $\chi_{i}(x)$ for $\left.\chi_{b_{i}}\left(\log _{t} x\right)\right)$ :

$$
-\chi_{0}(x)+t^{-\nu_{1}} \chi_{1}(x) x_{1}+\cdots+t^{-\nu_{k}} \chi_{k}(x) x_{k}=0
$$

(recall that by convention here $\nu_{i}>0$ for $i=1, \ldots, k$ ) and let $S$ be its skeleton. By Lemma 4.23 it suffices to show that $S \rightarrow S^{1}: m \mapsto \arg \left(d f_{t, 1}\left(Z_{m}\right)\right)$ induces the trivial map after applying $H_{1}(-, \mathbb{Z})$ (recall that this makes sense by Lemma 7.4).

To start we have to understand $H_{1}(S, \mathbb{Z})=H_{1}\left(P_{k}, \mathbb{Z}\right)$. We note that by the description of the skeleton in [Zho20, Proposition 5.5] $S$ contains loops $\gamma_{i}$ corresponding to the minima of $\psi$ on the $k$ coordinate half-lines in $\partial C_{0}$. Concretely near such a minimum the equation of $O_{k}$ is given by

$$
t^{-\nu_{1}} x_{1}+\cdots+t^{-\nu_{i-1}} x_{i-1}+t^{-\nu_{i+1}} x_{i+1}+\cdots+t^{-\nu_{k}} x_{k}=1
$$

and $\gamma_{i}$ is defined by:

$$
\gamma_{i}: S^{1} \rightarrow O_{k}: \theta \mapsto\left(y_{1}, \ldots, y_{i-1}, y_{i} e^{i \theta}, y_{i+1}, \ldots, y_{k}\right)
$$

for some fixed $\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{R}_{>0}^{k}$.
The $\left(\gamma_{i}\right)_{i}$ generate $H_{1}\left(P_{k}, \mathbb{Z}\right)$ but for our purposes it is sufficient that they generate up to torsion. This clear for $k>2$ since as by Lemma 8.3 below the map $H_{1}\left(f_{t, 1}^{-1}(0), \mathbb{Z}\right) \rightarrow H_{1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ is an isomorphism and the $\gamma^{\prime}$ s
clearly generate $H_{1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$. For $k=2$ we find that the $\gamma$ 's are at least independent so it is sufficient to check that $\operatorname{rk} H_{1}\left(O_{k}, \mathbb{Z}\right)=2$. This follows from the fact that a two-dimensional pair of pants is a thrice punctured sphere.

Using (5.9) we get on the image of $\gamma_{i}$ :

$$
\begin{aligned}
d f_{t, 1}\left(Z_{\gamma_{i}(\theta)}\right) & =Z_{\gamma_{i}(\theta)}\left(f_{t, 1}\right) \\
& =\left.\sum_{j} \log \left|x_{j}\right|\left(x_{j} \partial_{x_{j}}+\bar{x}_{j} \partial_{\bar{x}_{j}}\right)\left(f_{t, 1}\right)\right|_{x=\gamma_{i}(\theta)} \\
& =t^{-\nu_{1}} \log \left|y_{1}\right| y_{1}+\cdots+t^{-\nu_{i-1}} \log \left|y_{i-1}\right| y_{i-1} \\
& +t^{-\nu_{i+1}} \log \left|y_{i+1}\right| y_{i+1}+\cdots+t^{-\nu_{k}} \log \left|y_{k}\right| y_{k}
\end{aligned}
$$

The fact that this is constant finishes the proof.
We used the following lemma.
Lemma 8.3. The restriction maps $H_{1}\left(f_{t, 1}^{-1}(0), \mathbb{Z}\right) \rightarrow H_{1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right), H^{1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow$ $H^{1}\left(f_{t, 1}^{-1}(0), \mathbb{Z}\right)$ are isomorphisms.

Proof. By the universal coefficient theorem, it suffices to prove the lemma for homology. Let $F=\bigcup_{s \in[0,1]} f_{t, s}^{-1}(0) \subset \mathbb{C}^{* k} \times[0,1]$. This is a trivial family by [Abo06, Proposition 4.9]. For $s \in[0,1]$ we have the following diagram of pushforward maps


The vertical maps are isomorphisms and by [Oka91, Corollary (1.1.1)] the bottom horizontal map is an isomorphism for $s=0$ (since $k>2$ and $f_{t, 0}^{-1}(0)$ is defined by a Laurent polynomial). Hence the upper horizontal map (which does not involve $s$ ) is an isomorphism. It follows that the lower horizontal map is an isomorphism for all $s$, in particular for $s=1$. Thus the claim is proved.

Remark 8.4. Although we do not use it, it is interesting to observe that for $k>2$ a grading on $f_{t, 1}^{-1}(0)$ is in fact determined by the restriction to a single arbitrary truncated tailored translated $\mathcal{P}$-pants $O_{B}$.

If $B$ is a maximal simplex in $\Delta_{\nu}$ then we have, using Lemma 8.3, a commutative diagram.


It follows that the right most diagonal map is an isomorphism as well.

## 9. HMS action of the fundamental group of the SKMS

For a commutative ring let $\operatorname{Ho}_{R}\left(A_{\infty}\right)$ be the homotopy category of $R$-linear $\mathbb{Z}$ graded $A_{\infty}$-categories, i.e. the category or $R$-linear $\mathbb{Z}$-graded $A_{\infty}$-categories with $A_{\infty}$-equivalences formally inverted [COS19].

If $M$ is a Liouville manifold equipped with a grading and background class then $\mathcal{W} \mathcal{F}(M)$ denotes the corresponding wrapped Fukaya category as introduced in [GPS20]. In particular $\mathcal{W} \mathcal{F}(M)$ is an object in $\mathrm{Ho}_{\mathbb{Z}}\left(A_{\infty}\right)$.
Theorem 9.1. Let $\alpha \in \mathbb{C}^{A}-V(A)$. Let $f_{\alpha}^{-1}(0)$ be equipped with the restriction of the toric Kähler structure on $\left(\mathbb{C}^{*}\right)^{k}$ as in $\S 6.1$ and hence in particular with the corresponding symplectic/Liouville forms. We equip $f_{\alpha}^{-1}(0)$ with the trivial background class and the natural grading as a hypersurface in a torus (see §8.1). There exists a natural action of $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}, \alpha\right)$ on $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right)$ considered as an object in $\mathrm{Ho}_{\mathbb{Z}}\left(A_{\infty}\right)$.
Proof. The proof consist of several steps where we use the results from previous sections. Throughout we silently use Theorems 4.17 and 4.31 to ensure that our constructions are compatible with the gradings and the background classes.
(1) From Theorem 6.1 we obtain that $\left(f_{\alpha}^{-1}(0)\right)_{\alpha \in \mathbb{C}^{A}-V(A)}$ is a family of Liouville manifolds which locally has families of generating Liouville domains.
(2) Let $\gamma:[0,1] \rightarrow \mathbb{C}^{A}-V(A)$ be a path. By (1) we may apply the Moser lemma in this setting, Theorem 4.9, to obtain an isotopy $\rho_{\gamma, t}: f_{\gamma(0)}^{-1}(0) \rightarrow f_{\gamma(t)}^{-1}(0)$, $t \in[0,1]$, of Liouville manifolds.
(3) In particular if $\gamma(0)=\gamma(1)$ then we obtain an automorphism $\rho_{\gamma, 1}$ of the Li ouville manifold $f_{\gamma(0)}^{-1}(0)$. Using Proposition 4.32 we obtain a corresponding $A_{\infty}$-auto-equivalence of $\mathcal{W} \mathcal{F}\left(f_{\gamma(0)}^{-1}(0)\right)$.
(4) The autoequivalence in (3) depends on the actual path $\gamma$ (and not only its homotopy class) and the chosen isotopy $\rho_{\gamma, t}$. However it follows from Corollary 4.35 that different choices give rise to $A_{\infty}$-homotopic auto-equivalences. We obtain an action of $\pi_{1}\left(\mathbb{C}^{A}-V(A), \alpha\right)$ on the wrapped Fukaya category $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right)$ considered as an object in $\mathrm{Ho}_{\mathbb{Z}}\left(A_{\infty}\right)$.
(5) Thanks to the presentation (3.2) of $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$ we have to prove that the image of $\pi_{1}\left(\left(\mathbb{C}^{*}\right)^{k}, 1\right)$ acts trivially on $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right)$. We have $\pi_{1}\left(\left(\mathbb{C}^{*}\right)^{k}, 1\right)=$ $\pi_{1}\left(\left(S^{1}\right)^{k}, 1\right)$ and the $\left(S^{1}\right)^{k}$ action on $\left(\mathbb{C}^{*}\right)^{k}$ preserves the Kähler form (see (5.1)). Hence the action of the elements of a path $\gamma:[0,1] \rightarrow\left(S^{1}\right)^{k}$ with $\gamma(0)=\gamma(1)=1$ (i.e. $\gamma \in \pi_{1}\left(\left(S^{1}\right)^{k}, 1\right)$ ) yields an isotopy of Liouville manifolds $\rho_{\gamma \cdot \alpha, t}: f_{\alpha}^{-1}(0) \rightarrow f_{\gamma(t) \cdot \alpha}^{-1}(0)$. But this isotopy is such that $\rho_{\gamma \cdot \alpha, 1}$ is the identity (as it is the action by the identity element of $\left.\left(S^{1}\right)^{k}\right)$. It follows that the image of $\pi_{1}\left(\left(\mathbb{C}^{*}\right)^{k}, 1\right)$ under the first arrow in (3.2) does indeed act trivially on $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right)$. This yields the desired result.
Theorem 9.2. We assume $0 \notin \Pi_{\nu}$. Let $\alpha \in \mathbb{C}^{A}-V(A)$. Let $f_{t, 0}^{-1}(0)=f_{\alpha}^{-1}(0)$, resp. $f_{t, 1}^{-1}(0)$, be equipped with the restriction of the Kähler structure coming from a toric, resp. any smoothed homogeneous degree 2 , potential on $\left(\mathbb{C}^{*}\right)^{k}$ as in $\S 6.2^{18}$ and hence in particular with the corresponding symplectic/Liouville forms. Equip $f_{\alpha}^{-1}(0)$ with the $\mathbb{Z}$-grading and (trivial) background class as in Theorem 9.1. Similarly equip $f_{t, 1}^{-1}(0)$ with the grading and (trivial) background class as in Theorem 7.5. Then there is an isomorphism $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0)\right) \cong \mathcal{W} \mathcal{F}\left(f_{t, 1}^{-1}(0)\right)$ in $\operatorname{Ho}_{\mathbb{Z}}\left(A_{\infty}\right)$.
Proof. We use a similar but somewhat more involved argument as in the proof of Theorem 9.1. As before, throughout we silently use Theorems 4.17 and 4.31. The steps are as follows.

[^11](1) Let $\psi_{0}, \psi_{1}$ be the toric, resp. the smoothed homogeneous degree 2 potential from the statement of the theorem. Set $\psi_{s}=s \psi_{1}+(1-s) \psi_{0}$, which is still a smoothed homogeneous degree 2 potential by Lemma 5.8 , and let $\theta_{s}$ be the corresponding Liouville form. From Theorem 6.3 we obtain that for $t \gg 0$, the family $\left(f_{t, s}^{-1}(0), \theta_{s}\right)_{s \in[0,1]}$ is a family of Liouville manifolds which locally has families of generating Liouville domains.
(2) Applying Moser's lemma, Theorem 4.9, we obtain an isomorphism of Liouville manifolds $\left(f_{t, 0}^{-1}(0), \theta_{0}\right) \cong\left(f_{t, 1}^{-1}(0), \theta_{1}\right)$. Since $t \gg 0$ we have $\alpha_{\nu}:=\left(\alpha_{i} t^{-\nu\left(a_{i}\right)}\right)_{i} \notin V(A)$ by Lemma 3.8. Choosing an arbitrary path in $\left(\mathbb{C}^{*}\right)^{A}-V(A)$ connecting $\alpha$ and $\alpha_{\nu}$ we obtain from (2) in the proof of Theorem 9.1 an isomorphism of Liouville manifolds (with the Liouville structure coming from the toric potential) $f_{t, 0}^{-1}(0)=f_{\alpha_{\nu}}^{-1}(0) \cong f_{\alpha}^{-1}(0)$. Combining the two isomorphisms yields by Proposition 4.32 an $A_{\infty}$-equivalence $\mathcal{W} \mathcal{F}\left(f_{\alpha}^{-1}(0), \theta_{0}\right) \cong \mathcal{W} \mathcal{F}\left(f_{t, 1}^{-1}(0), \theta_{1}\right)$.

Hence combining Lemma 3.7, Theorem 9.1, Theorem 9.2 and Theorem 7.5 we obtain:

Corollary 9.3. Assume $0 \in A \subset \mathbb{Z}^{k},|A|>1$, and assume that $P=\operatorname{conv}(A)$ is equipped with a star-shaped triangulation $\mathcal{T}$ with vertices $A$ as in §3.6. Denote the associated stacky fan by $\Sigma$. Assume that a strictly convex function $\nu: A \rightarrow \mathbb{R}$ exists whose associated triangulation coincides with $\mathcal{T}$. Under these hypotheses there is a natural action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)$ considered as an object in $\operatorname{Ho}_{\mathbb{C}}\left(A_{\infty}\right)$.
Remark 9.4. The existence of $\nu$ is equivalent with $X_{\Sigma}$ being quasi-projective. This follows from [CLS11, Propositions 14.4.1, 14.4.9, 15.2.9 (and 7.2.9)].

## 10. The Grothendieck group of a toric stack and its boundary

For notations regarding stacky fans see $\S 3.6$. We will prove the following result.
Theorem 10.1. Assume that $\Sigma$ is a pure full dimensional simplicial stacky fan and put $X=X_{\Sigma}$. Furthermore let $i: \partial X \hookrightarrow X$ be the inclusion. Then we have an exact sequence

$$
\begin{equation*}
0 \rightarrow X(T) \xrightarrow{\partial} K_{0}(\operatorname{coh}(\partial X)) \xrightarrow{i_{*}} K_{0}(X) \xrightarrow{\mathrm{rk}} \mathbb{Z} \rightarrow 0 \tag{10.1}
\end{equation*}
$$

where $\partial(\chi)$ for $\chi \in X(T)$ is defined as follows. The character $\chi: T \rightarrow \mathbb{C}^{*}$ defines a unit in $\mathcal{O}(T)$. The map $\chi: \mathcal{O}_{T} \rightarrow \mathcal{O}_{T}: f \mapsto \chi f$ can be extended to a map $\tilde{\chi}: I \rightarrow \mathcal{O}_{X}$ where $I \subset \mathcal{O}_{X}$ is such that the support of $\mathcal{O}_{X} / I$ is contained in $\partial X$. Then $\partial(\chi)=[\operatorname{coker} \tilde{\chi}]-\left[\mathcal{O}_{X} / I\right] \in K_{0}\left(\operatorname{coh}_{\partial X}(X)\right) \cong K_{0}(\operatorname{coh}(\partial X))$.
Lemma 10.2. The map $\partial$ in (10.1) is injective.
Proof. Let $\sigma$ be a cone in $\Sigma$. By considering the restriction for $X_{\sigma} \rightarrow X$ we see that we may assume that $\Sigma$ is a maximal simplicial cone. Hence we may assume that $X=\mathbb{A}^{n} / G$ where $G$ is a finite abelian group acting diagonally on $\mathbb{A}^{n}$ and $T=\mathbb{T} / G$ where $\mathbb{T}=\left(\mathbb{C}^{*}\right)^{n}$ acts on $\mathbb{A}^{n}$ via the canonical coordinates $\left(x_{1}, \ldots, x_{n}\right)$. We write $\bar{Y}$ for the coarse moduli space of a DM-stack $Y$. We put $X_{i}=\left\{x_{i}=\right.$ $0\} / G$ and we let $\eta_{i}$ be the generic point of $\bar{X}_{i}$. We obtain additive functions $l_{i}: K_{0}(\operatorname{coh}(\partial X)) \rightarrow \mathbb{Z}$ which send $[\mathcal{F}]$ to the length ${ }^{19}$ of $\mathcal{F}_{\eta_{i}}$. We claim that the

[^12]composition $X(T) \rightarrow K_{0}(\operatorname{coh}(\partial X)) \xrightarrow{\left(l_{i}\right)_{i}} \mathbb{Z}^{n}$ is injective. To see this let $\chi_{i}$ be a non-zero $T$-weight of $\mathcal{O}\left(\bigcap_{j \neq i} \bar{X}_{j}\right)$ with corresponding weight vector $m_{i} \in \mathcal{O}(\bar{X})$. Then $l_{i}\left(\partial\left(\chi_{i}\right)\right)=\operatorname{length}_{\eta_{i}}\left(\mathcal{O}_{X} / m_{i} \mathcal{O}_{X}\right)>0$ (to see the first inequality note that in this case one may choose $I=\mathcal{O}_{X}$ ) whereas $l_{j}\left(\partial\left(\chi_{i}\right)\right)=0$ for $j \neq i$. This proves what we want.

Recall that if $R$ is a commutative ring then there is a canonical map $R^{*} \rightarrow K_{1}(R)$ which is an isomorphism if $R$ is a field.

Lemma 10.3. Let $T$ be an algebraic torus. Then the map $\mathcal{O}(T)^{*} \rightarrow K_{1}(T)$ is an isomorphism.
Proof. We use induction on $\operatorname{dim} T$. If $T$ is zero dimensional then the claim follows from the fact that $\mathcal{O}(T)=\mathbb{C}$. Otherwise write $T=T^{\prime} \times \mathbb{C}^{*}$. Then we have $\mathcal{O}(T)=\mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]$. Since $\mathcal{O}\left(T^{\prime}\right)$ is regular, by [Wei13, Theorem 3.6] we have an isomorphism

$$
\begin{equation*}
K_{1}\left(\mathcal{O}\left(T^{\prime}\right)\right) \oplus K_{0}\left(\mathcal{O}\left(T^{\prime}\right)\right) \rightarrow K_{1}\left(\mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]\right) \tag{10.2}
\end{equation*}
$$

The first component is obtained from the inclusion $\mathcal{O}\left(T^{\prime}\right) \rightarrow \mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]$ and the second component sends $P$ to $P z$ (where $z \in \mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]^{*}$ is viewed as a class in $K_{1}\left(\mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]\right)$ ). By induction we have $K_{1}\left(\mathcal{O}\left(T^{\prime}\right)\right)=\mathcal{O}\left(T^{\prime}\right)^{*}$ and we also have $K_{0}\left(\mathcal{O}\left(T^{\prime}\right)\right)=\mathbb{Z}$. Under the second component of (10.2) $\mathbb{Z} \cong K_{0}\left(\mathcal{O}\left(T^{\prime}\right)\right) \rightarrow$ $K_{1}\left(\mathcal{O}\left(T^{\prime}\right)\left[z, z^{-1}\right]\right), 1$ is sent to $z$ and hence $n=\underbrace{1+\cdots+1}_{n}$ is sent to $\underbrace{z \cdots z}_{n}=z^{n}$.
Thus if we identify $\mathcal{O}\left(T^{\prime}\right)^{*} \oplus \mathbb{Z}$ with $\mathcal{O}(T)^{*}$ via $(u, n) \mapsto u z^{n}$ then (10.2) corresponds to the canonical map $\mathcal{O}(T)^{*} \rightarrow K_{1}(T)$. This finishes the induction step and the proof.
Proof of Theorem 10.1. According to [Hel65, Theorem 10.2] there is an exact sequence ${ }^{20}$

$$
K_{1}(T) \xrightarrow{\partial} K_{0}\left(\operatorname{coh}_{\partial X}(X)\right) \rightarrow K_{0}(X) \rightarrow K_{0}(T) \rightarrow 0 .
$$

This translates immediately into the sequence (10.1), except for the left most map. By Lemma 10.3 we have $K_{1}(T)=\mathcal{O}(T)^{*}=\mathbb{C}^{*} \oplus X(T)$. Using the formula in [Hel65, Proposition 7.5] one checks that $\partial$ restricted to $X(T)$ coincides with the description we have given in the statement of the theorem. A similar verification shows that $\partial$ restricted to $\mathbb{C}^{*}$ is zero. This finishes the proof.

To complete the discussion we give some further information on $K_{0}(X)$ in the setting of Theorem 10.1. If $\sigma$ is a maximal cone then we put $c(\sigma):=\left|N / N_{\sigma}\right|$ where $N_{\sigma}$ is the lattice spanned by the $v_{\tau}$ for the one-dimensional cones $\tau$ contained in $\sigma$. If $\Sigma$ is smooth then $c(\sigma)=1$ for all $\sigma$.

Theorem 10.4 ([BH06, Hua17]). Assume that $\Sigma$ is a pure full-dimensional simplicial stacky fan and put $X=X_{\Sigma}$. In each of the following cases:
(1) $\Sigma$ is a complete fan;
(2) $\Sigma$ is a triangulation of a cone;
$K_{0}(X)$ is a finitely generated free abelian group whose rank is $\sum_{\sigma} c(\sigma)$ where the sum runs over the maximal cones in $\Sigma$.

[^13]Proof. The conditions given in the theorem imply that the Stanley-Reisner ring [BH93, Definition 5.1.2] of $\Sigma$ is Cohen-Macaulay by [BH93, Theorem 5.1.13, Corollary 5.3.9]. It then follows as in [Hua17, Theorem 2.2] that $K_{0}(X)$ is a free $\mathbb{Z}$ module.

From [BH06, Theorem 5.5, Remark 3.11] we obtain that the rank of $K_{0}(X)$ is the evaluation at 1 of the fractional polynomial

$$
\begin{equation*}
(1-t)^{\mathrm{rk} N} \sum_{n \in|\Sigma| \cap N} t^{\operatorname{deg} n} \tag{10.3}
\end{equation*}
$$

where $\operatorname{deg} n$ is defined as follows. Let $\sigma$ be a cone in $\Sigma$ which contains $n$. Then $n=\sum_{\tau} n_{\tau} v_{\tau}$ where $n_{\tau} \in \mathbb{Q}$ and $\tau$ runs over the one-dimensional cones in $\sigma$. We put $\operatorname{deg} n=\sum_{\tau} n_{\tau} \in \mathbb{Q}$ (this does not depend on $\sigma$ ).

It is not hard to see that the lower dimensional cones do not contribute to (10.3), after setting $t=1$. Hence it is sufficient to understand the case that $\Sigma$ consists of a single full-dimensional simplicial cone $\sigma$. In that case (10.3) becomes a sum over cosets of $N_{\sigma}$ in $N$, each coset giving the same contribution after setting $t=1$. So finally we have to understand the sum

$$
(1-t)^{\mathrm{rk} N} \sum_{n \in|\Sigma| \cap N_{\sigma}} t^{\operatorname{deg} n}
$$

which is clearly equal to one.
Remark 10.5. Some restrictions on $\Sigma$ are required for the conclusions of Theorem 10.4 to hold, even if $X$ is a scheme. For example $K_{0}(X)$ is not always torsion free (see the example by Lev Borisov given in [Hua17, Example 4.1]). Moreover the rank of $K_{0}(X)$ is not always given by the maximal cones. For example, consider the case $N=\mathbb{Z}^{2}$ and $\Sigma$ consists of two cones, spanned respectively by $\{(1,0),(0,1)\}$ and $\{(-1,0),(0,-1)\}$. Then $X$ is the complement of two points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Since these points have the same class in $K_{0}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right) \cong \mathbb{Z}^{4}$ we conclude that $\operatorname{rk} K_{0}(X)=3$ whereas Theorem 10.4 would have predicted $\operatorname{rk} K_{0}(X)=2$.

## 11. Induced HMS: singular cohomology vs Grothendieck group

If $\mathcal{A}$ is a $A_{\infty}$-category then $\operatorname{Tw}(\mathcal{A})$ denotes is pretriangulated closure of $\mathcal{A}$ (this might not be idempotent complete). In our notations we sometimes write $\mathcal{A}$ when strictly speaking we mean $H^{0}(\mathcal{A})$. As before $\mathcal{D}(\mathcal{A})$ is the Karoubian closure of $\operatorname{Tw}(\mathcal{A})$.
11.1. Partially wrapped Fukaya categories of Liouville pairs. Let $(M, F)$ be a Liouville pair (see §4.9.4). For $Y \subset \partial M$ let $Y_{\infty} \subset \partial_{\infty} \hat{M}^{21}$ be the image of $Y$ under the Liouville flow. Then we write ${ }^{22} \mathcal{W} \mathcal{F}\left(\hat{M}, F_{\infty}\right)$ for the partially wrapped Fukaya category of $\hat{M}$ with a stop given by $F_{\infty}$ [GPS24, §1.1]. We summarize some facts about partially wrapped Fukaya categories we use below.
(F1) By [GPS24, (1.3)] the natural ${ }^{23}$ functor

$$
\mathcal{W} \mathcal{F}\left(\hat{M}, F_{\infty}\right) \rightarrow \mathcal{W} \mathcal{F}\left(\hat{M}, \operatorname{Skel}(F)_{\infty}\right)
$$

[^14]is a quasi-equivalence.
(F2) The Reeb flow on $\partial M$ is transversal to $F$. If $B=[\epsilon, \epsilon] \times F \subset \partial M$ is a corresponding thickening of $F$ then (a smoothing of)
$$
\tilde{M}:=\hat{M}-\operatorname{int}(B) \times \mathbb{R}_{>0}
$$
(where the embedding $B \times \mathbb{R}_{>0} \subset \hat{M}$ is obtained by applying the Liouville flow to $B$ ) defines a Liouville sector with boundary $\partial \tilde{M} \cong \hat{F} \times \mathbb{R}$ (see [GPS20, Lemma 2.13]). The natural functor
\[

$$
\begin{equation*}
\mathcal{W F}(\tilde{M}) \rightarrow \mathcal{W} \mathcal{F}\left(\hat{M}, F_{\infty}\right) \tag{11.1}
\end{equation*}
$$

\]

is also a quasi-equivalence (see [GPS24, (1.2), Corollary 3.9]).
(F3) There is a standard functor

$$
\begin{equation*}
\cup: \mathcal{W F}(\hat{F}) \rightarrow \mathcal{W} \mathcal{F}(\tilde{M}) \tag{11.2}
\end{equation*}
$$

(see [GPS, $\S 7.3,(7.12)]$ ) whose construction is as follows. Let $V$ be the sub-Liouville sector of $\mathbb{C}_{\mathrm{Re} \geq 0}$ of the form

$$
V=\left\{z \in \mathbb{C}_{\operatorname{Re} \geq 0} \mid \operatorname{Re} z \leq \epsilon\right\} \cup\left\{z \in \mathbb{C}_{\operatorname{Re} \geq 0}| | \arg \theta \mid \geq \theta_{0}\right\}
$$

for $\left.\epsilon>0, \theta_{0} \in\right] 0, \pi / 2[$ (see (11.6) below). We assume that the Liouville structure on $V$ is deformed in such a way that $V$ is exact (see [GPS20, Proposition 2.25]) so that $V \times \hat{F}$ is (after smoothing) the product of the Liouville sector $V$ and the Liouville sector $\hat{F}$. It follows from [GPS20, Proposition 2.25] that there is an embedding $h: V \times \hat{F} \hookrightarrow \tilde{M}$ for suitable $\epsilon, \theta_{0}$. Choose a conical exact Lagrangian $l$ in $V$ as in (11.6) below. Then $\cup(L)$ for a conical exact Lagrangian in $\hat{F}$ is given by the image of $l \tilde{\times} L$ under $h$ where $\tilde{\times}$ is the conicalized product defined in [GPS24, $\S 7]$.
(F4) We may interpret (11.2) as a functor

$$
\cup: \mathcal{W} \mathcal{F}(\hat{F}) \rightarrow \mathcal{W} \mathcal{F}\left(\hat{M}, \operatorname{Skel}(F)_{\infty}\right)
$$

via the quasi-equivalence (11.1). In case $\hat{F}$ is Weinstein, $\cup$ sends the closed cocores ${ }^{24}$ in $\hat{F}$ to the corresponding linking disks in $\mathcal{W} \mathcal{F}\left(\hat{M}, \operatorname{Skel}(F)_{\infty}\right)$ (see [GPS24, 1st paragraph of §1.4]).
(F5) If $\hat{F}$ is Weinstein and all cocores are properly embedded then $\operatorname{Tw}(\mathcal{W} \mathcal{F}(\hat{F}))$ is generated by the cocores [GPS24, Theorem 1.13].
11.2. The Lazarev map. We recall the following ${ }^{25}$.

Theorem 11.1 ([Laz22, Theorem 1.4]). Let $M$ be a either a 2d-dimensional Liouville manifold which is isomorphic (cfr \$4.1) to a Weinstein manifold or else a Weinstein sector. ${ }^{26}$ For an exact conical Lagrangian $L$ we write $c(L) \in H^{d}(M, \mathbb{Z})$ for the cohomology class of $L$. We use $[L]$ for the class of $L$ in $K_{0}(\operatorname{Tw}(\mathcal{W} \mathcal{F}(M))$. We have

[^15](1) every element of $H^{d}(M, \mathbb{Z})$ is of the form $c(L)$ for an exact conical Lagrangian $L$ in $M$;
(2) if $L_{1}, L_{2}$ are exact conical Lagrangians in $M$ then equality $c\left(L_{1}\right)=c\left(L_{2}\right)$ in $H^{d}(M, \mathbb{Z})$ implies equality $\left[L_{1}\right]=\left[L_{2}\right]$ in $\left.K_{0}(\operatorname{Tw}(\mathcal{W} \mathcal{F}(M)))\right)$.
In other words there is a well-defined surjective map
\[

$$
\begin{equation*}
\mathrm{L}: H^{d}(M, \mathbb{Z}) \rightarrow K_{0}(\operatorname{Tw}(\mathcal{W} \mathcal{F}(M))): c(L) \mapsto[L] \tag{11.3}
\end{equation*}
$$

\]

Proof. This result for a Liouville manifold is stated in loc. cit. in the case that $M$ is Weinstein. ${ }^{27}$ However it is clear that $(1,2)$ are preserved under isomorphisms of Liouville manifolds. The corresponding result for Weinstein sectors follows from [Laz22, Proposition 2.15].
Theorem 11.2. Assume $(M, F)$ is a Liouville pair such that $\hat{M}, \hat{F}$ are both Weinstein with $\operatorname{dim} M=2 d$. Then there is a commutative diagram

where $\tilde{M}$ has been defined in (F2).
Proof. $\hat{M}$ is the convex completion of $\tilde{M}$ (see [GPS20, §2.7]). It is obtained by replacing $V \times \hat{F} \subset \tilde{M}$ (described in (F3)) by $\tilde{V} \times \hat{F}$ where $\tilde{V}:=\mathbb{C}_{\mathrm{Re} \leq 0} \cup V$. In particular the inclusion $i: \tilde{M} \rightarrow \hat{M}$ is a homotopy equivalence. It is therefore sufficient to prove that the following diagram is commutative


Let $\ell \in H^{d-1}(\hat{F}, \mathbb{Z})$. By Theorem 11.1(1) $\ell=c(L)$ for some exact conical Lagrangian $L$ in $\hat{F}$. So in particular by (11.3) $\mathrm{L}(\ell)=\mathrm{L}(c(L))=[L]$. Then by (F3) we have $(\cup \circ \mathrm{L})(\ell)=[l \tilde{\times} L]=\mathrm{L}(c(l \tilde{\times} L))=\mathrm{L}(c(l \times L))=\left(\mathrm{L} \circ i^{*}\right)(c(l \times L))$ where in the rightmost expression we consider $l$ to be contained in $\tilde{V}$ via the inclusion $V \subset \tilde{V}$. Hence to verify the commutativity of (11.5) it is sufficient to check $\partial(c(L))=c(l \times L)$ for exact conic Lagrangians $L$ in $\hat{F}$.

It follows from the well-known description of $\partial$ that $\partial(c(L))=c\left(S^{1} \times L\right)$ where $S^{1}$ is a small circle around the origin in $\tilde{V}$ and $S^{1} \times L$ is embedded in $\hat{M}$ via the inclusion $\tilde{V} \times \hat{F} \subset \hat{M}$. So we need to prove $c(l \times L)=c\left(S^{1} \times L\right)$. To this end we choose an open subset $j_{0}: U \hookrightarrow V$ as in (11.6) below and we let $\hat{M}_{U} \subset \hat{M}$ be obtained from $\hat{M}$ by replacing $\operatorname{int}(\tilde{V}) \times \hat{F} \subset \hat{M}$ by $U \times \hat{F}$. Since the inclusion $j: \hat{M}_{U} \rightarrow \hat{M}$ is a homotopy equivalence it is sufficient to show that $j^{*}(c(l \times L))=j^{*}\left(c\left(S^{1} \times L\right)\right)$. Since cohomology classes commute with pullback, this amounts to showing that $c\left(j_{0}^{-1}(l) \times L\right)=c\left(j_{0}^{-1}\left(S^{1}\right) \times L\right)$. This is true because $j_{0}^{-1}(l)$ and $j_{0}^{-1}\left(S^{1}\right)$ are homotopy equivalent (as can be seen from (11.6)).

[^16]
11.3. Liouville pairs in the toric setting. With the notation of $\S 3$ we put $D_{\alpha}=f_{\alpha}^{-1}(0)$ for $\alpha \notin V(A)$. If we are in the setting of $\S 7$ then we also put $D^{\mathrm{tl}}:=f_{t, 1}^{-1}(0)$. In that case we also assume that $1 \gg \epsilon_{2}>\epsilon_{1}>0$ and $t \gg 0$ so that all prior results apply.

According to Proposition 7.3 the pair $\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)$ contains a Liouville pair $(M, F)$. Note that $\hat{M}=\left(\mathbb{C}^{*}\right)^{k}$. We write $\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right):=\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, F_{\infty}\right)$.

According to Theorem 7.2 we have an isomorphism of pairs

$$
\begin{equation*}
\left(\left(\mathbb{C}^{*}\right)^{k}, \operatorname{Skel}(F)_{\infty}\right) \cong\left(T^{*}\left(S_{N^{*}}\right), \Lambda_{\Sigma}^{\infty}\right) \tag{11.7}
\end{equation*}
$$

where $\Lambda_{\Sigma}^{\infty}$ is the FLTZ-skeleton (see $\S 3.7$ ). By Lemma 5.20 this isomorphism is compatible with gradings.
11.4. Homological mirror symmetry for pairs. Let $\Sigma$ be a toric fan. Combining [GPS, Theorem 1.1] with [Kuw20, Theorem 1.2] yields an equivalence of categories

$$
\operatorname{HMS}_{1}: \mathcal{D}\left(\mathcal{W} \mathcal{F}\left(T^{*}\left(S_{N^{*}}\right), \Lambda_{\Sigma}^{\infty}\right)_{\mathbb{C}}\right) \cong D^{b}\left(\operatorname{coh}\left(X_{\Sigma}\right)\right)
$$

If $\Sigma$ is a smooth fan with $X_{\Sigma}$ quasi-projective then an alternative construction of such an equivalence has been given in [HH22, Corollary D]. ${ }^{28}$ We denote it $\mathrm{HMS}_{2}$. We will use properties of both constructions but we will not use that they are the same as this seems to be unknown (see [HH22, Remark 1.2]).

[^17]If we are in the setting of $\S 7$ then there is a commutative diagram [GS22, Figure 6]

$$
\begin{gather*}
\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \xrightarrow{\cup} \mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \\
\left.\cong\right|_{\downarrow \text { HMS }}{ }^{\mathrm{HMS}_{1}}  \tag{11.8}\\
D^{b}(\operatorname{coh}(\partial X)) \longrightarrow D^{b}(\operatorname{coh}(X)) .
\end{gather*}
$$

The left arrow is the one described in Theorem 7.5. The right arrow is constructed via the isomorphism of pairs (11.7). The top arrow is obtained from (F4). The bottom arrow is the pushforward.
11.5. A result on idempotent completion. Let us start with a conjecture.

Conjecture 11.3. The canonical map

$$
\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(D_{\alpha}\right)\right) \rightarrow \mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D_{\alpha}\right)\right)
$$

is an equivalence. In other words $\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(D_{\alpha}\right)\right)$ is idempotent complete.
We can prove this conjecture in a particular case.
Proposition 11.4. Assume that we are in the setting of $\xi^{77}$ and that $A$ consists of all lattice points of $P=\operatorname{conv}(A)$. Then Conjecture 11.3 is true.

Proof. Although this is a purely symplectic statement we have no intrinsic proof for it, and our proof relies on homological mirror symmetry.

Given that $A$ is the set of vertices of the triangulation $\mathcal{T}$ of $P$, with all elements of $A$, except possibly zero, being contained in $\partial P$, this implies that the cones in $\Sigma$ are smooth. This implies that $X:=X_{\Sigma}$ is a smooth scheme and by Remark 9.4 it is quasi-projective so that we can use the results from [HH22].

By Theorem 9.2 it suffices to prove Conjecture 11.3 with $D_{\alpha}$ replaced by $D^{\text {tl }}$. Let $\mathcal{D}$ be the full subcategory of

$$
\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \cong \mathcal{D}\left(\mathcal{W} \mathcal{F}\left(T^{*}\left(S_{N^{*}}\right), \Lambda_{\Sigma}^{\infty}\right)_{\mathbb{C}}\right)
$$

$(\operatorname{cfr}(11.7))$ generated by the linking disks. An inductive application of the proof of $\left[\mathrm{HH} 22\right.$, Proposition 6.8] shows that $\mathrm{HMS}_{2}(\mathcal{D}) \subset D^{b}(\operatorname{coh}(X))$ is generated by the set of line bundles on the irreducible divisors in the toric boundary of $X$. The latter generate the category $D^{b}\left(\operatorname{coh}_{\partial X}(X)\right)$ so that we obtain an equivalence $\mathcal{D} \cong D^{b}\left(\operatorname{coh}_{\partial X}(X)\right)$ which yields that $\mathcal{D}$ is idempotent complete.

The Liouville manifold $D^{\text {tl }}$ is Weinstein by Theorem C. 1 below. Moreover, the cocores are properly embedded by Lemma C. 13 below. Hence, by (F4)(F5) the objects of the image of $\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ by the functor $\cup$ generate $\mathcal{D}$.

Let $\mathcal{D}^{\prime}$ be the subcategory of $\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ generated by the image of $\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ under $\cup$. Since $\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \subset \mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ we obtain from the previous paragraph that $\mathcal{D} \subset \mathcal{D}^{\prime}$.

On the other hand $\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\text {tl }}\right)_{\mathbb{C}}\right)$ is also the idempotent completion of $\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ so $\mathcal{D}^{\prime}$ is contained in the idempotent completion of $\mathcal{D}$. But since $\mathcal{D}$ is idempotent complete we have in fact $\mathcal{D}^{\prime} \subset \mathcal{D}$. Thus we conclude $\mathcal{D}=\mathcal{D}^{\prime}$.

We obtain a commutative diagram

where the lower square is obtained from (11.8), together with the fact that the image of $D^{b}(\operatorname{coh}(\partial X))$ in $D^{b}(\operatorname{coh}(X))$ generates $D^{b}\left(\operatorname{coh}_{\partial X}(X)\right)$.

Applying $K_{0}(-)$ to this diagram, noting $K_{0}(\partial X) \cong K_{0}\left(\operatorname{coh}_{\partial X}(X)\right)$, we get


We conclude that all arrows in the latter diagram are isomorphisms. In particular we get

$$
K_{0}\left(\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)\right)_{\mathbb{C}}\right) \cong K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)\right)_{\mathbb{C}}\right)
$$

which implies Conjecture 11.3 by [Tho97, Theorem 2.1].
11.6. More on the Lazarev map. Note that on the nose we have a surjective map

$$
K_{0}(\operatorname{Tw}(\mathcal{W} \mathcal{F}(M))) \rightarrow K_{0}\left(\operatorname{Tw}(\mathcal{W} \mathcal{F}(M))_{\mathbb{C}}\right)
$$

and we denote the composition with $L$ (see $\S 11.2$ ) by $L_{\mathbb{C}}$. This map is still surjective. We state the following conjecture.
Conjecture 11.5. Claim (1,2) in the statement of Theorem 11.1 hold for $D_{\alpha}$. Moreover the resulting map $\mathrm{L}_{\mathbb{C}}$ (and hence L ) is an isomorphism.
Proposition 11.6. Assume that we are in the setting of $\S^{7} 7$ and that $A$ consists of all lattice points of $P=\operatorname{conv}(A)$. Then Conjecture 11.5 is true.

Proof. By Theorem 9.2 $D_{\alpha} \cong D^{\mathrm{tl}}$. Moreover the Liouville manifold $D^{\mathrm{tl}}$ is Weinstein by Theorem C. 1 below. Hence $(1,2)$ hold, i.e. $\mathrm{L}_{\mathbb{C}}$ is a well-defined surjective map. It remains to show that $\mathrm{L}_{\mathbb{C}}$ is an isomorphism for $M=D^{\mathrm{tl}}$. Note that as in the proof of Proposition 11.4, $\Sigma$ is smooth.

To prove that $L_{\mathbb{C}}$ is an isomorphism it suffices to prove that source and target are free and have the same rank.

- $H^{k-1}\left(D^{\mathrm{tl}}, \mathbb{Z}\right) \cong H^{k-1}\left(D_{\alpha}, \mathbb{Z}\right) \cong \mathbb{Z}^{k!\operatorname{vol}(P)+k-1}$ by Proposition B.1(1,6).
- From Proposition 11.4 we get $K_{0}\left(\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)\right)_{\mathbb{C}}\right) \cong K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)\right)_{\mathbb{C}}\right)$. From Theorem 7.5 we obtain a corresponding isomorphism of Grothendieck groups $K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)\right) \cong K_{0}(\operatorname{coh}(\partial X))$. Since the cones in $\Sigma$ are smooth the simplices spanned by the generators of the one dimensional cones have volume $1 / k$ !. By Theorem 10.4 we obtain that $\operatorname{rk} K_{0}(X)=$
$k!\operatorname{vol}(P)$ (since $c(\sigma)=1)$. It follows from (10.1) that $K_{0}(\operatorname{coh}(\partial X))$ is free of rank $k!\operatorname{vol}(P)+k-1$. This finishes the proof.
11.7. Summary. Combining everything, we have proved the following result.

Proposition 11.7. Assume that we are in the setting of $\S 7$ and that $A$ consists of all lattice points of $P=\operatorname{conv}(A)$. There is an isomorphism of abelian groups $\mathrm{L}_{\mathbb{C}}: H^{k-1}\left(D_{\alpha}, \mathbb{Z}\right) \rightarrow K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D_{\alpha}\right)_{\mathbb{C}}\right)\right)$ which is compatible with the action of $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$ on $H^{k-1}\left(D_{\alpha}, \mathbb{C}\right)$ described in Proposition B.1(7) and the action of $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$ on $K_{0}\left(\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(D_{\alpha}\right)_{\mathbb{C}}\right)\right)$ obtained from Theorem 9.1.
Proof. The isomorphism follows from Proposition 11.6. That it is compatible with the action boils down to the fact that the family $\left(D_{\alpha}\right)_{\alpha}$ is locally trivial (by Theorem 6.1 and Theorem 4.9), which is used in the construction of the action in Proposition B.1(7) and Theorem 9.1.
11.8. The Gauss-Manin connection and the GKZ system. In this section we assume that we are in the setting of $\S 7$ and that $A$ consists of all lattice points of $P=\operatorname{conv}(A)$.
Proposition 11.8. There is an isomorphism of exact sequences (11.9)


The dotted arrow will be constructed in the proof. The second vertical is the composition of the natural map from Proposition 11.7 with the HMS isomorphism, the top row is a part of the l.e.s. associated to $D_{\alpha} \subset\left(\mathbb{C}^{*}\right)^{k}$ and the bottom row is (10.1).
Proof. We first construct an isotopy $D_{\alpha} \rightarrow D^{\mathrm{tl}}$ like in the proof of Theorem 9.2. This extends to an isotopy $\left(\left(\mathbb{C}^{*}\right)^{k}, D_{\alpha}\right) \rightarrow\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)$ as in [Abo06, Proposition 4.9], which yields a commuting square


There is a commutative diagram


This diagram is a translation of (11.4) using $(M, F)$ as in $\S 11.3$ where we observe that

$$
H^{*}(\tilde{M}, \hat{F}, \mathbb{Z}) \cong H^{*}(\hat{M}, \tilde{F}, \mathbb{Z}) \cong H^{*}(\hat{M}, F, \mathbb{Z}) \cong H^{*}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{t1}}, \mathbb{Z}\right)
$$

where all the isomorphisms are obtained by invoking suitable homotopy equivalences.

We claim that the vertical maps are isomorphisms. The left most map is an isomorphism by Proposition 11.7. We claim that the right most map is also a isomorphism.

By [HH22, Corollaries $\mathrm{D}, 6.9] \operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \cong D^{b}(\operatorname{coh}(X))$. It follows that $\operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ is idempotent complete and hence $\mathcal{D}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right)$ $\cong \operatorname{Tw}\left(\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}\right)_{\mathbb{C}}\right) \cong D^{b}(\operatorname{coh}(X))$. The right most map in (11.11) is surjective with $\mathcal{D}$ replaced by Tw (see $\S 11.2$ ). So is sufficient to prove that source and target have the same rank and that the source is a free abelian group. By Theorem 10.4, $\operatorname{rk}\left(K_{0}(X)\right)=k!\operatorname{vol}(P)$. Moreover, $H^{k}\left(\left(\mathbb{C}^{*}\right)^{k}, D^{\mathrm{tl}}, \mathbb{Z}\right) \cong H^{k}\left(\left(\mathbb{C}^{*}\right)^{k}, D_{\alpha}, \mathbb{Z}\right) \cong$ $\mathbb{Z}^{k!\operatorname{vol}(P)}$ by Proposition B.1 $(1,5)$, which finishes the proof of the claim.

Finally we repeat the commutative square (11.8) which was constructed in [GS22, Figure 6]


The construction of the dotted arrow in (11.9) as well as the commutativity of the middle square follows by composing the diagrams (11.10)(11.11)(11.12).

It follows from the proposition that we may define an induced action of $\pi_{1}\left(\mathcal{K}_{X}\right)$ on $K_{0}(X)$ since the boundary terms in the cohomology sequence are preserved by the action (the action is actually trivial on those two terms). In fact, this sequence of $\pi_{1}\left(\mathcal{K}_{X}\right)$-representations is well understood by the work of Reichelt, Stienstra as mentioned in the introduction, cf. Proposition 1.6.

Corollary 11.9. The induced action on $K_{0}(X)_{\mathbb{C}}$ is obtained from the GKZ-system corresponding to the matrix $A$ with parameters $\beta=0$.

## 12. Another induced action on the Grothendieck group of $X$

We assume we are in the setting of $\S \%$. Moreover, we assume that $X_{\Sigma}$ is a scheme and $\operatorname{conv}(A)$ is a strongly convex cone.
Corollary 12.1. Assume that $X_{\Sigma}$ is a scheme. There is a natural action of $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}\right)$ on $K_{0}\left(X_{\Sigma}\right)$ obtained from the action of $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}\right)$ on $\operatorname{Perf}(\partial X)$.
Remark 12.2 . We expect the hypothesis that $X$ is a scheme in Corollary 12.1 to be superfluous.

Proof of Corollary 12.1. By Corollary 9.3 we have a natural action of $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}\right)$ on $D^{b}\left(\operatorname{coh}\left(\partial X_{\Sigma}\right)\right)$ as an object in $\operatorname{Ho}\left(A_{\infty}\right)$. By the standard Lemma 12.3 below this implies that $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}\right)$ acts on $\operatorname{Perf}\left(\partial X_{\Sigma}\right)$ as an object in $\operatorname{Ho} \mathbb{C}^{( }\left(A_{\infty}\right)$. Hence $\pi_{1}\left(\mathcal{K}_{X_{\Sigma}}\right)$ acts on the topological K-theory of $\partial X_{\Sigma}$ by [Bla16, Theorem 1.1.b].

By Lemma 12.5 below it follows that $K_{\text {top }}^{*}\left(\partial X_{\Sigma}\right) \cong K_{\text {top }}^{*}\left(X_{\Sigma}\right)$. Both $K_{0}$ and $K_{\text {top }}^{0}$ are additive functors (for the latter see [Bla16, Theorem 1.1.c]) and they agree on affine spaces. Moreover there exists a natural transformation $K_{0} \rightarrow K_{\text {top }}^{0}$ by [Bla16, Theorem 1.1.d]. It follows from Lemma 12.4 below together with [TVdB18, Theorem 2.7] that the natural morphism $K_{0}\left(X_{\Sigma}\right) \rightarrow K_{\text {top }}^{0}\left(X_{\Sigma}\right)$ is in fact an isomorphism. Hence via the combined isomorphism $K_{0}\left(X_{\Sigma}\right) \cong K_{\text {top }}^{0}\left(\partial X_{\Sigma}\right)$ we obtain the asserted action.

Lemma 12.3. Let $M$ be a noetherian scheme. Then $F \in D^{b}(\operatorname{coh}(M))$ is perfect if and only if for all $G \in D^{b}(\operatorname{coh}(M))$, $\operatorname{RHom}_{M}(F, G)$ has bounded cohomology.

Proof. We prove the nonobvious direction. By letting $G$ be equal to the residue field of $\mathcal{O}_{M, m}$ for all $m$ in $M$ we reduce to the following classical statement: a bounded complex $F$ of finitely generated $R$-modules over a noetherian local ring $R$ with residue field $K$ is perfect if and only if $\operatorname{RHom}_{R}(F, K)$ has bounded cohomology.
Lemma 12.4. Assume that $X_{\Sigma}$ is a scheme. Then $X_{\Sigma}$ has a stratification by affine spaces.

Proof. Let $\sigma$ be the cone spanned by $P$. Let $\lambda$ be a sufficiently general element of $\mathbb{Z}^{k} \cap \sigma$. Then $\lambda$ defines a $G_{m}$-action on $X_{\Sigma}$. By looking at the open subsets Spec $\mathbb{Z}\left[\tau^{\vee}\right]$ of $X_{\Sigma}$ for $\tau \in \Sigma$ one sees that the fix points for the $\lambda$-action on $X_{\Sigma}$ coincide with the torus fixed points and hence they are finite in number. Moreover if $x \in X_{\Sigma}$ then $\lim _{t \rightarrow 0} \lambda(t) \pi(x)$ for $\pi: X_{\Sigma} \rightarrow X_{\sigma}$ exists as it is the unique fixed point in $X_{\sigma}$. Since $\pi$ is proper it follows that $\lim _{t \rightarrow 0} \lambda(t) x$ also exists. Now use the Białynicki-Birula decomposition of $X_{\Sigma}$ associated to the $G_{m}$-action given by $\lambda$.
Lemma 12.5. Assume that $X_{\Sigma}$ is a scheme. Then $\partial X_{\Sigma}$ is a strong deformation retract of $X_{\Sigma}$.

Proof. As above let $\sigma$ be the cone spanned by $P$. Let $X_{\bar{\Sigma}}$ be a compactification of $X_{\Sigma}$ determined by the complete fan $\bar{\Sigma}$ obtained from $\Sigma$ by adjoining a 1-dimensional cone $\mathbb{R}_{+} u$ such that $-u$ belongs to the interior of the cone $\sigma$ and the corresponding higher dimensional cones of the form $\operatorname{Span}(u, \tau)$ for all $\tau \in \partial \sigma$. The strictly convex function $\nu$ (see $\S 3.2,3.6$ ) on $\Sigma$ may be extended to a strictly convex piecewise linear function $\bar{\nu}$ on $\bar{\Sigma}$ by giving $\bar{\nu}(u)$ a large positive value. Hence $X_{\bar{\Sigma}}$ is projective. Let $Q$ be a sufficiently large lattice normal polytope of $\bar{\Sigma}$.

Let $S_{k}$ be the $k$-dimensional compact real torus in $\left(\mathbb{C}^{*}\right)^{k}$. By [CLS11, (12.2.7)], there is an $S_{k}$-equivariant homeomorphism $\phi: X_{\bar{\Sigma}} \xrightarrow{\cong}\left(S_{k} \times Q\right) / \sim$ where $\sim$ is a suitable equivalence relation on $S_{k} \times \partial Q$. Moreover, by the proof of [CLS11, Theorem 12.2.5] $\phi\left(X_{\Sigma}\right)=\left(S_{k} \times Q^{o}\right) / \sim$ where $Q^{\circ}=Q-F$ with $F$ being the facet perpendicular to $u$ and $\phi\left(\partial X_{\Sigma}\right)=\left(S_{k} \times \partial Q^{o}\right) / \sim$ where $\partial Q^{o}=\partial Q-F$. Note that $\partial Q^{o} \rightarrow Q^{o}$ is a strong deformation retract, and thus so is $S_{k} \times \partial Q^{o} \rightarrow S_{k} \times Q^{o}$. As it is compatible with $\sim$, we obtain a strong deformation retraction $\partial X_{\Sigma} \rightarrow X_{\Sigma}$.

Remark 12.6. Note that it is crucial for this argument that $X_{\Sigma}$ is not complete. Indeed the result is trivially false in the complete case. For example $\partial \mathbb{P}^{1}$ consists of two points which is not a strong deformation retract of $\mathbb{P}^{1}$.

## 13. Remarks on lifting the action to $D^{b}(X)$

As before let $X=X_{\Sigma}$ for some toric fan $\Sigma$. While it follows from (11.9) that the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}(\operatorname{coh}(\partial X))$ can be lifted to an action on $K_{0}(\operatorname{coh}(X))$, it is not true in general that the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$ can be lifted to an action on $D^{b}(\operatorname{coh}(X))$. This is not very surprising as in general $\partial X$ will have many more derived autoequivalences than $X$. Nonetheless to make an actual counterexample one needs to find an element of $\pi_{1}\left(\mathcal{K}_{A}\right)$ such that the corresponding derived autoequivalence does not extend. This will be done in the next section. The message is that $\mathcal{K}_{A}$ can in general not be considered as the SKMS of $X$.

However, for crepant resolutions of Gorenstein affine toric varieties, we show that $\mathcal{K}_{A}$ coincides (modulo a copy of $\mathbb{C}^{*}$ ) with the standard definition [DS14, Kit18]. In this case a number of examples are known where $\pi_{1}\left(\mathcal{K}_{A}\right)$ acts on $D^{b}(\operatorname{coh}(X))$ (see [HLS20, Kit18]).

Remark 13.1. The difference between the general case and the Gorenstein case can be understood if one realizes that the definition of $\mathcal{K}_{A}$ involves the discriminant locus of the Laurent polynomial $f$ in the Hori-Vafa LG-model $\left(\left(\mathbb{C}^{*}\right)^{d}, f\right)$ which is mirror to $X$. This discriminant locus refers to the behaviour of the zero-fiber $f^{-1}(0)$ of $f$. In the Gorenstein case $f$ is homogeneous and hence the zero fiber is the worst possible fiber. However in the general case, the zero fiber is not distinguished.
13.1. Example of non-lifting of the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(X))$. Here we give an example of $X$ where the action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$ does not lift to $D^{b}(\operatorname{coh}(X))$. We describe this somewhat heuristically, ignoring the differences of various incarnations of Fukaya categories.

We take $X=\mathbb{P}^{2}$. Then $A=\{(0,0),(1,0),(0,1),(-1,-1)\}$. By rescaling we may assume that $f_{\alpha}=\alpha_{0}+x+y+\alpha_{1} x^{-1} y^{-1}$. Let $\mathcal{K}_{A}^{\prime}$ be the subspace of $\mathcal{K}_{A}$ obtained by setting $\alpha_{1}=1$. Then $\mathcal{K}_{A}^{\prime}=\mathbb{C}^{*} \backslash\{1,-3\}$. Let $f_{a}=a+x+y+x^{-1} y^{-1}$. The family $\left(f_{a}^{-1}(0)\right)_{a \in \mathcal{K}_{A}^{\prime}}$ is a family of elliptic curves without three points. Varying $a$ corresponds to varying fibers of the potential $f=x+y+x^{-1} y^{-1}$, and $f_{a}^{-1}(0)$ for $a$ in the complement of $\mathcal{K}_{A}^{\prime}$ in $\mathbb{C}$ corresponds to singular fibers.

The monodromy for loops based at $a \in \mathcal{K}_{A}^{\prime}$ around the singular fibers is given by an action on $\mathcal{W} \mathcal{F}\left(f_{a}^{-1}(0)\right)^{29}$ by spherical twists corresponding to vanishing cycles [Sei03, Sei08] (see [Che20, Theorems 2.3.1,2.3.4]). These vanishing cycles are restrictions of Lefshetz thimbles that correspond by mirror symmetry for the LG model $\left(\left(\mathbb{C}^{*}\right)^{2}, f\right)[$ Che $20, ~ § 3.2, \mathrm{p} .13]$ to the $\mathcal{O}_{\mathbb{P}^{2}}(-1), \Omega_{\mathbb{P}^{2}}^{1}(1), \mathcal{O}_{\mathbb{P}^{2}}$ on $\mathbb{P}^{2}$. As the restriction functor $\mathcal{W} \mathcal{F}\left(\left(\mathbb{C}^{*}\right)^{2}, f\right) \rightarrow \mathcal{W} \mathcal{F}\left(f_{a}^{-1}(0)\right)$ corresponds to the restriction $D^{b}\left(\operatorname{coh}\left(\mathbb{P}^{2}\right)\right) \rightarrow D^{b}\left(\operatorname{coh}\left(\partial \mathbb{P}^{2}\right)\right)$ [GJ22, Proposition 3.2.1] ${ }^{30}$, the action of $\pi_{1}\left(\mathcal{K}_{A}^{\prime}\right)$ on $D^{b}(\operatorname{coh}(\partial X))$ is given by spherical twists corresponding to the restrictions to $\partial \mathbb{P}^{2}$ of the above sheaves on $\mathbb{P}^{2}$.

We claim that the spherical twist with $\mathcal{O}_{\partial \mathbb{P}^{2}}$ on $D^{b}\left(\operatorname{coh}\left(\partial \mathbb{P}^{2}\right)\right)$ does not arise from an autoequivalence of $D^{b}\left(\operatorname{coh}\left(\mathbb{P}^{2}\right)\right)$. First recall that the latter are generated by tensoring with line bundles, automorphisms of $\mathbb{P}^{2}$ and the shifts [BO01, Theorem 3.1].

The spherical twist corresponding to $\mathcal{O}_{\partial \mathbb{P}^{2}}$ is given by

$$
\Phi_{\mathcal{O}_{\partial \mathbb{P}^{2}}}(\mathcal{F})=\operatorname{cone}\left(\operatorname{RHom}\left(\mathcal{O}_{\partial \mathbb{P}^{2}}, \mathcal{F}\right) \otimes \mathcal{O}_{\partial \mathbb{P}^{2}} \rightarrow \mathcal{F}\right)=\operatorname{cone}\left(R \Gamma(\mathcal{F}) \otimes \mathcal{O}_{\partial \mathbb{P}^{2}} \rightarrow \mathcal{F}\right)
$$

We apply it with, for example, $\mathcal{F}=\mathcal{O}_{\mathbb{P}^{1}}(1) \oplus \mathcal{O}_{\mathbb{P}^{1}}(-2)$. Then $\Phi_{\mathcal{O}_{\partial \mathbb{P}^{2}}}(\mathcal{F})$ has nonzero cohomology in degrees $-1,0$. However, none of the derived autoequivalences of $\mathbb{P}^{2}$ can change the number of the non-vanishing cohomology degrees.

Remark 13.2. Note that this is not a contradiction with the (decategorified) action of $\pi_{1}\left(\mathcal{K}_{A}\right)$ on $K_{0}(\operatorname{coh}(\partial X))$ inducing an action on $K_{0}(X)$ as one may check that the spherical twists preserve the kernel of $K_{0}(\operatorname{coh}(\partial X)) \rightarrow K_{0}(X)$ which is generated by the differences of structure sheaves of the irreducible boundary divisors.

Remark 13.3. In [Han19] Hanlon constructs an action on the (monomially admissible) Fukaya category of the LG model corresponding to varying $\alpha_{1}$, by taking a loop around 0 . This is not in contradiction with the above, as sending $\alpha_{1}$ to 0 would correspond to sending $\alpha_{0}$ to $\infty$.

[^18]13.2. SKMS and crepant resolutions. In this section we connect the setting $A \subset\{1\} \times \mathbb{Z}^{k-1}$ of Introduction to the setting of other sections. The relevant notation for this section is introduced in $\S 3.1$.

As above $P=\operatorname{conv}(A)$. Let $\hat{A}=A \cup\{0\}$ and $\hat{P}=\operatorname{conv}(\hat{A})$ as in $\S 13.2 .1$ below. A triangulation of $P$ defines a star-shaped triangulation $\mathcal{T}$ (see §3.6) of $\hat{P}$ in the obvious way and we let $\Sigma$ be the fan spanned by $\mathcal{T}$. The following lemma shows that working with $A$ is equivalent to working with $\hat{A}$.

Lemma 13.4. The projection $\mathbb{C}^{\hat{A}} \rightarrow \mathbb{C}^{A}$ defines an isomorphism between $\mathcal{K}_{\hat{A}}$ and $\mathbb{C}^{*} \times \mathcal{K}_{A}$ 。

Proof. This follows from Lemma 13.5 below.
13.2.1. Adjoining zero. We discuss a technical result which we have used. For $A \subset \mathbb{Z}^{k-1} \times\{1\}$ we put $a_{0}=0^{k}$ and $\hat{A}=\left\{a_{0}\right\} \cup A$. We write the elements $\hat{\alpha} \in \mathbb{C}^{\hat{A}}$ as $\left(\alpha_{0}, \alpha\right)$ with $\alpha \in \mathbb{C}^{A}$. We put $\hat{f}_{\hat{\alpha}}=\alpha_{0}+f_{\alpha}$. Let $p: \mathbb{C}^{\hat{A}} \rightarrow \mathbb{C}^{A}$ be the projection map which forgets the first coordinate.
Lemma 13.5. We have $V(\hat{A})=V\left(\alpha_{0}\right) \cup p^{-1}(V(A))$.
Proof. Let $P, \hat{P}$ be the convex hulls of $\left(a_{i}\right)_{a_{i} \in A},\left(a_{i}\right)_{a_{i} \in \hat{A}}$ and let $\hat{F}$ be a face of $\hat{P}$. There are three possibilities for $\hat{F}$.
(1) $\hat{F}=\left\{a_{0}\right\}$. In this case we have

$$
\nabla_{\hat{F}}=V\left(\alpha_{0}\right)
$$

(2) $\hat{F}$ is a face $F$ of $P$. In this case

$$
\nabla_{\hat{F}}=p^{-1}\left(\nabla_{F}\right)
$$

(3) $\hat{F}$ the convex hull of $\left\{a_{0}\right\}$ and a face $F$ of $P$. In this case we claim

$$
\nabla_{\hat{F}}=V\left(\alpha_{0}\right) \cap p^{-1}\left(\nabla_{F}\right)
$$

Indeed to calculate $\nabla_{\hat{F}}$ we have to verify when the singular locus of $V\left(\alpha_{0}+\right.$ $\left.f_{\alpha}^{F}(x)\right)$ intersects $\left(\mathbb{C}^{*}\right)^{k}$. This happens when $\alpha_{0}+f_{\alpha}^{F}(x)$ and $\partial_{i} f_{\alpha}^{F}(x)$, $1 \leq i \leq k$, have a common zero in $\left(\mathbb{C}^{*}\right)^{k}$. Now $\partial_{k} f_{\alpha}^{F}(x)=0$ for $x \in\left(\mathbb{C}^{*}\right)^{k}$ is equivalent to $f_{\alpha}^{F}(x)=0$ by the fact that $A \subset \mathbb{Z}^{k-1} \times\{1\}$. Thus $\alpha_{0}+f_{\alpha}^{F}(x)$ and $\partial_{i} f_{\alpha}^{F}(x), 1 \leq i \leq k$, have a common zero in $\left(\mathbb{C}^{*}\right)^{k}$ if and only if $\alpha_{0}=0$ and $f_{\alpha}^{F}(x)$ and $\partial_{i} f_{\alpha}^{F}(x), 1 \leq i \leq k$, have a common zero in $\left(\mathbb{C}^{*}\right)^{k}$. This proves the claim.
The lemma follows by combining (1)(2)(3).
13.3. Dependence of the fundamental group of $\mathcal{K}_{A}$ on $A$. If $\sigma$ is the cone spanned by $P$ then $X_{\sigma}$ is a Gorenstein affine toric variety (see e.g. [CLS11, Proposition 11.4.12]). The $X_{\Sigma}$ obtained from triangulations of $P$ are the crepant resolutions of $X_{\sigma} .{ }^{31}$ By [Kaw16] all crepant resolutions of $X_{\sigma}$ are derived equivalent. In keeping with the general philosophy of homological mirror symmetry one might therefore hope $\mathcal{K}_{A}$ to be an invariant of $X_{\sigma}$.

[^19]This is true if we only consider crepant resolutions that are schemes since it that case $A=P \cap \mathbb{Z}^{k}$ which does not depend on $X_{\Sigma}$. However it is false, for obvious dimension reasons, if we also allow crepant resolutions by DM-stacks since these correspond to smaller $A$. In general there does not seem to be an obvious relation between the different $\mathcal{K}_{A}$.

If $X_{\sigma}$ is the GIT quotient for a quasi-symmetric representation of a torus then, if we take for $A$ the vertices of $P, \mathcal{K}_{A}$ is the complement of a toric hyperplane arrangement [Kit17]. One might hope that this would remain true for the other $\mathcal{K}_{A}$ but in Example 13.6 below we show that this is false. Furthermore, even the fundamental groups are not isomorphic.

Example 13.6. We consider the case where $X_{\sigma}$ is the GIT quotient of a 1-dimensional torus acting with weights $-2,-1,1,2$ on a 4 -dimensional representation. Using Gale duality [CLS11, $\S 14.2$ ] one sees that $P$ is the convex hull of

$$
(0,0,1),(1,0,1),(1,1,1),(0,2,1)
$$

A picture shows that there are only two possible choices for $A$, one given by the vertices of $P$, and one given by $P \cap \mathbb{Z}^{2}$. If we choose

$$
A_{1}=\{(0,0,1),(1,0,1),(1,1,1),(0,2,1)\}
$$

(i.e. the set of vertices of $P$ ) with corresponding Laurent polynomial

$$
f=\alpha_{1} z+\alpha_{2} x z+\alpha_{3} x y z+\alpha_{4} y^{2} z
$$

then one may check that $V\left(A_{1}\right)=V\left(\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}\left(\alpha_{1} \alpha_{3}^{2}+\alpha_{2}^{2} \alpha_{4}\right)\right)$. By replacing $x$, $y, z$ by scalar multiples we may make the non-zero $\alpha_{1}, \alpha_{2}, \alpha_{3}$ equal to 1 (in a unique way), which yields $\mathcal{K}_{A_{1}}=\mathbb{C} \backslash\left(V\left(\alpha_{4}\right) \cup V\left(1+\alpha_{4}\right)\right)=\mathbb{C} \backslash\{0,-1\}$. So $\mathcal{K}_{A_{1}}$ is the complement of three distinct points in $\mathbb{P}_{\mathbb{C}}^{1}$ and $\pi_{1}\left(\mathcal{K}_{A}\right)$ is a free group on two generators. On the other hand for

$$
A_{2}=\{(0,0,1),(1,0,1),(1,1,1),(0,2,1),(0,1,1)\}
$$

(all lattice points in $P$ ) with corresponding Laurent polynomial

$$
f=\alpha_{1} z+\alpha_{2} x z+\alpha_{3} x y z+\alpha_{4} y^{2} z+\alpha_{5} y z
$$

we obtain $V\left(A_{2}\right)=V\left(\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}\left(\alpha_{1} \alpha_{3}^{2}+\alpha_{2}^{2} \alpha_{4}-\alpha_{2} \alpha_{3} \alpha_{5}\right)\left(\alpha_{5}^{2}-4 \alpha_{1} \alpha_{4}\right)\right)$. Again scaling away $\alpha_{1}, \alpha_{2}, \alpha_{3}$ we obtain $\mathcal{K}_{A_{2}}=\left(\mathbb{C}^{*} \times \mathbb{C}\right) \backslash\left(V\left(1+\alpha_{4}-\alpha_{5}\right) \cup V\left(\alpha_{5}^{2}-4 \alpha_{4}\right)\right)$. If we put $u=\alpha_{4}, v=1+\alpha_{4}-\alpha_{5}$ then we obtain

$$
\begin{align*}
\mathcal{K}_{A_{2}}= & \left\{(u, v) \in\left(\mathbb{C}^{*}\right)^{2} \mid u^{2}+v^{2}+1-2 u-2 v-2 u v \neq 0\right\} \\
= & \left\{(U: V: W) \in \mathbb{P}_{\mathbb{C}}^{2} \mid U^{2}+V^{2}+W^{2}-2 U V-2 U W-2 V W \neq 0\right.  \tag{13.1}\\
& U \neq 0, V \neq 0, W \neq 0\} .
\end{align*}
$$

So $\mathcal{K}_{A_{2}}=\mathbb{P}_{\mathbb{C}}^{2}-\left(Q \cup L_{1} \cup L_{2} \cup L_{3}\right)$ where $Q$ is a smooth conic and $\left(L_{i}\right)_{i}$ are three distinct tangent lines of $Q$. Such a configuration is unique up to isomorphism.

Remarkably the variety (13.1) also appears in [Kit18, §7.2] in a very different toric setting. As far as we can tell this is a coincidence. It means however that we can use the results in loc. cit. to compute $\pi_{1}\left(\mathcal{K}_{A_{2}}\right)$ and see that it is different from $\pi_{1}\left(\mathcal{K}_{A_{1}}\right)$. To show this directly let us quickly verify that $\pi_{1}\left(\mathcal{K}_{A_{2}}\right)$ is not free. Let $\left\{p_{12}\right\}=L_{1} \cap L_{2}$. Then $p_{12}$ has a neighbourhood $B$ in $\mathcal{K}_{A_{2}}$ which is the product of two punctured disks. Hence if we take a base point $b \in B$ then the loops around $L_{1}, L_{2}$ in $B$ commute in $\pi_{1}(B)$, and hence in $\pi_{1}\left(\mathcal{K}_{A_{2}}\right)$ and they do
not generate a cyclic subgroup, which one can check by looking at their image in $\pi_{1}\left(\mathbb{P}_{\mathbb{C}}^{2}-\left(L_{1} \cup L_{2} \cup L_{3}\right), b\right) \cong \pi_{1}\left(\mathbb{C}^{* 2}\right) \cong \mathbb{Z}^{2}$. Hence $\pi_{1}\left(\mathcal{K}_{A_{2}}\right)$ is not free.

## Appendix A. Linear algebra exercises

A.1. Reminder on Hermitian vector spaces. Below $V$ is a finite dimensional complex vector space and $h: V \times V \rightarrow \mathbb{C}$ is a non-degenerate Hermitian form. We write $g:=\operatorname{Re} h$, resp. $\omega:=-\operatorname{Im} h$, for the corresponding Riemannian metric and symplectic form. From $h(X, i Y)=-i h(X, Y)$ we obtain $g(X, i Y)=-\omega(X, Y)$. In other words $h$ is uniquely determined by $g$ and by $\omega$.

We write $V^{*}$ for $\operatorname{Hom}_{\mathbb{C}}(V, \mathbb{C})$. The hermitian metric yields a $\mathbb{C}$-anti-linear identification

$$
\begin{equation*}
V \rightarrow V^{*}: X \mapsto h(-, X) \tag{A.1}
\end{equation*}
$$

Below we write $|X|=\sqrt{g(X, X)}$. If $a: V \rightarrow \mathbb{C}$ is a $\mathbb{C}$-linear map then we put $|a|:=|X|$ where $X$ is such that $a=h(-, X)$. If $a: V \rightarrow \mathbb{C}$ is $\mathbb{C}$-anti-linear then we put $|a|:=|\bar{a}|$. If $a: V \rightarrow \mathbb{C}$ is an $\mathbb{R}$-linear map then we write $a=a^{\prime}+a^{\prime \prime}$ for the unique decomposition of $a$ as a sum of a $\mathbb{C}$-linear and a $\mathbb{C}$-anti-linear map.

If $X, Y \in V$ then the Hermitian angle $\tau \in[0, \pi / 2]$ between $X$ and $Y$ is defined by $\cos \tau=|h(X, Y)| /(|X||Y|)$. Hermitian angles between vectors in $V$ and $V^{*}$ or between vectors in $V^{*}$ are computed using the identification (A.1).

Remark A.1. The Hermitian angle between $X$ and $Y$ is the angle between the planes $\mathbb{C} X$ and $\mathbb{C} Y$ for the Riemannian metric $g$.

Remark A.2. If we consider $V$ as a real vector space with a Riemannian metric then we may still put a norm on $\operatorname{Hom}_{\mathbb{R}}(V, \mathbb{R})$ as follows: if $a \in \operatorname{Hom}_{\mathbb{R}}(V, \mathbb{R})$ then $a=g(X,-)$ for $X \in V$ and we put $\|a\|=|X|$. We may extend this norm to $\operatorname{Hom}_{\mathbb{R}}(V, \mathbb{C})$ by putting $\left\|a_{1}+i a_{2}\right\|_{g}^{2}=\left\|a_{1}\right\|_{g}^{2}+\left\|a_{2}\right\|_{g}^{2}$ for $a_{1}, a_{2} \in \operatorname{Hom}_{\mathbb{R}}(V, \mathbb{R})$. However one needs to be careful. If $a: V \rightarrow \mathbb{C}$ is $\mathbb{C}$-linear or $\mathbb{C}$-anti-linear so that $|a|$ is defined via $h$, as above then one computes

$$
\begin{equation*}
\|a\|=\sqrt{2}|a| \tag{A.2}
\end{equation*}
$$

A.2. Some lemmas by Donaldson. We recall some lemmas which were stated without proof in [Don96].

Lemma A. 3 ([Don96, p669]). An $\mathbb{R}$-linear map $a: V \rightarrow \mathbb{C}$ is surjective unless there exists $\alpha \in \mathbb{R}$ such that $\overline{a^{\prime \prime}}=e^{i \alpha} a^{\prime}$.

Proof. Identifying $V \cong \mathbb{C}^{n}$ we may assume that $a^{\prime}=\sum_{j} a_{j} z_{j}$, $a^{\prime \prime}=\sum_{j} b_{j} \bar{z}_{j}$ for $\left(a_{j}\right)_{j} \in \mathbb{C},\left(b_{j}\right)_{j} \in \mathbb{C}$. Assume $a$ is not surjective. Then there exists $u \in \mathbb{C}$ such that $a_{j} z_{j}+b_{j} \overline{z_{j}} \in \mathbb{R} u$ for all $j$ and all $z_{j} \in \mathbb{C}$. Putting $z_{j}=1, i$ we get

$$
\begin{array}{r}
a_{j}+b_{j} \in \mathbb{R} u \\
a_{j}-b_{j} \in i \mathbb{R} u
\end{array}
$$

so that we get for suitable $\lambda, \mu \in \mathbb{R}$ :

$$
\begin{gathered}
a_{j}=(\lambda+i \mu) u \\
b_{j}=(\lambda-i \mu) u
\end{gathered}
$$

So we may take $e^{i \alpha}=\bar{u} / u$. The converse is a direct verification.

Assume $a: V \rightarrow \mathbb{C}$ is an $\mathbb{R}$-linear map. Let $A^{\prime}, A^{\prime \prime} \in V$ be such that $a^{\prime}=$ $h\left(-, A^{\prime}\right), a^{\prime \prime}=\overline{h\left(-, A^{\prime \prime}\right)}$.

Lemma A.4. We have

$$
\operatorname{ker} a=\left\{X \in V \mid g\left(X, A^{\prime}+A^{\prime \prime}\right)=g\left(X, i\left(A^{\prime}-A^{\prime \prime}\right)\right)=0\right\}
$$

Proof. Let $X \in V$. Then $a(X)=0$ if and only if $\operatorname{Re} a(X)=0$, $\operatorname{Re} i a(X)=0$. We have

$$
\begin{aligned}
\operatorname{Re} a(X)=0 & \Longleftrightarrow \operatorname{Re} h\left(X, A^{\prime}+A^{\prime \prime}\right)=0 \\
& \Longleftrightarrow g\left(X, A^{\prime}+A^{\prime \prime}\right)=0 \\
\operatorname{Re} i a(X)=0 & \Longleftrightarrow \operatorname{Re} i h\left(X, A^{\prime}-A^{\prime \prime}\right)=0 \\
& \Longleftrightarrow g\left(X, i\left(A^{\prime}-A^{\prime \prime}\right)\right)=0
\end{aligned}
$$

Corollary A.5. We have

$$
\begin{aligned}
(\operatorname{ker} a)^{\perp_{g}} & =\mathbb{R}\left(A^{\prime}+A^{\prime \prime}\right)+i \mathbb{R}\left(A^{\prime}-A^{\prime \prime}\right) \\
(\operatorname{ker} a)^{\perp_{\omega}} & =\mathbb{R}\left(A^{\prime}-A^{\prime \prime}\right)+i \mathbb{R}\left(A^{\prime}+A^{\prime \prime}\right)
\end{aligned}
$$

Proof. The second equality follows from $(\operatorname{ker} a)^{\perp_{\omega}}=i(\operatorname{ker} a)^{\perp_{g}}$.
Lemma A. 6 ([Don96, Proposition 3]). If $\left|a^{\prime}\right| \neq\left|a^{\prime \prime}\right|$ then the restriction of $\omega$ to ker $a$ is a symplectic form.

Proof. We need to prove $(\operatorname{ker} a)^{\perp \omega} \cap \operatorname{ker} a=0$. In other words by Corollary A. 5 we should have $a\left(i\left(A^{\prime}+A^{\prime \prime}\right)\right) \neq 0$ or $a\left(A^{\prime}-A^{\prime \prime}\right) \neq 0$. We have

$$
\begin{aligned}
a\left(A^{\prime}-A^{\prime \prime}\right) & =h\left(A^{\prime}-A^{\prime \prime}, A^{\prime}\right)+\overline{h\left(A^{\prime}-A^{\prime \prime}, A^{\prime \prime}\right)} \\
& =h\left(A^{\prime}, A^{\prime}\right)-h\left(A^{\prime \prime}, A^{\prime}\right)-h\left(A^{\prime \prime}, A^{\prime \prime}\right)+\overline{h\left(A^{\prime}, A^{\prime \prime}\right)} \\
& =g\left(A^{\prime}, A^{\prime}\right)-g\left(A^{\prime \prime}, A^{\prime \prime}\right)
\end{aligned}
$$

Likewise

$$
\begin{aligned}
a\left(i\left(A^{\prime}+A^{\prime \prime}\right)\right) & =h\left(i\left(A^{\prime}+A^{\prime \prime}\right), A^{\prime}\right)+\overline{h\left(i\left(A^{\prime}+A^{\prime \prime}\right), A^{\prime \prime}\right)} \\
& =i h\left(A^{\prime}, A^{\prime}\right)+i h\left(A^{\prime \prime}, A^{\prime}\right)-i h\left(A^{\prime \prime}, A^{\prime \prime}\right)-i \overline{h\left(A^{\prime}, A^{\prime \prime}\right)} \\
& =i\left(g\left(A^{\prime}, A^{\prime}\right)-g\left(A^{\prime \prime}, A^{\prime \prime}\right)\right)
\end{aligned}
$$

A.3. Formula for a symplectic projection. Assume $\left|a^{\prime}\right| \neq\left|a^{\prime \prime}\right|$. Let $Z \in V$ and let $Z_{1}$ be the symplectic projection of $Z$ on ker $a$. So we have $Z=Z_{1}+Z_{2}$ where $Z_{2} \perp_{\omega} \operatorname{ker} a$. Thus by Corollary A. 5

$$
Z_{2}=\alpha\left(A^{\prime}-A^{\prime \prime}\right)+i \beta\left(A^{\prime}+A^{\prime \prime}\right)=\lambda A^{\prime}-\bar{\lambda} A^{\prime \prime}
$$

for $\alpha, \beta \in \mathbb{R}, \lambda=\alpha+i \beta$. To determine $\alpha, \beta$ we must use $a\left(Z-Z_{2}\right)=0$ or $a\left(Z_{2}\right)=a(Z)$.

$$
\begin{aligned}
a\left(Z_{2}\right) & =h\left(Z_{2}, A^{\prime}\right)+\overline{h\left(Z_{2}, A^{\prime \prime}\right)} \\
& =h\left(\lambda A^{\prime}-\bar{\lambda} A^{\prime \prime}, A^{\prime}\right)+\overline{h\left(\lambda A^{\prime}-\bar{\lambda} A^{\prime \prime}, A^{\prime \prime}\right)} \\
& =\lambda h\left(A^{\prime}, A^{\prime}\right)-\bar{\lambda} h\left(A^{\prime \prime}, A^{\prime}\right)+\bar{\lambda} \overline{h\left(A^{\prime}, A^{\prime \prime}\right)}-\lambda \overline{h\left(A^{\prime \prime}, A^{\prime \prime}\right)} \\
& =\lambda\left(\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}\right) .
\end{aligned}
$$

Thus we get the formulas

$$
\begin{gather*}
\lambda=\frac{a(Z)}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}} \\
Z_{2}=\frac{a(Z) A^{\prime}-\overline{a(Z)} A^{\prime \prime}}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}} \\
Z_{1}=Z-\frac{a(Z) A^{\prime}-\overline{a(Z)} A^{\prime \prime}}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}} . \tag{A.3}
\end{gather*}
$$

## A.4. Bounding the length of a symplectic projection.

Proposition A.7. Let $a: V \rightarrow \mathbb{C}$ be an $\mathbb{R}$-linear map such that $\left|a^{\prime \prime}\right|<\left|a^{\prime}\right|$. Let $Z \in V$ and let $Z_{1}$ be the symplectic projection of $Z$ on ker $a$. Put $r=\left|a^{\prime \prime}\right| /\left|a^{\prime}\right|$ and $\gamma=2 /(1-r)$. Then $\left|Z_{1}\right| \leq \gamma|Z|$.
Proof. We compute

$$
\begin{aligned}
\left|Z_{1}\right| & =\left|Z-\frac{a(Z) A^{\prime}-\overline{a(Z)} A^{\prime \prime}}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}}\right| \\
& \leq|Z|+\frac{|a(Z)|\left|a^{\prime}\right|+|a(Z)|\left|a^{\prime \prime}\right|}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}} \\
& \leq|Z|+\frac{\left(\left|a^{\prime}\right|+\left|a^{\prime \prime}\right|\right)|Z|\left|a^{\prime}\right|+\left(\left|a^{\prime}\right|+\left|a^{\prime \prime}\right|\right)|Z|\left|a^{\prime \prime}\right|}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}} .
\end{aligned}
$$

So we get

$$
\frac{\left|Z_{1}\right|}{|Z|} \leq 1+\frac{(1+r)^{2}}{1-r^{2}}=\frac{2}{1-r}
$$

Remark A.8. With a more precise computation one may reduce $\gamma$ to $\left(1+r^{2}\right) /\left(1-r^{2}\right)$. However the actual bound is not important for us.

## A.5. Another bound.

Proposition A.9. Let $a: V \rightarrow \mathbb{C}$ be an $\mathbb{R}$-linear map such that $\left|a^{\prime \prime}\right|<\left|a^{\prime}\right|$. Let $0 \neq Z \in V$ and let $Z_{1}$ be the symplectic projection of $Z$ on $\operatorname{ker} a$. Let $\tau^{\prime} \in[0, \pi / 2]$ be the Hermitian angle between $a^{\prime}$ and $Z$, defined via $\cos \tau^{\prime}=\left|a^{\prime}(Z)\right| /\left(\left|a^{\prime}\right||Z|\right)$. If

$$
\sigma:=\sin \tau^{\prime}-\frac{\left|a^{\prime \prime}\right|}{\left|a^{\prime}\right|}>0
$$

then

$$
g\left(Z, Z_{1}\right) \geq M|Z|^{2}
$$

where $M>0$ is a constant depending on $\sigma$ and $\tau^{\prime}$. In particular $g\left(Z, Z_{1}\right)>0$.
Proof. We have $Z=Z_{1}+Z_{2}$ with $Z_{1} \in \operatorname{ker} a$ and $Z_{2} \in(\operatorname{ker} a)^{\perp_{\omega}}$. Hence $\omega\left(Z, Z_{1}\right)=$ $\omega\left(Z_{1}+Z_{2}, Z_{1}\right)=\omega\left(Z_{2}, Z_{1}\right)=0$ as. So we get $g\left(Z, Z_{1}\right)=h\left(Z, Z_{1}\right)$. By (A.3):

$$
\begin{align*}
g\left(Z, Z_{1}\right) & =|Z|^{2}-\frac{\operatorname{Re}\left(\overline{a(Z)} a^{\prime}(Z)-a(Z) \overline{a^{\prime \prime}(Z)}\right)}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}}  \tag{A.4}\\
& =|Z|^{2}-\frac{\left|a^{\prime}(Z)\right|^{2}-\left|a^{\prime \prime}(Z)\right|^{2}}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}}
\end{align*}
$$

Let $\tau^{\prime \prime}$ be the Hermitian angle between $\overline{a^{\prime \prime}}$ and $Z$ (i.e. $\cos \tau^{\prime \prime}=\left|a^{\prime \prime}(Z)\right| /\left(\left|a^{\prime \prime}\right||Z|\right)$, $\left.\tau^{\prime \prime} \in[0, \pi / 2]\right)$. Then from (A.4) we get

$$
\begin{aligned}
g\left(Z, Z_{1}\right) & =\frac{|Z|^{2}}{\left|a^{\prime}\right|^{2}-\left|a^{\prime \prime}\right|^{2}}\left(\left|a^{\prime}\right|^{2} \sin ^{2} \tau^{\prime}-\left|a^{\prime \prime}\right|^{2} \sin ^{2} \tau^{\prime \prime}\right) \\
& \geq \frac{|Z|^{2}}{\left|a^{\prime}\right|^{2}}\left(\left|a^{\prime}\right|^{2} \sin ^{2} \tau^{\prime}-\left|a^{\prime \prime}\right|^{2}\right) \\
& =|Z|^{2}\left(\sin ^{2} \tau^{\prime}-\left(\sin \tau^{\prime}-\sigma\right)^{2}\right)
\end{aligned}
$$

which proves what we want using the fact that $0<\sigma \leq \sin \tau^{\prime}$.
Corollary A.10. Under the hypotheses of Proposition A.9 we have

$$
g\left(Z, Z_{1}\right) \geq \delta\left(|Z|^{2}+\left|Z_{1}\right|^{2}\right)
$$

for suitable $\delta>0$ depending on $\sigma$ and $\tau^{\prime}$.
Proof. With the notation of Proposition A. 7 we have $r=\sin \tau^{\prime}-\sigma$. By that proposition we have $\left|Z_{1}\right| \leq N|Z|$ for a suitable constant $N$ depending on $r$ and hence on $\tau^{\prime}$ and $\sigma$. Hence by Proposition A. 9

$$
\begin{aligned}
|Z|^{2}+\left|Z_{1}\right|^{2} & \leq\left(1+N^{2}\right)|Z|^{2} \\
& =\frac{1+N^{2}}{M} g\left(Z, Z_{1}\right) .
\end{aligned}
$$

Hence we can take $\delta=M /\left(1+N^{2}\right)$.
Appendix B. Reminder on the cohomology of hypersurfaces in tori
We assume that we are in the setting of §3.1. For $\alpha \notin V(A)$ we put $D_{\alpha}=f_{\alpha}^{-1}(0)$. To avoid trivialities we assume $|A|>1$ so that $f_{\alpha}^{-1}(0)$ is non-empty by Lemma 3.4. The following proposition summarizes what we know about the various cohomology groups attached to $D_{\alpha}$.

Proposition B. 1 ([Oka91], [Kho78], [Rei14, Remark 2.14], [Sti07]).
(1) The cohomology groups $H^{i}\left(D_{\alpha}, \mathbb{Z}\right), H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ and $H^{i}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)$ are free for all $i$.
(2) $H^{i}\left(D_{\alpha}, \mathbb{Z}\right)=0$ for $i>k-1$.
(3) The restriction map $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow H^{i}\left(D_{\alpha}, \mathbb{Z}\right)$ is an isomorphism for $i<$ $k-1$ and a split monomorphism for $i=k-1$.
(4) $H^{i}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)=0$, unless $i=k$.
(5) $\mathrm{rk} H^{k}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)=k!\operatorname{vol}(P)$ (where the volume is computed with respect to the lattice $\left.\mathbb{Z}^{k} \subset \mathbb{R}^{k}\right)$.
(6) $\operatorname{rk} H^{k}\left(D_{\alpha}, \mathbb{Z}\right)=k!\operatorname{vol}(P)+k-1$.
(7) The long exact sequence for relative cohomology for the pair $\left(\mathbb{C}^{* k}, D_{\alpha}\right)$ is $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$-equivariant.
(8) The $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$ action on $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \cong \mathbb{Z}\binom{k}{i}$ is trivial. The same holds for $H^{i}\left(D_{\alpha}, \mathbb{Z}\right)$ for $i<k-1$.
(9) The induced action of $\pi_{1}\left(\mathbb{C}^{A}-V(A)\right)$ on $H^{k-1}\left(\mathbb{C}^{* k}, D, \mathbb{C}\right)$ (via the quotient map $\left.\pi_{1}\left(\mathbb{C}^{A}-V(A)\right) \rightarrow \pi_{1}\left(\mathcal{K}_{A}\right)\right)$ is given by the GKZ system corresponding to the matrix $A$, with trivial parameters.

Proof. We follow the mentioned references.
(2) By [Oka91, Corollary 1.1.2], $D_{\alpha}$ has the homotopy type of a $(k-1)$ dimensional CW-complex. ${ }^{32}$ This proves (2).
(3) By [Oka91, Corollary 1.1.1] the natural map $j_{i}: H_{i}\left(D_{\alpha}, \mathbb{Z}\right) \rightarrow H_{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ is an isomorphism for $i<k-1$ and a surjection for $i=k-1$. Since $H_{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ is free for all $i$ we get in particular that $H_{i}\left(D_{\alpha}, \mathbb{Z}\right)$ is free for $i<k-1$. The universal coefficient theorem gives an exact sequence for $i \leq k-1$ :

$$
\begin{equation*}
0 \rightarrow \operatorname{Ext}_{\mathbb{Z}}^{1}\left(H_{i-1}\left(D_{\alpha}, \mathbb{Z}\right), \mathbb{Z}\right) \rightarrow H^{i}\left(D_{\alpha}, \mathbb{Z}\right) \rightarrow \operatorname{Hom}_{\mathbb{Z}}\left(H_{i}\left(D_{\alpha}, \mathbb{Z}\right), \mathbb{Z}\right) \rightarrow 0 \tag{B.1}
\end{equation*}
$$

Hence we obtain for $i \leq k-1$

$$
H^{i}\left(D_{\alpha}, \mathbb{Z}\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(H_{i}\left(D_{\alpha}, \mathbb{Z}\right), \mathbb{Z}\right)
$$

Hence the $j_{i}$ dualizes to the required isomorphisms/ split monomorphism (note that since $H_{k-1}\left(\mathbb{C}^{*}, \mathbb{Z}\right)$ is free, $j_{k-1}$ is split).
(4) From the long exact sequence for cohomology of pairs we get (4) using (2)(3) and $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)=0$ for $i>k$.
(1) The freeness of $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ is a basic fact. The freeness of $H^{i}\left(D_{\alpha}, \mathbb{Z}\right)$ follows from (2) and (B.2). It follows from (4) that it remains to show that $H^{k}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)$ is free. We use the corresponding part of the long exact sequence
(B.3) $0 \rightarrow H^{k-1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow H^{k-1}\left(D_{\alpha}, \mathbb{Z}\right) \rightarrow H^{k}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right) \rightarrow H^{k}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow 0$.

The fact that the first map is a split monomorphism by (3) finishes the proof.
(6) This is [Bat, theorem 4.6].
(5) This follows from (6) and (B.3).
(7) We will now discuss (7). First consider the commutative diagram

where $\mathcal{D}$ is the family $\left(f_{\alpha}^{-1}(0)\right)_{\alpha \in \mathbb{C}^{A}-V(A)}$ and $p$ is the projection. Put $B=\mathbb{C}^{A}-V(A), M=\mathbb{C}^{* k} \times B$.

As in [Bre97, (IV.17)] we get a long exact sequence of sheaves on $B$
$\cdots \rightarrow R^{i-1} p_{*} \underline{\mathbb{Z}}_{M} \rightarrow R^{i-1} p_{0, *} \underline{\mathbb{Z}}_{\mathcal{D}} \rightarrow R^{i}\left(p, p_{0}\right)_{*} \underline{\mathbb{Z}}_{M} \rightarrow R^{i} p_{*} \underline{\mathbb{Z}}_{M} \rightarrow R^{i} p_{0, *} \underline{\mathbb{Z}}_{\mathcal{D}} \rightarrow \cdots$.
Here $R^{i}\left(p, p_{0}\right)_{*} \underline{Z}_{M}$ is relative sheaf cohomology for pairs. In a similar way as relative cohomology for spaces, it is the sheaf associated to the presheaf $U \mapsto H^{i}\left(p^{-1}(U), p_{0}^{-1}(U), \mathbb{Z}\right)$ (see [Bre97, Definition IV.4.1]). The family $p_{0}: \mathcal{D} \rightarrow B$ is locally trivial by Theorem 4.9 and Theorem 6.1. Moreover $p: M \rightarrow B$ is trivial by definition. It follows that $R^{i} p_{*} \underline{Z}_{M}$, $R^{i} p_{0, *} \underline{\mathbb{Z}}_{\mathcal{D}}$ are locally constant with fibers in $\alpha \in B$, given by $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ and $H^{i}\left(D_{\alpha}, \mathbb{Z}\right)$ respectively. If follows from (B.5) that $R^{i}\left(p, p_{0}\right)_{*} \underline{Z}_{M}$ is locally free as well and from the five-lemma we obtain that the restriction $\operatorname{map}\left(R^{i}\left(p, p_{0}\right)_{*} \underline{\mathbb{Z}}_{M}\right)_{\alpha} \rightarrow H^{i}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)$ for $\alpha \in B$ is also an isomorphism.

[^20]So taking fibers we obtain that

$$
\begin{align*}
\cdots \rightarrow H^{i-1}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow H^{i-1}\left(D_{\alpha}, \mathbb{Z}\right) & \rightarrow H^{i}\left(\mathbb{C}^{* k}, D_{\alpha}, \mathbb{Z}\right)  \tag{B.6}\\
& \rightarrow H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right) \rightarrow H^{i}\left(D_{\alpha}, \mathbb{Z}\right) \rightarrow \cdots
\end{align*}
$$

is $\pi_{1}(B, \alpha)$-equivariant. To prove that the $\pi_{1}(B, \alpha)$-action descends to an action of $\pi_{1}\left(\mathcal{K}_{A}, \alpha\right)$ we have to prove that $\pi_{1}\left(\mathbb{C}^{* k}, 1\right)$ acts trivially (see (3.2)). Let $\gamma: S^{1} \rightarrow \mathbb{C}^{* k}$ be an element in $\pi_{1}\left(\mathbb{C}^{* k}, 1\right)$. This defines a path $\Gamma: S^{1} \rightarrow B: t \mapsto \gamma(t) \alpha$ and we have to prove that the pullback of (B.5) under $\Gamma$ consists of constant sheaves. But this follows from the easily verified fact that the pullback of (B.4) under $\Gamma$ is trivial, using the fact that (B.4) is $\mathbb{C}^{* k}$-equivariant.
(8) Since $M \rightarrow B$ is trivial (with the notation introduced in the previous item), the action of $\pi_{1}(B, \alpha)$ on $H^{i}\left(\mathbb{C}^{* k}, \mathbb{Z}\right)$ is trivial. This, combined with (3) gives (8).
(9) This follows from [Rei14, Remark 2.14], [Sti07].

## Appendix C. Star-shaped triangulations and Weinstein structure

We place ourselves in the context of $\S 7$. In particular the triangulation $\Delta_{\nu}$ is starshaped, and so Convention 7.1 applies. In this section we show that $f_{t, 1}^{-1}(0)$ admits a (Morse-Bott) Weinstein structure ${ }^{33}$ which is necessary to complete the proof of Theorem 7.5 (recall that the proof of that theorem relies on the homological mirror symmetry results of [GS22, GPS24, GPS]).
Theorem C.1. Assume $\psi:\left(\mathbb{C}^{*}\right)^{k} \rightarrow \mathbb{R}$ is a potential which is homogeneous of degree two outside a compact set and which is adapted to $C_{0}$ (see Definition 5.9). One may choose $1 \gg \epsilon_{2}>\epsilon_{1}>0$ such that for $t \gg 0$ one has
(1) Let $\psi_{1}$ be the restriction of $\psi$ to $f_{t, s}^{-1}(0)$ and let $Z_{1}$ be the Liouville vector field on $f_{t, s}^{-1}(0)$ (see Theorem 6.3). Then $Z_{1}$ is gradient like for $\psi_{1}$.
(2) Let $s=1$. The critical points of $\psi_{1}$ are Morse-Bott.

Theorem C.1(1) will be proved in §C. 1 and Theorem C.1(2) will be proved in §C.2.
C.1. Gradient-like property. The proof of Theorem C.1(1) consists of a number of steps. We assume that $\psi$ is a Kähler potential on $\left(\mathbb{C}^{*}\right)^{k}$ which in logarithmic polar coordinates $\left(w_{j}=\rho_{j}+i \eta_{j}\right)_{j}$ depends only on $\left(\rho_{i}\right)_{i} \in \mathbb{R}^{k}$. We use then notations $g, Z, \omega, \theta$ associated with $\psi$ (as in $\S 5)$. We will also view $g$ as a Riemannian metric on $\mathbb{R}^{k}$ (with matrix entries $\partial_{\rho_{i}} \partial_{\rho_{j}} \psi$, see (5.2)). We put $\bar{Z}\left(\log _{t} z\right)=d\left(\log _{t}\right)(Z(z))$ which yields

$$
\begin{equation*}
\bar{Z}\left(\log _{t} z\right)=Z(z) / \log t \tag{C.1}
\end{equation*}
$$

It will be convenient to define $\bar{\psi}(q)=\psi(q \log t) /(\log t)^{2}$ and to let $\bar{g}$ be the associated metric. In that case one calculates using (5.5)

$$
\begin{equation*}
\bar{Z}=\operatorname{grad}_{\bar{g}}(\bar{\psi}) \tag{C.2}
\end{equation*}
$$

[^21]By $|-|$ we denote the norm for the Euclidean metric $\sum_{i}\left(d \rho_{i}\right)^{2}$ on $\mathbb{R}^{k}$ and we let $d(-,-)$ be the corresponding distance. We do not assume that $\Delta_{\nu}$ is star-shaped, except in Lemma C.6. We will consider some hypotheses.
Hypothesis A. $\psi$ is homogeneous of degree two outside a compact set.
Remark C.2. It follows from Hypotheses A that $\bar{\psi}=\psi$ outside a compact set. Moreover from (5.7)(C.2) it follows that $\bar{Z}=\sum_{i} \rho_{i} \partial_{\rho_{i}}$ outside a compact set (i.e. the same expression as for $Z$ ) and this is how it will be used. Note that the compact set shrinks to zero if $t \rightarrow \infty$ although this fact will not be used.

Notation C.3. For $\tau$ a face of $\Delta_{\nu}$ we put $\rho_{\tau}=\rho_{L_{\tau}}$ (§3.2, Lemma 5.1). For $p \in \mathbb{R}^{k}$ we let $L_{\tau, p}$ be the affine space which is the translate of $L_{\tau}$ passing through $p$. We let $\rho_{\tau, p}$ be the point of $L_{\tau, p}$ where $\psi$ attains its minimum (see Lemma 5.1). We also put $\tau_{p}=A_{0}(p), L_{p}=L_{\tau_{p}, p}, \rho_{p}=\rho_{\tau_{p}, p}$.

We make the following hypothesis.
Hypothesis B. There exists $\epsilon>0$ such that if $A_{1}(p) \neq \emptyset$ then $d\left(p, \rho_{p}\right)>\epsilon$.
The following result will be shown below.
Proposition C.4. Let $Z_{1}$ be the Liouville vector field on $f_{t, s}^{-1}(0)$ corresponding to the restriction of $\psi$. Assume Hypotheses $A, B$ hold. Then for $t \gg 0$ one has that $Z_{1}$ is gradient like for the restriction of $\psi$ to $f_{t, s}^{-1}(0)$ (cf. [CE12, (9.9)]); i.e. there is a constant $\delta>0$ such that on $f_{t, s}^{-1}(0)$ we have

$$
Z_{1} \psi \geq \delta\left(\left|d \psi_{1}\right|_{g}^{2}+\left|Z_{1}\right|_{g}^{2}\right)
$$

where $\psi_{1}$ is the restriction of $\psi$ to $f_{t, s}^{-1}(0)$.
Next we give an easier to verify criterion to check Hypothesis B.
Lemma C.5. Assume that for every face $C_{\tau}$ in $\Pi_{\nu}$ we have $\rho_{\tau} \notin \partial C_{\tau}$. Then we may choose $\epsilon, \epsilon_{1}, \epsilon_{2}$ in such a way that Hypothesis $B$ holds.

This criterion becomes even simpler to check in the case of a star-shaped triangulation.
Lemma C.6. Assume $0 \in A$ and $\nu(0)=0$ is the unique minimal value of $\nu\left(a_{i}\right)_{i}$. Assume that $\Delta_{\nu}$ is a star-shaped triangulation of $P$ (see §3.6, §7). Assume that for all faces $C_{\tau}$ of $\partial C_{0}$ we have $\rho_{\tau} \in \operatorname{relint} C_{\tau}$. Then, if $C_{\tau}$ is a face of $\Pi_{\nu}$ which is not in $\partial C_{0}$, one has $\rho_{\tau} \notin C_{\tau}$. In particular the hypotheses for Lemma C. 5 hold.

Combining Proposition C. 4 with Lemmas C.5,C. 6 and Definition 5.9 yields the proof of Theorem C.1(1).
C.1.1. Proofs. For an affine subspace $L \subset \mathbb{R}^{k}$ we let $\bar{Z}_{L}^{\perp}$ be the normal vector field on $L$ such that for $q \in L, \bar{Z}_{L}^{\perp}(q)$ is the projection of $\bar{Z}(q)$ on the normal space for $g$ to $L$ at $q$.
Lemma C.7. (1) Let $q \in L$. We have $\left|\bar{Z}_{L}^{\perp}(q)\right|_{g}=|\bar{Z}(q)|_{g}$ if and only if $q=\rho_{L}$.
(2) If Hypothesis A holds then

$$
\forall a>0: \forall \epsilon>0: \exists R>0: \forall L: d(0, L)<a: \forall q \in L: d(0, q)>R \Rightarrow \frac{\left|\bar{Z}_{L}^{\perp}(q)\right|_{g}}{|\bar{Z}(q)|_{g}}<\epsilon
$$

Proof. We have $\left|\bar{Z}_{L}^{\perp}(q)\right|_{g}=|\bar{Z}(q)|_{g}$ if and only if $\bar{Z}(q) \perp_{g} L$. In other words: if and only if for all $v \in T_{q}(L): g(\bar{Z}(q), v)=0$. Since $\bar{Z}=\operatorname{grad}_{\bar{g}} \bar{\psi}$ (see (C.2)) we have $\bar{g}(\bar{Z}(q), v)=(v \bar{\psi})(q)$. So we have $\left|\bar{Z}_{L}^{\perp}(q)\right|=|\bar{Z}(q)|$ if and only if $q$ is an extremal point for $\psi$ on $L$. By Lemma 5.1 this is only possible if $q=\rho_{L}$.

To prove the second claim fix $a>0, \epsilon>0$. We note that we have

$$
\begin{equation*}
\frac{\left|\bar{Z}_{L}^{\perp}(q)\right|_{g}}{|\bar{Z}(q)|_{g}}=\min _{v \in T_{q}(L)} \frac{|\bar{Z}(q)-v|_{g}}{|\bar{Z}(q)|_{g}} . \tag{C.3}
\end{equation*}
$$

Recall that if Hypothesis A holds then by Remark C. 2 outside a compact set we have $\bar{Z}=\sum_{i} \rho_{i} \partial_{\rho_{i}}$. By inspection one sees that a suitable $R$ exists if we replace

Proof of Lemma C.5. We put

$$
3 \epsilon=\min _{|\tau| \geq 2} d\left(\partial C_{\tau}, \rho_{\tau}\right)
$$

We choose $0<\epsilon_{2} \ll 1$ in such a way that for faces $C_{\tau^{\prime}}$ in $\Pi_{\nu}$ and for all $p \in C_{\tau^{\prime}, \epsilon_{2}}$ (see (3.6)) we have $d\left(p, C_{\tau^{\prime}}\right)<\epsilon$. This is possible by (3.7).

We choose $0<\epsilon_{1}<\epsilon_{2}$ in such a way that for all faces $C_{\tau}$ in $\Pi_{\nu}$ and for all $p \in C_{\tau, \epsilon_{1}}$ we have $d\left(\rho_{p}, \rho_{\tau}\right)<\epsilon$. This is possible by combining (3.7) with Lemma 5.1.

Assume $A_{1}(p) \neq \emptyset$. Let $\tau^{\prime}=A_{0}(p) \cup A_{1}(p), \tau=A_{0}(p) . \quad$ By definition $p \in$ $C_{\tau^{\prime}, \epsilon_{2}} \cap C_{\tau, \epsilon_{1}}$. We obtain

$$
\begin{aligned}
d\left(p, \rho_{p}\right) & \geq d\left(p, \rho_{\tau}\right)-d\left(\rho_{p}, \rho_{\tau}\right) \\
& \geq d\left(C_{\tau^{\prime}}, \rho_{\tau}\right)-d\left(p, C_{\tau^{\prime}}\right)-d\left(\rho_{p}, \rho_{\tau}\right) \\
& >3 \epsilon-\epsilon-\epsilon \\
& =\epsilon
\end{aligned}
$$

Proof of Lemma C.6. Assume $C_{\tau}$ is not in $\partial C_{0}$ and yet $\rho_{\tau} \in C_{\tau}$. Since $C_{\tau}$ is not in $\partial C_{0}$ we have $0 \notin \tau$. We follow Convention 7.1; i.e. $a_{1}=0$ and $\tau=\left\{a_{2}, \ldots, a_{s}\right\}$ $(s \geq 3)$. Put $\hat{\tau}=\tau \cup\{0\}$ and $\hat{\tau}_{i}=\hat{\tau}-\left\{a_{i}\right\}$ for $i=1, \ldots, s$. Then $C_{\hat{\tau}_{i}}$ are the neighbouring faces of $C_{\hat{\tau}}=C_{\tau} \cap \partial C_{0}$. As $0 \in \hat{\tau}_{i}$ for $i \neq 1$ we have that $C_{\hat{\tau}_{i}}$ for $i \neq 1$ are the neighbouring faces of $C_{\hat{\tau}}$ in $\partial C_{0}$. By hypothesis $\rho_{\hat{\tau}} \in \operatorname{relint} C_{\hat{\tau}}$ and $\rho_{\hat{\tau}_{i}} \in \operatorname{relint} C_{\hat{\tau}_{i}}$ for $i=2, \ldots, s$. By Lemma 5.1 we have $\psi\left(\rho_{\hat{\tau}_{i}}\right)<\psi\left(\rho_{\hat{\tau}}\right)$ for all $i=2, \ldots, s$.

Let $M$ be the convex hull of $\left(\rho_{\hat{\tau}_{i}}\right)_{i=2, \ldots, s}$. By Lemma C. 8 below (with $\tau=\hat{\tau}, \rho_{i}=$ $\left.\rho_{\hat{\tau}_{i}}\right) L_{\tau}\left(=L_{\hat{\tau}_{1}}\right)$ and $M$ intersect in a single point $m$ and moreover the interval $\left[\rho_{\tau}, m\right.$ ] intersects $L_{\hat{\tau}}$ in a single point $k$. By Lemma 5.2, $\psi(m) \leq \max _{i=2, \ldots, s} \psi\left(\rho_{\hat{\tau}_{i}}\right)<$ $\psi\left(\rho_{\hat{\tau}}\right) \leq \psi(k)$. So we get $\psi(m)<\psi(k) \geq \psi\left(\rho_{\hat{\tau}}\right) \geq \psi\left(\rho_{\hat{\tau}_{1}}\right)$. By the strict convexity of $\psi \mid L_{\tau}$ this in only possible if $k=\rho_{\tau}$. But then $\psi(m)<\psi\left(\rho_{\tau}\right)$ which contradicts the definition of $\rho_{\tau}$.

We have used the following lemma which does not depend on the triangulation being star-shaped.
Lemma C.8. Let $\tau=\left\{a_{i_{1}}, \ldots, a_{i_{s}}\right\}$ be a face of $\Delta_{\nu}$ and put $\tau_{j}=\tau-\left\{a_{i_{j}}\right\}$. For $i=2, \ldots, s$ let $\rho_{i}$ be points in the relative interior of $C_{\tau_{i}}$ and $\rho_{1} \in C_{\tau_{1}}$. Let $M$ be the convex hull of $\left(\rho_{i}\right)_{i=2, \ldots, s}$. Then $L_{\tau_{1}} \cap M$ is a single point $m$ and moreover the interval $\left[\rho_{1}, m\right]$ intersects $L_{\tau}$ in a single point.

Proof. After rearranging the elements of $A$ we may assume $\tau=\left\{a_{1}, \ldots, a_{s}\right\}$. We put $\mathcal{H}_{i}=\mathcal{H}\left(a_{i}\right)$ (see $\S 3.2$ ). After performing an affine coordinate transformation and replacing $\mathcal{H}_{i}$ by $\mathcal{H}_{i}-\mathcal{H}_{1}$ we may assume that $\mathcal{H}_{1}$ is the zero function and $\mathcal{H}_{i}(p)=p_{i}$, for $i=2, \ldots, s$, where $p_{i}$ is the $i$ th coordinate of $p$. According to (3.4),(3.5) we find that $L_{\tau}$ (resp. $C_{\tau}$ ) are given by

$$
\begin{gathered}
0=p_{2}=\cdots=p_{s} \\
\left(\text { resp. } 0=p_{2}=\cdots=p_{s}, \quad p_{j} \geq \mathcal{H}_{k}(p) \text { for } j \leq s, k>s\right)
\end{gathered}
$$

$L_{\tau_{i}}$ (resp. $C_{\tau_{i}}$ ) for $i=2, \ldots, s$ are given by the equations

$$
\begin{gathered}
0=p_{2}=\cdots=p_{i-1}=p_{i+1}=\cdots=p_{s} \\
\text { (resp. } 0=p_{2}=\cdots=p_{i-1}=p_{i+1}=\cdots=p_{s}, \quad p_{i} \leq 0 \\
\left.p_{j} \geq \mathcal{H}_{k}(p) \text { for } j \leq s, j \neq i, k>s\right)
\end{gathered}
$$

whereas $L_{\tau_{1}}$ (resp. $C_{\tau_{1}}$ ) are given by

$$
\begin{gathered}
p_{2}=\cdots=p_{s} \\
\text { (resp. } \left.p_{2}=\cdots=p_{s} \geq 0, \quad p_{j} \geq \mathcal{H}_{k}(p) \text { for } j \leq s, s \neq 1, k>s\right) .
\end{gathered}
$$

So we have for $j=2, \ldots, s$.

$$
\rho_{j}=(\underbrace{0, \ldots, 0, p^{(j)}, 0, \ldots, 0}_{s \text { coordinates }}, \text { unknown })
$$

where $p^{(j)}<0$ and

$$
\rho_{1}=\left(?, p^{(1)}, \ldots, p^{(1)}, \text { unknown }\right)
$$

$p^{(1)} \geq 0$. To compute $L_{\tau_{1}} \cap M$ we have to find the $\left(x_{i}\right)_{i=2, \ldots, s}, x_{i} \geq 0, \sum_{i} x_{i}=1$ such that $\sum_{j=2}^{s} x_{j} \rho_{j}$ has its 2 to $s$ coordinates equal. It is clear that there is a unique solution given by $x_{j}=1 / p^{(j)} /\left(\sum_{j=2}^{s} 1 / p^{(j)}\right)$. So we get

$$
m=(0, s, \ldots, s, \text { unknown })
$$

with $s=1 /\left(\sum_{j=2}^{s} 1 / p^{(j)}\right)<0$. We find that the unique point in $\left[\rho_{1}, m\right] \cap L_{\tau}$ is given by $\left(\left(1 / p^{(1)}\right) \rho_{1}-(1 / s) m\right) /\left(1 / p^{(1)}-1 / s\right)$ if $p^{(1)} \neq 0$ and $\rho_{1}$ if $p^{(1)}=0$.

We need the following lemma for the proof of Proposition C.4.
Lemma C.9. Assume that Hypotheses $A, B$ hold. Then there exists $h<1$ such that for all $p \in \mathbb{R}^{k}$ such that $A_{1}(p) \neq \emptyset$ we have

$$
\begin{equation*}
\frac{\left|\bar{Z}_{L_{p}}^{\perp}(p)\right|_{g}}{|\bar{Z}(p)|_{g}} \leq h \tag{C.4}
\end{equation*}
$$

Proof. We fix a face $\tau$ in $\Delta_{\nu}$. The map $\mathbb{R}^{k} \rightarrow \mathbb{R}^{k}: q \mapsto \rho_{\tau, q}$ (see Notation C.3) is continuous by Lemma 5.1. If follows that the map $d: \mathbb{R}^{k} \rightarrow \mathbb{R}: q \mapsto d\left(q, \rho_{\tau, q}\right)$ is continuous as well. Put $O_{\tau}=\coprod_{q \in \mathbb{R}^{k}}\left(B\left(\rho_{\tau, q}, \epsilon\right) \cap L_{\tau, q}\right)$ where $\epsilon$ is as in the statement of Hypothesis B. Since $O_{\tau}=d^{-1}(]-\infty, \epsilon[)$ we obtain that $O_{\tau}$ is open.

Now fix $a>0$ and choose $R$ as in Lemma C. 7 with $\epsilon=1 / 2$ (here we use Hypothesis A). Set

$$
h_{\tau, a}=\max \left(\sup _{q \in \overline{B(0, R) \backslash O_{\tau}}} \frac{\left|\bar{Z}_{L_{\tau, q}}^{\perp}(q)\right|_{g}}{|\bar{Z}(q)|_{g}}, 1 / 2\right)
$$

(if $\overline{B(0, R)} \backslash O_{\tau}=\emptyset$ then $h_{\tau, a}=1 / 2$ ). Since $\overline{B(0, R)} \backslash O_{\tau}$ is compact, the supremum is a maximum and hence we have $1 / 2 \leq h_{\tau, a}<1$, where the strict inequality follows from the first claim in Lemma C.7. By the choice of $R$ we get for all $q \in \mathbb{R}^{k}-O_{\tau}$ such that $d\left(0, L_{\tau, q}\right)<a$ :

$$
\frac{\left|\bar{Z}_{L_{\tau, q}}^{\perp}(q)\right|_{g}}{|\bar{Z}(q)|_{g}} \leq h_{\tau, a}
$$

Now note that by (3.7), $p$ is close to $C_{\tau_{p}}$ and in particular it is close to $L_{\tau_{p}}$ (the distance can be bounded by a constant independent of $p$ ). Since there are only a finite number of possibilities for $L_{\tau_{p}}$ we obtain that there exists $A>0$ such that for all $p \in \mathbb{R}^{k}: A>d\left(0, L_{\tau_{p}, p}\right)$. Hence we obtain if $p \notin O_{\tau_{p}}$ :

$$
\frac{\left|\bar{Z}_{L_{\tau_{p}, p}}^{\perp}(p)\right|_{g}}{|\bar{Z}(p)|_{g}} \leq h_{\tau_{p}, A}
$$

Hypothesis B asserts that $A_{1}(p) \neq \emptyset$, thus $p \notin O_{\tau_{p}}$. We conclude by putting $h=\max _{\tau} h_{\tau, A}$.

Proof of Proposition C.4. Let $z \in f_{t, s}^{-1}(0)$. If $f_{t, s}$ is holomorphic at $z$ then $Z_{1}=$ $\operatorname{grad}_{g} \psi_{1}$ and hence $Z_{1}$ is gradient like. So assume that $f_{t, s}$ is not holomorphic at $z$. In particular for $p=\log (z) / \log t$ we have $A_{1}(p) \neq \emptyset$.

Throughout we assume $t \gg 0$. First assume $Z(z) \neq 0$ and put:

$$
q=\frac{\left|\left(\partial f_{t, s}(z)\right)(Z(z))\right|}{\left|\partial f_{t, s}(z)\right|_{g}|Z(z)|_{g}}
$$

(thus $\cos q$ is the Hermitian angle between $\partial f_{t, s}(z)$ and $Z(z)$ as defined in §A.1). Pick $r>0$. We first show that it is sufficient to prove $q<1$. If this is the case then we pick $0<r<1-q^{2}$. By Lemma 6.4 we have for $t \gg 0$ and for all $z \in f_{t, s}^{-1}(0)$ : $\left|\bar{\partial} f_{t, s}(z)\right|_{g}<r\left|\partial f_{t, s}(z)\right|_{g}$. By Corollary A. 10 we see that $1-q^{2}>r$ implies the existence of $\delta>0$ such that

$$
\begin{equation*}
g\left(Z, Z_{1}\right) \geq \delta\left(|Z|_{g}^{2}+\left|Z_{1}\right|_{g}^{2}\right) \tag{C.5}
\end{equation*}
$$

Since $Z=\operatorname{grad} \psi$ this may be rewritten as

$$
Z_{1} \psi \geq \delta\left(|d \psi|_{g}^{2}+\left|Z_{1}\right|_{g}^{2}\right) \geq \delta\left(\left|d \psi_{1}\right|_{g}^{2}+\left|Z_{1}\right|_{g}^{2}\right)
$$

which is what we want. If $Z=0$ then (C.5) is true for any $\delta$ so there is nothing to prove. So we continue to assume $Z(z) \neq 0$.

Fix $h<h^{\prime}<1$ with $h$ as in Lemma C.9. We will prove $q<h^{\prime}$ which implies $q<1$. For use below put:

$$
\begin{aligned}
q^{\prime} & =\frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)(Z(z))\right|}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}} \\
q^{\prime \prime} & =\frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)\left(Z_{L_{p}}^{\perp}(z)\right)\right|}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}}
\end{aligned}
$$

Put

$$
c=\frac{\left|\partial f_{t, s}^{\text {small }}(z)\right|_{g}}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}}, \quad c^{\prime}=\frac{\left|f_{t, s}^{\text {small }}(z)\right|}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}} .
$$

Recall that by (3.9)(3.11)(3.12), $c, c^{\prime}$ become arbitrarily small (uniformly in $z \in$ $f_{t, s}^{-1}(0)$ for $\left.t \gg 0\right)$. We get

$$
\begin{aligned}
q & \leq \frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)(Z(z))\right|+\left|\left(\partial f_{t, s}^{\text {small }}(z)\right)(Z(z))\right|}{\left(\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}-\left|\partial f_{t, s}^{\text {small }}(z)\right|_{g}\right)|Z(z)|_{g}} \\
& \leq \frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)(Z(z))\right|+\left|\left(\partial f_{t, s}^{\text {small }}(z)\right)\right|_{g}|Z(z)|_{g}}{\left(\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}-\left|\partial f_{t, s}^{\text {small }}(z)\right|_{g}\right)|Z(z)|_{g}} \\
& =\frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)(Z(z))\right|+c\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)\right|_{g}|Z(z)|_{g}}{(1-c)\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}} \\
& =\frac{q^{\prime}+c}{1-c} .
\end{aligned}
$$

Write $Z(p)=Z_{L_{p}}^{\perp}(p)+Z^{/}(p)$ and consider the corresponding pullback under $\log t$ scaling $Z(z)=Z_{L_{p}}^{\perp}(z)+Z^{\prime \prime}(z)$ (see (C.1)) We have

$$
\left(\partial f_{t, s}^{\text {core }}\right)\left(Z^{/ /}\right)=Z^{/ \prime}\left(f_{t, s}^{\text {core }}\right)
$$

Put $\tau=A_{0}(p)$. Because $Z^{/ /}$is parallel with $L_{p}$, we have $\left(a_{i}-a_{j}\right) \cdot Z^{/ /}=0$ for $a_{i}, a_{j} \in \tau$. Hence if $a \in \tau$ then $Z^{\|}\left(z^{-a} f_{t, s}^{\text {core }}\right)=0$. In other words

$$
\begin{aligned}
Z^{/ /}\left(f_{t, s}^{\text {core }}\right) & =Z^{/ /}\left(z^{a}\right) z^{-a} f_{t, s}^{\text {core }} \\
& =z^{-a} \partial\left(z^{a}\right)\left(Z^{/ /}\right) f_{t, s}^{\text {core }}
\end{aligned}
$$

We obtain

$$
\begin{aligned}
\left|Z^{\prime \prime}\left(f_{t, s}^{\text {core }}\right)\right| \leq|z|^{-a}\left|\partial\left(z^{a}\right)\right|_{g}\left|Z^{/ /}\right|_{g}\left|f_{t, s}^{\text {core }}\right| & \leq C|Z|_{g}\left|f_{t, s}^{\text {small }}\right| \\
& \leq C c^{\prime}|Z|_{g}\left|\partial f_{t, s}^{\text {core }}\right|_{g}
\end{aligned}
$$

where $C$ is a constant depending only on $A$ and $\psi$. In the second inequality we used $0=f_{t, s}(z)=f_{t, s}^{\text {core }}(z)+f_{t, s}^{\text {small }}(z)$. We deduce

$$
q^{\prime} \leq q^{\prime \prime}+\frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)\left(Z^{\prime \prime}(z)\right)\right|}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}} \leq q^{\prime \prime}+C c^{\prime}
$$

and hence

$$
q \leq \frac{q^{\prime \prime}+C c^{\prime}+c}{1-c}
$$

Taking into account that $c, c^{\prime}$ can be made arbitrarily small it follows that is sufficient to prove $q^{\prime \prime}<h^{\prime}$. We get

$$
\begin{aligned}
q^{\prime \prime} & =\frac{\left|\left(\partial f_{t, s}^{\text {core }}(z)\right)\left(Z_{L_{p}}^{\perp}(z)\right)\right|}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}} \\
& \leq \frac{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}\left|Z_{L_{p}}^{\perp}(z)\right|_{g}}{\left|\partial f_{t, s}^{\text {core }}(z)\right|_{g}|Z(z)|_{g}} \\
& =\frac{\left|Z_{L_{p}}^{\perp}(z)\right|_{g}}{|Z(z)|_{g}} \\
& =\frac{\left|\bar{Z}_{L_{p}}^{\perp}(p)\right|_{g}}{|\bar{Z}(p)|_{g}} \\
& \leq h<h^{\prime}
\end{aligned}
$$

C.2. Morse-Bott property. The following lemma proves Theorem C.1(2).

Recall that a Morse-Bott function is a smooth function whose critical set is a closed submanifold and such that the kernel of the Hessian at a critical point equals the tangent space to the critical submanifold.
Lemma C.10. Let $\psi: \mathbb{R}^{k}-\{0\} \rightarrow \mathbb{R}$ be a potential which is homogeneous of degree two outside a compact set and which is adapted to $C_{0}$. The potential $\psi \circ \log$ : $f_{t, 1}^{-1}(0) \rightarrow \mathbb{R}$ is Morse-Bott for $t \gg 0$.

Proof. Zhou describes the critical manifolds of $f_{t, 1}^{-1}(0)$ [Zho20, Theorem 1,Proposition 5.9]. They are labelled by the faces $\tau$ of $\partial \mathcal{T}$ which are the faces of $\mathcal{T}$ that do not contain the origin. There are critical points $\tilde{\rho}_{\tau}$ for $\log _{t}$ on the boundary of the amoeba of $f_{t, 1}^{-1}(0)$ (i.e. the image of $f_{t, 1}^{-1}(0)$ by $\log _{t}$ ), such that the preimages by Log are the critical manifolds $T_{\tau} \times\left\{\tilde{\rho}_{\tau}\right\} \subset S_{N^{*}} \times N_{\mathbb{R}}^{*}$ where $T_{\tau}=\left\{\theta \in S_{N^{*}} \mid\left\langle\theta, a_{i}\right\rangle=0\right.$ for each vertex $\left.a_{i} \in \tau\right\}$ [Zho20, Proposition 5.5]. By [Zho20, Proposition 4.2], we may choose for every $\epsilon>0$ a $t \gg 0$ such $\left|\tilde{\rho}_{\tau}-\rho_{\tau}\right|<\epsilon$ where $\rho_{\tau}$ is the minimum of $\psi$ on the face of $C_{0}$ dual to $\tau$.

We first change the coordinates. Let $\tau^{\prime}$ be a facet of $\mathcal{T}$ with a face $\tau$. We may relabel $A$ and assume that the vertices of $\tau$ are given by $a_{1}, \ldots, a_{j}$ and the vertices of $\tau^{\prime}$ by $a_{1}, \ldots, a_{k}$.

In a neighbourhood of the critical manifold containing $\left(y_{i}\right)_{i}:=\left(t^{\left(\tilde{\rho}_{\tau}\right)_{i}}\right)_{i}, f_{t, 1}^{-1}(0)$ is defined by

$$
\begin{equation*}
\sum_{i=1}^{j} t^{-\nu_{i}} z^{a_{i}}=1 \tag{C.6}
\end{equation*}
$$

(see [Zho20, proof of Proposition 5.5]). The dependence of $\left(y_{i}\right)_{i=1, \ldots, k}$ on $t$ will be suppressed in the notations for now. Using the étale map $\iota: \mathbb{C}^{* k} \rightarrow \mathbb{C}^{* k}$ from (8.4) we may reduce to the case $a_{i}=e_{i}$ were $e_{i}$ is the $i$ 'th basis vector of $\mathbb{Z}^{k}$. We do this from now so that the equation in a neighbourhood of the critical manifold of $y$ becomes

$$
\begin{equation*}
\sum_{i=1}^{j} t^{-\nu_{i}} z_{i}=1 \tag{C.7}
\end{equation*}
$$

The critical manifold containing $y$ is the $T_{\tau}=\left(S^{1}\right)^{k-j}$-orbit of $y$. It is given by

$$
\left\{z\left|\left|z_{i}\right|=\left|y_{i}\right| \text { for } i>j\right\}\right.
$$

In particular it has dimension $k-j$. We want to prove that for $t \gg 0, \psi \circ \log$ restricted to (C.7) is Morse-Bott in a neighbourhood of this critical manifold. By the $\left(S^{1}\right)^{k-j}$-action we only have to consider a neighbourhood of $y$. Thus in a neighbourhood of $y, \psi \circ \log$ subject to (C.7) should be described by a quadratic function of rank $2 k-2-(k-j)=k+j-2$.

In a neighbourhood of $\log y=\log (t) \tilde{\rho}_{\tau}, \psi$ will be homogeneous of degree two for $t \gg 0$. So we may pretend that $\psi$ is homogeneous of degree everywhere, except in $\rho=0$. We do this from now.

Before we embark on the proof we note that $\psi$ is still adapted to $C_{0}$ when computed for (C.6) and (C.7) (for (C.6) this follows from Lemma 5.1 and the passage to (C.7) amounts to a linear coordinate change). Note that $C_{0}$ computed for (C.7) is the region $\rho_{i} \leq \nu_{i}$ for $i=1, \ldots, j$ and moreover $\left(\rho_{\tau}\right)_{i}=\nu_{i}$ for $i=1, \ldots, j$.

By looking at the coordinate half lines we obtain from the definition of adaptedness

$$
\begin{equation*}
\frac{\partial \psi}{\partial \rho_{i}}\left(\rho_{\tau}\right)>0 \tag{C.8}
\end{equation*}
$$

To continue we first need to understand the variation of Log. Since

$$
\log \left|z_{i}\right|=\frac{1}{2}\left(\log z_{i}+\log \bar{z}_{i}\right)
$$

(for suitable branches of log) we obtain

$$
\log \left|z_{i}+\delta_{i}\right|=\log \left|z_{i}\right|+\frac{1}{2}\left(\frac{\delta_{i}}{z_{i}}+\frac{\bar{\delta}_{i}}{\bar{z}_{i}}\right)-\frac{1}{4}\left(\frac{\delta_{i}^{2}}{z_{i}^{2}}+\frac{\bar{\delta}_{i}^{2}}{\bar{z}_{i}^{2}}\right)+\cdots
$$

Also

$$
\begin{aligned}
\psi(\log (z+\delta))= & \psi\left(\left(\log \left|z_{i}\right|+\frac{1}{2}\left(\frac{\delta_{i}}{z_{i}}+\frac{\bar{\delta}_{i}}{\bar{z}_{i}}\right)-\frac{1}{4}\left(\frac{\delta_{i}^{2}}{z_{i}^{2}}+\frac{\bar{\delta}_{i}^{2}}{\bar{z}_{i}^{2}}\right)+\cdots\right)_{i=1}^{k}\right) \\
= & \psi(\log (z))+\frac{1}{2} \sum_{i=1}^{k} \frac{\partial \psi}{\partial \rho_{i}}(\log (z))\left(\frac{\delta_{i}}{z_{i}}+\frac{\bar{\delta}_{i}}{\bar{z}_{i}}\right) \\
& \quad-\frac{1}{4} \sum_{i=1}^{k} \frac{\partial \psi}{\partial \rho_{i}}(\log (z))\left(\frac{\delta_{i}^{2}}{z_{i}^{2}}+\frac{\bar{\delta}_{i}^{2}}{\bar{z}_{i}^{2}}\right) \\
& \quad+\frac{1}{8} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\log (z))\left(\frac{\delta_{i}}{z_{i}}+\frac{\bar{\delta}_{i}}{\bar{z}_{i}}\right)\left(\frac{\delta_{l}}{z_{l}}+\frac{\bar{\delta}_{l}}{\bar{z}_{l}}\right)+\cdots
\end{aligned}
$$

We have assumed that $y$ is a critical point of $\psi \circ \log$, restricted to (C.7). In other words (writing $\rho=\log y=\log (t) \tilde{\rho}_{\tau}$ )

$$
\begin{equation*}
\sum_{i=1}^{j} t^{-\nu_{i}} \delta_{i}=0 \Rightarrow \sum_{i=1}^{k} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\frac{\delta_{i}}{y_{i}}+\frac{\bar{\delta}_{i}}{\bar{y}_{i}}\right)=0 \tag{C.9}
\end{equation*}
$$

which implies the existence of $\lambda \in \mathbb{C}$ such that

$$
\begin{align*}
\frac{1}{y_{i}} \frac{\partial \psi}{\partial \rho_{i}}(\rho) & =\lambda t^{-\nu_{i}} & & (\text { for } i=1, \ldots, j)  \tag{C.10}\\
\frac{\partial \psi}{\partial \rho_{i}}(\rho) & =0 & & (\text { for } i=j+1, \ldots, k) \tag{C.11}
\end{align*}
$$

Since $\rho$ is not a global critical point for $\psi$ we have $\lambda \neq 0$. Multiplying (C.10) with $y_{i}$ and summing over $i$ yields by (C.7)

$$
\lambda=\sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)
$$

so that

$$
\begin{equation*}
y_{i}=t^{\nu_{i}} \frac{\frac{\partial \psi}{\partial \rho_{i}}(\rho)}{\sum_{l=1}^{j} \frac{\partial \psi}{\partial \rho_{l}}(\rho)} \quad(\text { for } i=1, \ldots, j) \tag{C.12}
\end{equation*}
$$

Assuming $\sum_{i=1}^{j} t^{-\nu_{i}} \delta_{i}=0$ we obtain by (C.9):

$$
\begin{aligned}
\psi(\log (y+\delta))=\psi(\rho) & -\frac{1}{4} \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\frac{\delta_{i}^{2}}{y_{i}^{2}}+\frac{\bar{\delta}_{i}^{2}}{\bar{y}_{i}^{2}}\right) \\
& +\frac{1}{8} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho)\left(\frac{\delta_{i}}{y_{i}}+\frac{\bar{\delta}_{i}}{\bar{y}_{i}}\right)\left(\frac{\delta_{l}}{y_{l}}+\frac{\bar{\delta}_{l}}{\bar{y}_{l}}\right)+\cdots
\end{aligned}
$$

If we put $\gamma_{i}=\delta_{i} / y_{i}$ then this becomes

$$
\begin{aligned}
\psi(\log (y+\delta))= & \psi(\rho)-\frac{1}{4} \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\gamma_{i}^{2}+\bar{\gamma}_{i}^{2}\right) \\
& +\frac{1}{8} \sum_{i, j=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho)\left(\gamma_{i}+\bar{\gamma}_{i}\right)\left(\gamma_{l}+\bar{\gamma}_{l}\right)+\cdots \\
= & \psi(\rho)-\frac{1}{2} \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\left(\operatorname{Re} \gamma_{i}\right)^{2}-\left(\operatorname{Im} \gamma_{i}\right)^{2}\right) \\
& +\frac{1}{2} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho)\left(\operatorname{Re} \gamma_{i}\right)\left(\operatorname{Re} \gamma_{l}\right)+\cdots
\end{aligned}
$$

under the conditions

$$
\begin{align*}
& \sum_{i=1}^{j} t^{-\nu_{i}} y_{i} \operatorname{Re} \gamma_{i}=0 \\
& \sum_{i=1}^{j} t^{-\nu_{i}} y_{i} \operatorname{Im} \gamma_{i}=0 \tag{C.13}
\end{align*}
$$

So we need to compute the rank of the quadratic form

$$
-\frac{1}{2} \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\left(\operatorname{Re} \gamma_{i}\right)^{2}-\left(\operatorname{Im} \gamma_{i}\right)^{2}\right)+\frac{1}{2} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho)\left(\operatorname{Re} \gamma_{i}\right)\left(\operatorname{Re} \gamma_{l}\right)
$$

under the constraints (C.13). This is equivalent to computing the ranks of

$$
\begin{array}{r}
\sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\operatorname{Im} \gamma_{i}\right)^{2} \quad \text { assuming } \quad \sum_{i=1}^{j} t^{-\nu_{i}} y_{i} \operatorname{Im} \gamma_{i}=0 \\
-\frac{1}{2} \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho)\left(\operatorname{Re} \gamma_{i}\right)^{2}+\frac{1}{2} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho)\left(\operatorname{Re} \gamma_{i}\right)\left(\operatorname{Re} \gamma_{l}\right)  \tag{C.15}\\
\text { assuming } \sum_{i=1}^{j} t^{-\nu_{i}} y_{i} \operatorname{Re} \gamma_{i}=0
\end{array}
$$

To continue we note that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(\rho / \log t)=\lim _{t \rightarrow \infty} \tilde{\rho}_{\tau}=\rho_{\tau} \tag{C.16}
\end{equation*}
$$

Since $\partial \psi / \partial \rho_{i}(\rho)>0$ for $t \gg 0$, by (C.8) and (C.16), the form in (C.14) is positive definite and hence so is its restriction. A positive definite quadratic form has maximal rank so we deduce that (C.14) has rank $j-1$.

We rewrite (C.15) as

$$
\begin{equation*}
-\frac{1}{2} \log t \sum_{i=1}^{j} \frac{\partial \psi}{\partial \rho_{i}}(\rho / \log t)\left(\operatorname{Re} \gamma_{i}\right)^{2}+\frac{1}{2} \sum_{i, l=1}^{k} \frac{\partial^{2} \psi}{\partial \rho_{i} \partial \rho_{l}}(\rho / \log t)\left(\operatorname{Re} \gamma_{i}\right)\left(\operatorname{Re} \gamma_{l}\right) \tag{C.17}
\end{equation*}
$$

Now we eliminate $\operatorname{Re} \gamma_{j}$ from (C.17) using the fact that $\sum_{i=1}^{j} t^{-\nu_{i}} y_{i} \operatorname{Re} \gamma_{i}=0$ (denoting the resulting vector by $\operatorname{Re} \hat{\gamma}$ ) so that (C.17) can be written as

$$
(\operatorname{Re} \hat{\gamma})^{t}(\log (t) A(t)+B(t))(\operatorname{Re} \hat{\gamma})
$$

where $A(t), B(t)$ are symmetric $k-1 \times k-1$-matrices where the former has rank $j-1$ (we argue as for (C.14)) and the latter is positive definite (using the fact that $\left(\partial^{2} \psi / \partial \rho_{i} \partial \rho_{l}\right)(\rho)$ is positive definite).

We now let $t \rightarrow \infty$. It follows from (C.12)(C.16)(C.8) that for $t \rightarrow \infty$ the constraints on $\left(\operatorname{Re} \gamma_{i}\right)_{i}$ becomes

$$
\sum_{i=1}^{j} C_{i} \operatorname{Re} \gamma_{i}=0
$$

for suitable constants $C_{i}>0$. From this one deduces that $A(\infty):=\lim _{t \rightarrow \infty} A(t)$, $B(\infty):=\lim _{t \rightarrow \infty} B(t)$ exist and have the same properties as $A(t), B(t)$. It now remains to show that $\operatorname{det}(\log (t) A(t)+B(t)) \neq 0$ for $t \gg 0$. This follows from Lemma C. 12 below with $s=1 / \log t$.

We used Lemma C. 12 below for which we first need the following lemma.
Lemma C.11. Let $C, D$ be symmetric real $l \times l$-matrices with $D$ positive definite. Then the order of the zero of $\operatorname{det}(C+s D)$ in $s=0$ is the corank of $C$.

Proof. We write $D=E^{t} \Sigma E$ where $\Sigma$ is a diagonal matrix with positive entries and $E$ is real and orthogonal. Since $D$ is positive definite, $\Sigma$ has strictly positive entries. Put $E^{\prime}=\Sigma^{1 / 2} E$ so that $D=E^{\prime t} E^{\prime}$. We get $\operatorname{det}(C+s D)=\operatorname{det}(\Sigma) \operatorname{det}\left(E^{\prime-t} C E^{\prime}+\right.$ $s I)$. Hence without loss of generality we may and we will assume $D=I$. Now write $C=F^{t} \Gamma F$ where $\Gamma$ is diagonal and $F$ is real and orthogonal. Then we get $\operatorname{det}(C+s I)=\operatorname{det}(\Gamma+s I)$. Hence we may assume that $C$ is diagonal and this case is clear.

Lemma C.12. Let $C(s), D(s)$ be symmetric $l \times l$-matrices depending continuously on $s \in[0, \epsilon[$ for some $\epsilon>0$. Assume that $D(s)$ is positive definite and that $\mathrm{rk} C(s)$ is constant. Then $\operatorname{det}(C(s)+s D(s)) \neq 0$ for $s \in] 0, \epsilon^{\prime}\left[\right.$ for suitable $\epsilon^{\prime}>0$.

Proof. Since $\operatorname{det}(C(0)+s D(0))$ is a non-trivial polynomial (as $\operatorname{det} D(0) \neq 0$ ) it has at most $l$ roots. Hence there is some $\epsilon \geq \epsilon^{\prime \prime}>0$ such that $\operatorname{det}(C(0)+s D(0))$ has no roots in $] 0, \epsilon^{\prime \prime}[$. Since the multiplicity of the zero $s=0$ in the polynomial $\operatorname{det}(C(t)+s D(t))$ for $s, t \in[0, \epsilon[$ is independent of $t$ by the hypotheses and Lemma C. 11 there exists $\delta>0$ such that if $t \in[0, \delta[$ then $\operatorname{det}(C(t)+s D(t))$ has no zeroes in $] 0, \epsilon^{\prime \prime} / 2\left[\right.$. Then $\epsilon^{\prime}=\min \left(\delta, \epsilon^{\prime \prime} / 2\right)$ has the required property.
C.2.1. Cocores. We record here a lemma that we need for a generation of $\mathcal{W} \mathcal{F}\left(D^{\mathrm{tl}}\right)$.

Lemma C.13. The unstable manifolds (cocores) of $D^{\mathrm{tl}}$ are properly embedded in $D^{\mathrm{tl}}$.

Proof. We use the notation as in the first paragraph of the proof of Lemma C.10. Let $T_{\tau} \times W_{\tau}$ be the stable manifold [Zho20, Proposition 5.7] ${ }^{34}, t$ a generic point of $T_{\tau}, U_{t, \tau}$ the unstable manifold of $\left(t, \tilde{\rho}_{\tau}\right)$.

If $U_{t, \tau}$ is not properly embedded, then there will be some trajectory from $\left(t, \tilde{\rho}_{\tau}\right)$ to ( $t^{\prime}, \tilde{\rho}_{\tau^{\prime}}$ ) where ( $t^{\prime}, \tilde{\rho}_{\tau^{\prime}}$ ) is another critical point.

A stable trajectory ending in ( $t^{\prime}, \tilde{\rho}_{\tau^{\prime}}$ ) will contain points of the form $\left(t^{\prime}, \rho\right)$ so that $t=t^{\prime}$. Also, $\tilde{\rho}_{\tau}$ is in the closure of $W_{\tau^{\prime}}$, hence $\tau$ is in the closure of $\tau^{\prime}$ by [Zho20, Theorem 1]. However, a generic element of $T_{\tau}$ will not be contained in $T_{\tau^{\prime}}$ by [Zho20, (3.2)] if $\tau^{\prime} \neq \tau$. Thus, $\tau^{\prime}=\tau$, a contradiction.

## Appendix D. Moser's lemma

In this section we give a proof of Moser's lemma for families of Liouville manifolds, Theorem 4.9. See Remark 4.10 for a comment about its generality.

The basic objects that we use here are introduced in §4.1.

## D.1. Families of Liouville domains and Liouville manifolds.

D.1.1. Classifying generating Liouville domains. Let $N$ be a Liouville manifold with generating Liouville domain $M$. Recall that the skeleton of $N$ is

$$
\begin{equation*}
\operatorname{Skel}(N)=\bigcap_{s \leq 0} \phi_{Z_{\theta}, s} M \tag{D.1}
\end{equation*}
$$

Since the skeleton can be equivalently described as the set of points of $N$ that do not escape under the flow of $Z_{\theta}$, we have

$$
\begin{equation*}
M=\operatorname{Skel}(N) \coprod\left(\bigcup_{s \leq 0} \phi_{Z_{\theta}, s}(\partial M)\right) . \tag{D.2}
\end{equation*}
$$

In particular we obtain:
Lemma D.1. A generating Liouville domain is uniquely determined by its boundary.

Generating Liouville domains are easily classified.
Lemma D.2. Let $(N, \theta)$ be a Liouville manifold. $\partial M_{i}$ for $i=1,2$ are boundaries of generating Liouville domains then there exists a unique function $h: N \backslash \operatorname{Skel}(N) \rightarrow$ $\mathbb{R}$ invariant under the Liouville flow such that $\partial M_{2}=\phi_{Z_{\theta}, h}\left(\partial M_{1}\right)$. Moreover $h$ is smooth.

Proof. Since the skeleton is given by the orbits that do not escape to infinity we have diffeomorphisms

$$
\phi_{i}: \partial M_{i} \times \mathbb{R} \rightarrow N \backslash \operatorname{Skel}(N):(m, s) \mapsto \phi_{Z_{\theta}, s}(m)
$$

The composition

$$
\partial M_{1} \times \mathbb{R} \xrightarrow{\phi_{2}^{-1} \phi_{1}} \partial M_{2} \times \mathbb{R}
$$

[^22]is a diffeomorphism invariant under translation in $\mathbb{R}$. The function $h$ is the composition
$$
\partial M_{1} \times \mathbb{R} \xrightarrow{\phi_{2}^{-1} \phi_{1}} \partial M_{2} \times \mathbb{R} \xrightarrow{(m, s) \mapsto-s} \mathbb{R} .
$$
D.1.2. Interpolating Liouville domains. Let $(N, \theta)$ be a Liouville manifold. We will say that submanifold $K \subset N$ is a Liouville boundary if it is the boundary of a generating Liouville domain $M$. By (D.2) $M$ is determined by $K$ via $M=$ $\operatorname{Skel}(N) \cup\left(\bigcup_{s \leq 0} \phi_{Z_{\theta}, s} K\right)$ and by Lemma D. 2 the Liouville boundaries $K^{\prime}$ in $N$ are in 1-1 correspondence with smooth functions $h: N-\operatorname{Skel}(N) \rightarrow \mathbb{R}$, invariant under the Liouville flow, via $K^{\prime}=\phi_{Z_{\theta}, h}(K)$.

Let $\left(M_{i}\right)_{i=1, \ldots, t}$ be a collection of generating Liouville domains in $N$. We take $\left(a_{i}\right)_{i=1, \ldots, t} \in \mathbb{R}$ be such that $\sum_{i} a_{i}=1$. Then we define an interpolated Liouville domain $M$ as follows. Pick $j \in\{1, \ldots, t\}$. Then there exist smooth functions $h_{j i}$ on $N-\operatorname{Skel}(N)$, invariant under the Liouville flow, such that $\partial M_{i}=\phi_{Z_{\theta}, h_{j i}}\left(\partial M_{j}\right)$ (in particular $h_{j j}=0$ ). Put $h_{j}=\sum_{i} a_{i} h_{j i}$. Then it is easy to see that $K:=$ $\phi_{Z_{\theta}, h_{j}}\left(\partial M_{j}\right)$ is independent of $j^{35}$, and moreover it is a Liouville boundary as explained in the first paragraph. We let $M$ be the resulting Liouville domain. We will use the ad hoc notation $M=\sum_{i} a_{i} M_{i}$.
Remark D.3. If $a_{j}=0$ then it follows from the construction that $M=\sum_{i \neq j} a_{i} M_{i}$. So we can make sense of $\sum_{i \in I} a_{i} M_{i}$ for any collection of real numbers $\left(a_{i}\right)_{i \in I}$ provided that at most a finite number are non-zero.

## D.1.3. Generating family of Liouville domains with submersive boundary.

Definition D.4. Let $B$ be a manifold. A family of manifolds (with boundary) is a surjective submersion $M \rightarrow B$. We will often informally write such a family as $\left(M_{t}\right)_{t \in B}$. We say that a family has submersive boundary if $\partial_{h} M:=\coprod_{t \in B} \partial M_{t}$ is a surjective submersion as well. If $B$ has a boundary (or even corners), then we also require the submersivity condition for the corresponding strata on $\partial_{h} M$.

In this section we discuss families of Liouville domains $N \rightarrow B$. It turns out that the results of the previous sections for single Liouville domains generalize directly to families if they contain a family of generating Liouville domains with submersive boundary. Unfortunately imposing submersivity on the boundary is too inconvenient in practice. Luckily it turns out that the existence of a family of generating Liouville domains with submersive boundary is true under seemingly much weaker hypothesis. The following result will be the main result of this section.

Proposition D.5. Let $N \rightarrow B$ be a family of Liouville manifolds containing locally over $B$ generating families of Liouville domains. Then $N$ contains a generating family of Liouville domains with submersive boundary.
D.1.4. Reminder about connections. Recall that if $\gamma: M \rightarrow B$ is a family then a connection

$$
\nabla: \gamma^{*}(T B) \rightarrow T M
$$

[^23]is a splitting of the natural map of vector bundles [KMS93, Definition 9.3]
$$
T M \rightarrow \gamma^{*}(T B)
$$

A connection always exists. Indeed it can be constructed locally by lifting sections and then be globalized using a partition of unity. A connection provides a recipe for lifting vector fields on $B$ to vector fields on $M$.

If $M$ has a submersive boundary $\partial_{h} M$ then one may check locally that the map ${ }^{36}$

$$
\begin{equation*}
\gamma: T\left(M, \partial_{h} M\right) \rightarrow \gamma^{*}(T B) \tag{D.3}
\end{equation*}
$$

is surjective where $T\left(M, \partial_{h} M\right)$ is the vector bundle whose sections are vector fields on $M$ parallel to $\partial_{h} M$. A connection

$$
\nabla: \gamma^{*}(T B) \rightarrow T\left(M, \partial_{h} M\right)
$$

is now defined as a splitting of (D.3). Such a connection is a recipe for lifting vector fields on $B$ to vector fields on $M$ parallel to $\partial_{h} M$.
D.1.5. Some useful results. For brevity we only give proofs in the case that $B$ has no boundary. The generalizations to the case where $B$ also has a boundary are straightforward.
Lemma D. 6 (Ehresmann with boundary). Let $\phi: M \rightarrow B$ be a proper family of manifolds with submersive boundary. Then $\phi$ is a locally trivial.

Proof. We choose a connection $\nabla: \phi^{*}(T B) \rightarrow T\left(M, \partial_{h} M\right)$ and then we use parallel transfer for this connection in the usual way.

Lemma D.7. Let $(M, \theta) \rightarrow B$ be a family of Liouville domains with submersive boundary. Then

$$
\left.\left.\gamma: \partial_{h} M \times\right]-\infty, 0\right] \rightarrow M:(m, s) \mapsto \phi_{Z_{\theta}, s}(m)
$$

is an injective immersion.
Proof. $\gamma$ is clearly injective. So it is suffices to show that $d \gamma$ is invertible. Since $\gamma(m, s+r)=\phi_{Z_{\theta}, r}(\gamma(m, s))$ it suffices to do this for a point of the form $(m, 0)$ with $m \in \partial M_{t}$. It is then sufficient that $Z_{\theta_{t}}$ restricted to $\partial_{h} M$ is transversal to $\partial_{h} M$. Now $Z_{\theta_{t}}$ is parallel to $M_{t}$ and since $\partial_{h} M \rightarrow B$ is a submersion, $M_{t}$ is transversal to $\partial_{h} M$. Finally $Z_{\theta_{t}}$ is transversal to $\partial M_{t}$. This finishes the proof.
Remark D.8. The hypothesis in Lemma D. 7 that $\partial_{h} M \rightarrow B$ is a submersion is necessary for the conclusion to hold. Indeed if the conclusion holds then $\left.\partial_{h} M \times\right]$ $\infty, 0] \rightarrow B$ is a submersion but this map factors through $\partial_{h} M \rightarrow B$.

Definition D.9. If $M \rightarrow B$ is a family of Liouville domains then we define the completion $\hat{M}$ using the formula (4.1).

[^24]D.1.6. Interpolation in families. Let $B$ be a manifold, possibly with boundary. Let $(N, \theta) \rightarrow B$ be a family of Liouville manifolds. A family of Liouville boundaries is an inclusion $K \hookrightarrow N$ such that

- $K \hookrightarrow N$ is a submanifold,
- $K_{t}$ is a Liouville boundary in $N_{t}$ for all $t \in B$.

If in addition $K \rightarrow B$ is a surjective submersion then we say that the family is submersive (with the usual understanding that if $B$ has a boundary or corners we also require the surjective submersion condition on the corresponding strata in $K$ ).

Lemma D.10. $M \mapsto \partial_{h} M$ defines a 1-1 correspondence between families of generating Liouville domains with submersive boundary and submersive Liouville boundaries.

Proof. This is proved like Lemma D.1.
The skeleton of a family of Liouville manifolds $N \rightarrow B$ is defined fiberwise; i.e.

$$
\operatorname{Skel}(N)=\bigcup_{t \in B} \operatorname{Skel}\left(N_{t}\right)
$$

Lemma D.11. Let $K \hookrightarrow N$ be a submersive family of Liouville boundaries. Then we have an injective immersion

$$
\gamma: K \times \mathbb{R} \rightarrow N:(m, s) \rightarrow \phi_{Z_{\theta}, s}(m)
$$

whose image is $N-\operatorname{Skel}(N)$ (in particular $\operatorname{Skel}(N)$ is closed).
Proof. This is proved in a similar way as Lemma D.7.
The following lemma is a family version of Lemma D.2.
Lemma D.12. Assume that $K \hookrightarrow N \rightarrow B, K^{\prime} \hookrightarrow N \rightarrow B$ are submersive families of Liouville boundaries. Then there exists a (unique) smooth function $h: N-$ $\operatorname{Skel}(N) \rightarrow \mathbb{R}$, invariant under the Liouville flow, such that $K^{\prime}=\phi_{Z_{\theta}, h}(K)$.

Proof. By Lemma D. 11 we have a diffeomorphisms

$$
\begin{array}{r}
\gamma: K \times \mathbb{R} \rightarrow N-\operatorname{Skel}(N):(m, s) \rightarrow \phi_{Z_{\theta}, s}(m) \\
\gamma: K^{\prime} \times \mathbb{R} \rightarrow N-\operatorname{Skel}(N):(m, s) \rightarrow \phi_{Z_{\theta}, s}(m)
\end{array}
$$

We now proceed as in Lemma D.2.
Lemma D.13. Liouville boundaries are stable under radial expansion. The same goes for submersive Liouville boundaries.
Proof. Liouville boundaries are defined fiberwise. So the only thing to check is submersivity. Let $K$ be submersive Liouville boundaries and let $K^{\prime}$ be a radial expansion of $K$; i.e. there is a smooth function $h$ on $N-\operatorname{Skel}(N)$ such that $K^{\prime}=$ $\phi_{Z_{\theta}, h}(K)$. By Lemma D. 12 there is a smooth function $h^{\prime}$ on $N-\operatorname{Skel}(N)$ such that $K=\phi_{Z_{\theta}, h^{\prime}}\left(K^{\prime}\right)$ and one checks that $\phi_{Z_{\theta}, h}$ and $\phi_{Z_{\theta}, h^{\prime}}$ are each other's inverse so they are diffeomorphisms.

The map $K^{\prime} \rightarrow B$ factors through the projection $\phi_{Z_{\theta}, h}: K^{\prime} \rightarrow K$ and hence is is a submersion.

Corollary D.14. The interpolation construction for Liouville domains exhibited in $\S D .1 .1$ works in families, with the $\left(a_{i}\right)_{i}$ being smooth functions on $B$, provided one restricts to families of Liouville domains with submersive boundary.
D.1.7. Proof of Proposition D.5.

Lemma D.15. Let $\phi: N \rightarrow B$ be a family of Liouville manifolds containing locally (over B) families of generating Liouville domains. Let $t \in B$. Then there is an open neighbourhood $t \in V \subset B$ and a family of Liouville domains $M^{\prime} \rightarrow V$ in $N \times{ }_{B} V$ with submersive boundary.

Proof. Choose a connection $\nabla$ on $N$ as in $\S D .1 .4$. Let $M \rightarrow B$ be a family of generating Liouville domains in $N$ and $M_{t}^{\prime}=\phi_{Z_{\theta}, s}\left(M_{t}\right)$ for an arbitrary $s>1$. This is a generating Liouville domain in $N_{t}$. Choose a smoothly contractible open neighbourhood $V$ of $t$ and let $M^{\prime} \rightarrow V$ be obtained from $M_{t}^{\prime}$ by parallel transport for $\nabla$ (a contracting homotopy defines a path $v \rightarrow t$ for every $v \in V$ ). By construction $M^{\prime} \rightarrow V, \partial_{h} M^{\prime} \rightarrow V$ are surjective and have sections, locally on $M^{\prime}$ and $\partial_{h} M^{\prime}$. Hence $M^{\prime} \rightarrow V$ is a family with submersive boundary by [Sar16, Theorem B.3].
$M^{\prime}$ is generating since by choosing $V$ small enough we may ensure that $M^{\prime}$ contains $M \times_{B} V$. Moreover, again choosing $V$ small enough, we may ensure that $Z_{\theta}$ is outward pointing on $\partial_{h} M^{\prime}$, since that too is stable under deformation.

Proof of Proposition D.5. For every $t \in B$ choose an open neighbourhood of $V_{t}$ of $t$ and a family of generating Liouville domains $M_{t} \rightarrow V_{t}$ with submersive boundary (made possible by Lemma D.15). Now choose a partition of unity $\phi_{t}$ subordinate to the open cover $\left(V_{t}\right)_{t}$ of $B$ and put

$$
M=\sum_{t \in B} \phi_{t} M_{t}
$$

By Remark D. 3 and Corollary D. 14 this expression makes sense in a neighbourhood of any point. Hence it is globally defined. $M$ is a generating Liouville domain with submersive boundary, again because this is true in a neighbourhood of any point.

## D.2. Moser's lemma for families of Liouville manifolds.

Lemma D.16. Let $\left(M, \theta_{t}\right)_{t \in B}$ be a family of Liouville domains (i.e. constant if we forget the Liouville forms). Let $\gamma: \hat{M} \rightarrow B$ be the corresponding family of Liouville manifolds (see Definition D.9). In particular $\hat{M}$ embeds the trivial families $M \times B$ and $\partial M \times[0, \infty[\times B$ (but the smooth structure varies in a neighbourhood of $\partial M$ ). Let $K$ be a compact set in the interior of $M$. Let $b \in B$. Then there is an open neighbourhood $V$ of $b$ and a diffeomorphism $\psi: \hat{M}_{b} \times V \rightarrow \hat{M} \times_{B} V$ over $B$ such that
(1) $\psi_{b}$ is the identity $\hat{M}_{b} \rightarrow \hat{M}_{b}$,
(2) $\psi$ restricts to the identity $K \times B \rightarrow K \times B$,
(3) $\psi$ restricts to the identity $\partial M \times[0, \infty[\times B \rightarrow \partial M \times[0, \infty[\times B$.

Proof. We choose a connection $\nabla: \gamma^{*}(T B) \rightarrow T N$ which is trivial on $K \times B$ and $M \times[0, \infty[\times B$ (i.e. they are the natural splittings). Choose a smoothly contractible open neighbourhood $V$ of $b$ and use parallel transport for $\nabla$ to make the identification $\psi: \hat{M}_{b} \times V \rightarrow \hat{M} \times{ }_{B} V$.

Lemma D.17. Assume $\left(N_{t}, \theta_{t}\right)_{t \in B}$ is a family of Liouville manifolds which locally has families of generating Liouville domains, such that $B$ is smoothly contractible and let $b \in B$. Then there exists a diffeomorphism $\psi: N_{b} \times B \rightarrow N$ over $B$, inducing
the identity $N_{b} \rightarrow N_{b}$ which commutes with the Liouville flow outside $K \times B$ for $a$ compact set $K \subset N_{b}$ where $N_{b} \times B$ is equipped with the constant Liouville form $\theta_{b}$.
Proof. Let $\left(M_{t}\right)_{t \in B}$ be a generating family of Liouville domains with submersive boundary for $\left(N_{t}, \theta_{t}\right)$ (see Proposition D.5). By a family version of Lemma 4.3 combined with Lemma D. 7 we have a diffeomorphism of families $\psi_{1}:\left(\hat{M}_{t}, \hat{\theta}_{t}\right)_{t} \cong$ $\left(N_{t}, \theta_{t}\right)$. By Lemma D. 6 and [Sar16, Theorem B.7] we obtain a diffeomorphism $\psi_{2}$ : $M_{b} \times B \rightarrow M$ over $B$. Let $\left(M_{b}, \theta_{t}^{\prime}\right)$ be the family of Liouville domains obtained by pullback from $\psi_{2}$ and let $\left(M_{b} \times B\right)^{\wedge} \rightarrow B$ be the corresponding Liouville completion. We now obtain the diffeomorphism $\psi_{3}: \hat{M}_{b} \times B \rightarrow\left(M_{b} \times B\right)^{\wedge}$ from Lemma D.16. We put $\psi=\psi_{1} \hat{\psi}_{2} \psi_{3} \psi_{1, b}^{-1}$. For $K$ we may take $M_{b}$.
D.2.1. Proof of Moser's lemma. We first make more explicit the relation between a Liouville manifold $(N, \theta)$ and a generating Liouville domain $(M, \theta)$

There is an embedding $\partial M \times]-\infty, \infty\left[s \subset N:(m, s) \mapsto \phi_{Z_{\theta}, s}(m)\right.$. It has the following properties.

- $N=M \cup \partial M \times]-\infty, \infty[s$.
- $M \cap \partial M \times]-\infty, \infty[s=\partial M \times]-\infty, 0]_{s}$.
- If $\theta_{\partial}=\theta \mid \partial M$ then on $\left.\partial M \times\right]-\infty, \infty[s$ we have

$$
\theta=e^{s} \theta_{\partial}
$$

- It follows that if $\omega_{\partial}=\omega_{\theta} \mid \partial M$ then on $\left.\partial M \times\right]-\infty, \infty[s$

$$
\omega_{\theta}=e^{s} d s \theta_{\partial}+e^{s} \omega_{\partial}
$$

- Finally on $\partial M \times]-\infty, \infty[s$ we also have

$$
Z_{\theta}=\partial / \partial s
$$

Remark D.18. If $\alpha$ is a 1 -form on $N$ let $X$ be the corresponding dual vector field, i.e. $i_{X} \omega_{\theta}=\alpha$. Write on $\left.\partial M \times\right]-\infty, \infty[s$

$$
\alpha=\alpha_{\partial}+\alpha_{s} d s, \quad X=X_{\partial}+X_{s} \partial / \partial s
$$

where $\alpha_{\partial}$ and $X_{\partial}$ are respectively an $s$-dependent 1-form and vector field on $\partial M$ and $\alpha_{s}$ and $X_{s}$ are smooth functions. We compute

$$
i_{X} \omega_{\theta}=-e^{s} i_{X_{\partial}} \theta_{\partial} d s+e^{s} i_{X_{\partial}} \omega_{\partial}+e^{s} X_{s} \theta_{\partial}
$$

so that we get the equations

$$
\begin{align*}
e^{s} i_{X_{\partial}} \omega_{\partial}+e^{s} X_{s} \theta_{\partial} & =\alpha_{\partial}  \tag{D.4}\\
-e^{s} i_{X_{\partial}} \theta_{\partial} & =\alpha_{s} \tag{D.5}
\end{align*}
$$

By contracting with the Reeb vector field ${ }^{37}$ we see that first of these equations determines $X_{s}$ uniquely. Given this, it is also clear that it determines $X_{\partial}$ up to a multiple of the Reeb vector field. The second equation determines this multiple.

Proof of Theorem 4.9. We choose $\psi_{1}: N_{b} \times B \rightarrow N$ for $\psi$ as in Lemma D.17. The pull back under $\psi_{2}$ defines a family of Liouville forms $\theta_{t}^{\prime}$ on $N_{b}$. We will construct a diffeomorphism over $B: \psi_{2}: N_{b} \times B \rightarrow N_{b} \times B$, such that $\psi_{2, b}$ is the identity and a function $f \in C^{\infty}\left(N_{b} \times B\right)$, supported on some $K \times B, K$ compact, satisfying

[^25]$f_{b}=0$ such that $\psi_{2, t}^{*}\left(\theta_{t}^{\prime}\right)+d f_{t}=\theta_{b}^{\prime}$. The construction of $\psi_{2}$ will not depend on any more choices. Finally we put $\psi=\psi_{1} \psi_{2}$.

Without loss of generality we may assume that $\psi_{1}$ is the identity. So we assume $N=N_{b} \times B$ where $N_{b} \times\{t\}$ is equipped with $\theta_{t}$.

A choice of contracting homotopy $h_{t}: B \times[0,1] \rightarrow B$ with $h_{1}$ being the constant map $B \rightarrow\{b\}$ fixes for every $t$ a path $t \rightarrow b$. Since our construction will not depend on choices we may replace $B$ by $[0,1]$ and put $b=0$.

We will now obtain $\psi_{t}$ as the flow of a time dependent smooth vector field $\left(X_{t}\right)_{t \in[0,1]}$ on $N_{0}$. Assume we have constructed $\psi_{t}, f_{t}$. Differentiating

$$
\begin{equation*}
\psi_{t}^{*}\left(\theta_{t}\right)+d f_{t}=\theta_{0} \quad\left(\psi_{0}=\mathrm{id}, f_{0}=0\right) \tag{D.6}
\end{equation*}
$$

with respect to $t$ yields

$$
\psi_{t}^{*}\left(L_{X_{t}} \theta_{t}+\frac{d \theta_{t}}{d t}\right)+d \frac{d f_{t}}{d t}=0
$$

which is equivalent with (for $\omega_{t}=d \theta_{t}$ )

$$
\psi_{t}^{*}\left(i_{X_{t}} \omega_{t}+d i_{X_{t}} \theta_{t}+\frac{d \theta_{t}}{d t}\right)+d \frac{d f_{t}}{d t}=0
$$

or

$$
\begin{equation*}
\psi_{t}^{*}\left(i_{X_{t}} \omega_{t}+\frac{d \theta_{t}}{d t}\right)+d\left(\psi_{t}^{*}\left(i_{X_{t}} \theta_{t}\right)+\frac{d f_{t}}{d t}\right)=0 \tag{D.7}
\end{equation*}
$$

We now construct a solution to (D.7). If $X_{t}$ is integrable then this yields a solution to (D.6).

We get solutions of (D.7) from solutions of the following two equations.

$$
\begin{align*}
i_{X_{t}} \omega_{t}+\frac{d \theta_{t}}{d t} & =0  \tag{D.8}\\
\psi_{t}^{*}\left(i_{X_{t}} \theta_{t}\right)+\frac{d f_{t}}{d t} & =0 \tag{D.9}
\end{align*}
$$

(D.8) fixes $X_{t}$ and, provided $X_{t}$ is integrable, (D.9) fixes $f_{t}$.

We now show that the constructed $X_{t}$ is indeed integrable, and moreover that $f_{t}$ has compact support. We let $M_{0} \subset N_{0}$ be a Liouville domain containing $K$ (as in Lemma D.17) in its interior. By Lemma D. 19 below $M_{0}$ is a common Liouville domain for the $\theta_{t}$ and moreover the restrictions of $\theta_{t}$ to $\partial M_{0} \times[0, \infty[s$ are of the form $e^{s} \theta_{t, \partial}$.

On $\partial M_{0} \times[0, \infty[s$ we get from (D.4,D.5)

$$
\begin{aligned}
e^{s} i_{X_{t, \partial}} \omega_{t, \partial}+e^{s} X_{t, s} \theta_{t, \partial} & =-e^{s} \frac{d \theta_{\partial, t}}{d t} \\
-e^{s} i_{X_{t, \partial}} \theta_{t, \partial} & =0
\end{aligned}
$$

or simplified

$$
\begin{align*}
i_{X_{t, \partial}} \omega_{t, \partial}+X_{t, s} \theta_{t, \partial} & =-\frac{d \theta_{\partial, t}}{d t}  \tag{D.10}\\
i_{X_{t, \partial}} \theta_{t, \partial} & =0 \tag{D.11}
\end{align*}
$$

Since $X_{t, \partial}, X_{t, s}$ are the unique solutions of a system of linear equations, independent of $s$, they must themselves be independent of $s$ (for $s \geq 0$ ). Since $X_{t, s}=X_{t}$ is constant it follows from [Cra11, Theorem 2.2] that $X_{t}$ is integrable.

From (D.9) we get

$$
f_{t}=-\int_{0}^{t} \psi_{\tau}^{*}\left(i_{X_{\tau}} \theta_{\tau}\right) d \tau
$$

(since $f_{0}=0$ ). So for $s \geq 0$ :

$$
f_{t}=-e^{s} \int_{0}^{t} \psi_{\tau}^{*}\left(i_{X_{\tau, \partial}} \theta_{\tau, \partial}\right) d \tau=0
$$

using (D.11). Thus $f_{t}$ is supported inside $\coprod_{t} \psi_{t}^{-1} M_{0}$. This is a compact set since it is the image of $M_{0} \times[0,1]$ under the continuous map $N \times[0,1]:(t, n) \mapsto \psi_{t}^{-1}(n)$. So the support of $f_{t}$ is compact.

The following lemma used above is a tautology.
Lemma D.19. Let $\left(N_{1}, \theta_{1}\right),\left(N_{2}, \theta_{2}\right)$ be Liouville manifolds and let $\psi: N_{1} \rightarrow N_{2}$ be a diffeomorphism which commutes with the Liouville flow outside $M_{1}-\partial M_{1} \subset N_{1}$ for $M_{1} \subset N_{1}$ a generating Liouville domain. Then $\psi\left(M_{1}\right)$ is a generating Liouville domain in $\left(N_{2}, \theta_{2}\right)$.
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[^1]:    ${ }^{1}$ In order to avoid making too many technical definitions we first state our results in somewhat restricted generality. At the end of the introduction we specify the actual hypotheses under which we prove each result.
    ${ }^{2}$ We say that a morphism between DM-stacks is projective if the induced morphism between the coarse moduli spaces is projective.
    ${ }^{3}$ Projectivity is needed in order to be able to construct a tropical limit on the mirror.
    ${ }^{4}$ Recently Wenyuan Li pointed out to us that perhaps a suitable definition is given in [Jef22].

[^2]:    ${ }^{5}$ Our convention for convexity of a function is that $x^{2}$ is convex whereas $-x^{2}$ is not. This is opposite to [CLS11, Definition 6.1.4], which we otherwise use as a reference.

[^3]:    ${ }^{6}$ In [Abo06, §4] it is assumed $\epsilon_{1}=\epsilon / 2, \epsilon_{2}=\epsilon$. However under the restriction $\epsilon_{1}=\epsilon_{2} / 2$ the conditions imposed on the $\left(\chi_{a_{i}}\right)_{i}$ are not independent of the metric.

[^4]:    ${ }^{7}$ See [Zho20, §1.2] how this can be achieved.
    ${ }^{8}$ In [Abo06] one uses the functions $\phi_{a_{i}}(x):=1-\chi a_{i}\left(\log _{t} x\right)$ and it is moreover assumed that $\forall j: \alpha_{j}=1$. Thus the notation in loc. cit. is: $f_{t, s}(x)=\sum_{a_{i} \in A}\left(1-s \phi_{a_{i}}(x)\right) x^{a_{i}}$.
    ${ }^{9}$ The constant $K_{2}$ here could be replaced by $c$ in loc.cit. This constant $c$ comes from Lemma 4.1 in loc.cit. and it does not depend on $x, t$ and not on $\epsilon_{i}$ for $\epsilon_{i}$ sufficiently small which is what we assume here.
    ${ }^{10}$ In loc. cit. $\delta$ is $a_{\ell}$ in the notation here, while $\gamma$ is a vertex of $\tau(p)$ different from $a_{\ell}$. Note that $\tau(p)$ cannot consist of only one vertex.

[^5]:    ${ }^{11}$ An example of a fan that does not arise from a star-shaped triangulation is given by the fan determined by two 2 -dimensional cones spanned by $(-1,2),(0,1)$ and $(0,1),(1,2)$.

[^6]:    ${ }^{12}$ We make the function $f$ part of the data of an exact morphism since it makes it easier to consider families.
    ${ }^{13}$ What we call a Liouville manifold is sometimes called Liouville manifold of finite type, e.g. in [CE12].

[^7]:    ${ }^{14} \mathrm{~A}$ counterexample is given in [CE12, Example 2.10]. It is the function $\psi(z):=\sqrt{1+|z|^{2}}$ on $\mathbb{C}$.

[^8]:    ${ }^{15}$ It does not have to be a diffeomorphism. E.g. in dimension 1 we may consider a smooth function $\psi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\psi^{\prime \prime}(\rho)>0$ which is nearly linear far from 0 . In that case $\rho \rightarrow \psi^{\prime}(\rho)$ will have bounded codomain. A concrete example is given by $\int_{0}^{x} \int_{0}^{y} \exp \left(-w^{2}\right) d w d y$.

[^9]:    ${ }^{16}$ Proposition 5.13 is stated for vector fields but there is an analogue for (complex valued holomorphic) forms by Remark 5.14 combined with (A.2).

[^10]:    ${ }^{17}$ In [GS22] the authors use the toric potential $\rho \mapsto|\rho|^{2}$ and an additional technical condition on the fan, i.e. they assume that the fan is "perfectly centred". Their condition is equivalent to the toric potential being adapted to $C_{0}$ for some choice of $\nu$.

[^11]:    ${ }^{18}$ For this we need to impose the assumption $0 \notin \Pi_{\nu}$.

[^12]:    ${ }^{19}$ We can talk about length since coherent sheaves on $\eta_{i} \times{ }_{\bar{X}} X$ have finite length.

[^13]:    ${ }^{20}$ Note that [Hel65] does not use Quillen K-theory. However $K_{1}(T)$ as defined in loc. cit. coincides with Quillen K-theory because of [Hel65, Propositions 8.6, 8.9].

[^14]:    ${ }^{21}$ For a Liouville manifold $(N, \theta)$ we define $\partial^{\infty} N$ as the set of unbounded $Z_{\theta}$-orbits. As a topological space $\partial^{\infty} N=(N-\operatorname{Skel}(N)) /($ Liouville flow).
    ${ }^{22}$ Sometimes the Liouville pair is defined to be $\left(\hat{M}, F_{\infty}\right)$ instead of $(M, F)$.
    ${ }^{23} \mathrm{By}$ a natural functor we mean a functor that is the identity on objects.

[^15]:    ${ }^{24}$ By cocores we mean cocores that are Lagrangian, i.e. whose dimension is half the dimension of the symplectic manifold. In loc.cit. these are called "cocores of critical handles".
    ${ }^{25}$ In loc. cit. this result is actually stated for Weinstein domains. However one checks that for a Liouville domain $N$, the functor $\mathcal{W} \mathcal{F}(N) \rightarrow \mathcal{W} \mathcal{F}(\hat{N})$ which sends a Lagrangian with Legendrian boundary to its conical completion is quasi-fully faithful and essentially surjective. To see this last fact one may deform the Weinstein structure a bit such that $\mathcal{W} \mathcal{F}(\hat{N})$ is generated by cocores (see (F5))
    ${ }^{26}$ A Weinstein sector is a sector constructed from a Liouville pair $(M, F)$ as in (F2) such that $\hat{M}$ and $\hat{F}$ are both Weinstein.

[^16]:    ${ }^{27}$ Theorem in loc.cit. is stated for $\mathbb{Z}_{2}$-coefficients and $\mathbb{Z}_{2}$-grading. However, in the paragraph after Theorem 1.8 in loc.cit. it is stated that it holds also in the case of $\mathbb{Z}$-coefficients and $\mathbb{Z}$-grading.

[^17]:    ${ }^{28}$ [HH22] work mostly in the setting of projective varieties, however the referred result is stated in a greater generality of quasi-projective varieties.

[^18]:    ${ }^{29}$ We are being a bit sloppy here. Seidel is using a version of Fukaya category in a slightly different setting.
    ${ }^{30}$ Again, the Fukaya category in loc.cit. is yet another incarnation of the Fukaya category associated to the LG model.

[^19]:    ${ }^{31} X_{\Sigma}$ is crepant [CLS11, Proposition 8.2.7] (see [CLS11, Example 11.2.6], [ŠVdB20, Lemma A.2]). Every crepant resolution appears in this way as any crepant resolution of a toric variety is toric and [CLS11, Lemma 11.4.10]. This is a consequence of a minimal model problem fact that the number of crepant resolutions of an algebraic variety is finite [BCHM10].

[^20]:    ${ }^{32}$ This can be seen from the fact $D_{\alpha}$ is a smooth affine variety combined with the AndreottiFrankel theorem [AF59].

[^21]:    ${ }^{33}$ This result is already claimed without proof in [Gam24, Theorem 2.19]. Moreover, the proof of the Morse-Bott property (§C.2) goes along the same lines as the claim at the end of [Zho20, p.18] (Zhou, private communication).

[^22]:    ${ }^{34}$ We use the opposite terminology as in loc.cit., i.e. for us the stable manifold is downward flowing.

[^23]:    ${ }^{35}$ Indeed, the uniqueness of $h_{j i}$ implies that $h_{j i}+h_{l j}+h_{i l}=h_{i i}=0$ and $h_{i l}=-h_{l i}$, from which it follows that $h_{j}+h_{l j}=\sum_{i} a_{i}\left(h_{j i}+h_{l j}\right)=\sum_{i} a_{i} h_{l i}$, and hence $\phi_{Z_{\theta}, h_{j}}\left(\partial M_{j}\right)=$ $\phi_{Z_{\theta}, h_{j}} \phi_{Z_{\theta}, h_{l j}}\left(\partial M_{l}\right)=\phi_{Z_{\theta}, h_{l}}\left(\partial M_{l}\right)$.

[^24]:    ${ }^{36}$ If $B$ has boundary then we should consider $T(M, \partial M) \rightarrow \gamma^{*} T(B, \partial B)$.

[^25]:    ${ }^{37}$ The Reeb vector field $R$ is the vector field on $\partial M$ such that $i_{R} \omega_{\partial}=0, i_{R} \theta_{\partial}=1$. It exists because $\partial M$ is a contact manifold with contact form $\theta_{\partial}$.

