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Abstract. Let X be a projective crepant resolution of a Gorenstein affine
toric variety and let ((C∗)k, f) be the LG-model which is the Hori-Vafa mirror
dual of X. Let D be a generic fiber of f equipped with the restriction of the
standard Liouville form on (C∗)k. Let KA be the so-called “stringy Kähler
moduli space” of X. We show that π1(KA) acts on the wrapped Fukaya cate-
gory of D. Using results by Gammage – Shende and Zhou, this result implies
that π1(KA) acts on Db(coh(∂X)) where ∂X is the toric boundary divisor
of X. We show that the induced action of π1(KA) on K0(coh(∂X)) may be
extended in a natural way to an action on K0(X) which corresponds to a GKZ
system.

Contents

1. Introduction 2
2. Acknowledgement 4
3. A-notions 4
4. Some symplectic geometry 9
5. Symplectic geometry in the toric case 20
6. Some families of hypersurfaces in tori 25
7. Star-shaped triangulations and HMS in the tropical limit 30
8. Grading and background class 32
9. HMS action of the fundamental group of the SKMS 35
10. The Grothendieck group of a toric stack and its boundary 37
11. Induced HMS: singular cohomology vs Grothendieck group 39
12. Another induced action on the Grothendieck group of X 46
13. Remarks on lifting the action to Db(X) 47
Appendix A. Linear algebra exercises 51
Appendix B. Reminder on the cohomology of hypersurfaces in tori 54
Appendix C. Star-shaped triangulations and Weinstein structure 56
Appendix D. Moser’s lemma 66
References 73

2020 Mathematics Subject Classification. 14A05.
The first author is supported by a MIS grant from the National Fund for Scientific Research

(FNRS) and an ARC grant from the Université Libre de Bruxelles. The second author is a senior
researcher at the Research Foundation Flanders (FWO). While working on this project he was
supported by the ERC grant SCHEMES and FWO grant G0D8616N: “Hochschild cohomology
and deformation theory of triangulated categories”. Part of this paper was written while the
authors were in residence at the Simons Laufer Mathematical Sciences Institute (formerly MSRI)
in Berkeley, California, during the Spring 2024 semester.

1

ar
X

iv
:2

40
3.

15
66

0v
1 

 [
m

at
h.

A
G

] 
 2

3 
M

ar
 2

02
4



2 ŠPELA ŠPENKO AND MICHEL VAN DEN BERGH

1. Introduction

Let1 X be a crepant projective resolution of a Gorenstein affine toric variety,
possibly by a DM-stack.23 Let A be the generators of the one-dimensional cones
of the fan of X. The Hori-Vafa mirror for X is given by the LG model ((C∗)A, f)
where f is a generic Laurent polynomial with monomials given by A. The stringy
Kähler moduli space (SKMS) KA of X is the DM-stack

(CA − V (EA))/(C∗)k

where V (EA) is the divisor in CA defined by the principal A-determinant [GKZ08,
§10] (see §3.1), after identifying the CA with the space of Laurent polynomials
that are linear combinations of the monomials corresponding to the columns of A.
The (C∗)k-action is given by rescaling the variables in the Laurent polynomials.
See §3.1 for a precise definition and for example [Iri20, CCIT20, DS15, Kit17] for
background.

Homological mirror symmetry suggests the existence of an action of π1(KA) on
Db(coh(X)). Indeed one expects an action of π1(KA) by some kind of “parallel
transport” on the Fukaya category associated to the LG model ((C∗)k, f). This
action should then be transported to an action on Db(coh(X)). Unfortunately,
while there exist a number of definitions for the Fukaya category associated to an
LG-model, which apply in the generality that we need [AA, GS22, Han19, HH22],
these typically involve some extra choices (e.g. a tropical limit) which obstruct the
construction of a parallel transport action, or at least make it nonobvious.4

Therefore in this paper we aim for a more easily achievable goal. Namely, we
construct an action of π1(KA) by parallel transport on the wrapped Fukaya category
WF(D) (Z-graded with Z-coefficients) of a generic fiber D of f , equipped with the
restriction of a toric Liouville form on (C∗)k.

Theorem 1.1 (Theorem 9.1). There exists a natural action of π1(KA) on WF(D).

This result may then be combined with HMS for toric boundary divisors as in
[GS22].

Theorem 1.2 (Theorem 9.1, Theorem 9.2, [GS22, Theorem 1.0.1]). We have
D(WF(D)C) ∼= Db(coh(∂X)) where ∂X is the toric boundary divisor of X, i.e.
the complement of the generic orbit. Hence by Theorem 1.1 we obtain a natural
action of π1(KA) on Db(coh(∂X)).

Remark 1.3. The equivalence D(WF(D)C) ∼= Db(coh(∂X)) is proved in [GS22]
for a Liouville form on D, obtained from tropical degeneration, which is different
from the restriction of the ambient toric Liouville form we are using. However we
can complete our argument by showing that the two Liouville forms are isotopic,
proving the conjecture stated in [GS22, Remark 5.3.3]. See Theorem 9.2.

Moreover [GS22] require the fan of X to satisfy a certain technical condition
called “perfectly-centered”. We can remove this condition by using Kähler potentials

1In order to avoid making too many technical definitions we first state our results in somewhat
restricted generality. At the end of the introduction we specify the actual hypotheses under which
we prove each result.

2We say that a morphism between DM-stacks is projective if the induced morphism between
the coarse moduli spaces is projective.

3Projectivity is needed in order to be able to construct a tropical limit on the mirror.
4Recently Wenyuan Li pointed out to us that perhaps a suitable definition is given in [Jef22].
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of degree two during the proof. The usefulness of such potentials was realised by
Zhou in [Zho20].

Of course the “natural action” of π1(KA) on Db(coh(∂X)), whose existence is
asserted in Theorem 1.2, could in principle be trivial. To show that this is not the
case we relate the action of π1(KA) on K0(D(WF(D)C)) obtained from Theorem
1.1 (and hence the corresponding action on K0(coh(∂(X))) via Theorem 1.2) to the
action of π1(KA) on Hk−1(D,Z) obtained from the Gauss-Manin connection (the
Gauss-Manin connection is obtained from the fact that KA describes the possible
coefficients of f , up to rescaling the variables).

Theorem 1.4 (Proposition 11.7). Assume that X is a scheme. Then there exists
an isomorphism K0(D(WF(D)C)) ∼= Hk−1(D,Z) which is compatible with the ac-
tion of π1(KA) on K0(D(WF(D)C)) obtained from Theorem 1.1 and the action of
π1(KA) on Hk−1(D,Z) obtained from the Gauss-Manin connection.

Remark 1.5. The reason why we need to assume X to be a scheme is that, although
Theorem 1.4 is purely a symplectic statement, we use HMS, and more specifically
the results in [HH22], to prove it. The results in loc. cit. assume that X is a scheme.

It is well-known that the Gauss-Manin connection on Hk−1(D,C) is closely re-
lated to the GKZ system [GKZ88, SW12, Rei14] (which yields in particular that it
is non-trivial):

Proposition 1.6 (Proposition B.1, (B.3)). The long exact relative cohomology
sequence for the pair (C∗k, D) is π1(KA)-equivariant and yields the following sub-
sequence

(1.1) 0 → Hk−1(C∗k,Z) → Hk−1(D,Z) → Hk(C∗k, D,Z) → Hk(C∗k,Z) → 0

such that Hk−1(C∗k,Z) ∼= Zk, Hk(C∗k,Z) ∼= Z are trivial representations and
such that the induced action of π1(CA − V (EA)) (via the canonical map π1(CA −
V (EA)) → π1(KA)) on Hk−1(C∗k, D,C) is given by the GKZ system with trivial
parameters corresponding to the matrix A.

The action of π1(KA) on Db(coh(∂X)) in Theorem 1.2 may be regarded as an
approximation to the expected action on Db(coh(X)). On the level of Grothendieck
groups X and ∂X are related in the following way.

Theorem 1.7 (Theorem 10.1). Let i : ∂X ↪→ X be the inclusion. Then we have
an exact sequence

(1.2) 0 → X(T )
∂−→ K0(coh(∂X))

i∗−→ K0(X)
rk−→ Z → 0 .

The two exact sequences (1.1)(1.2) look very similar and indeed we use the results
of [Laz22] and [HH22] to show that there is a natural isomorphism between them
when X is a scheme (see Proposition 11.8):

0 Hk−1(C∗k,Z) Hk−1(D,Z) Hk(C∗k, D,Z) Hk(C∗k,Z) 0

0 X(T ) K0(coh(∂X)) K0(X) Z 0

∼= ∼= ∼= ∼=

∂ i∗ rk

By transporting the π1(KA)-action onHk(C∗k, D,Z) toK0(X) via the third vertical
arrow, we see in particular that the π1(KA)-action on K0(coh(∂X)) obtained from
Theorem 1.2 extends in a natural way to an action on K0(X) which corresponds
to the GKZ system.
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Corollary 1.8 (Corollary 11.9). The induced action on K0(X)C is obtained from
the GKZ-system corresponding to the matrix A with trivial parameters.

Remark 1.9. We will also discuss in §12 another method to obtain an action of
π1(KA) on K0(X) when X is a scheme. It is easy to see that the action of π1(KA)
on Db(coh(∂X)) descends to an action on Perf(∂X). This implies that π1(KX) acts
on K0

top(∂X) which we show to be isomorphic to K0
top(X). The latter turns out to

be isomorphic to K0(X). Hence the π1(KA)-action on Db(coh(∂X)) gives an action
on K0(X). We do not know if this action is the same as the previous one, or if it
is even non-trivial.

Comment on assumptions. The results mentioned above are actually proved
under the following assumptions:

• Theorem 1.1: any A and D = f−1(0).
• Theorem 1.2: “star-shaped” triangulation, cf. §3.6.
• Theorem 1.4, Corollary 1.8: “star-shaped” triangulation and X is a scheme

(A consists of all lattice points of P = conv(A)).
• Proposition 1.6: any A with |A| > 1 and D = f−1(0).
• Theorem 1.7: any smooth toric DM stack.

The relation between the setting in the current introduction and the setting in
the rest of the paper (e.g. the relation between the zero and the generic fiber) is
explained in §13.2.1.

2. Acknowledgement

We thank Denis Auroux, Jeff Hicks, Cristopher Kuo, Oleg Lazarev, Wenyuan
Li, Vivek Shende and Peng Zhou for patiently answering our (sometimes naive)
questions and for providing insightful comments.

3. A-notions

Various interesting objects can be associated to finite subsets A ⊂ Zk. We collect
some in this section. Our setting will be more general than in the introduction since
we do not assume A ⊂ Zk−1 × {1}.

3.1. The principal A-determinant. Let k ∈ N and A = {a1, . . . , ad} be a finite
subset of Zk. Let P ⊂ Rk be the convex hull of A and let F(P ) be its set of faces.
Let x = (x1, . . . , xk) be variables and for α ∈ CA put

fα(x) :=
∑
ai∈A

αix
ai .

For F ∈ F(P ) we denote by ∇F the set of all α ∈ CF such that the singular locus
of V (fFα ) for fFα :=

∑
ai∈F αix

ai (i.e. the common zeros of ∂ifFα for ∂i = ∂/∂xi
and

fF ) meets (C∗)k ⊂ Ck. If ∇F is a hypersurface in CF , then we denote by ∆F its
defining equation. Otherwise, we set ∆F = 1. The principal A-determinant is a
polynomial which satisfies EA :=

∏
F∈F(P ) ∆

mF

F for suitable nonzero multiplicities
mF ∈ N [GKZ08, Theorem 10.1.2].

We set V (A) :=
⋃
F p

−1
F (∇F ) where pF : CA → CF is the projection. It is clear

that V (EA) and V (A) can only differ in codimension ≤ 2 and in fact they coincide:

Proposition 3.1. [ŠVdB22, Proposition 1.1] We have V (A) = V (EA).
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For use below we note the following proposition.

Proposition 3.2 ([GKZ08, Proposition 9.1.4]). If p : Zk → Zl is an injective affine
transformation then V (A) = V (p(A)).

Note that if A ⊂ A′ have the same convex hull then

V (A) = V (A′) ∩ CA.
We let (C∗)k act on CA with weights given by the elements of A. Note that V (A)
is (C∗)k-invariant for this action. We define the quotient stack:

(3.1) KA := (CA − V (A))/(C∗)k.

It is not hard to see that KA is a Deligne-Mumford stack if A spans Rk. Thanks to
[Noo14, Example 5.6] and the fact that (C∗)k is connected, we have a presentation
for α ̸∈ V (A):

(3.2) π1((C∗)k, 1) → π1(CA − V (A), α) → π1(KA, α) → 1

The following lemma which follows directly from the definition of V (A) is conve-
nient.

Lemma 3.3. V (A) contains the coordinate planes {αi = 0} for those ai ∈ A which
are vertices of P .

We recall the following lemma.

Lemma 3.4. Let α ∈ CA. If |{αi ̸= 0}| > 1 (in particular if |A| > 1 and α ̸∈ V (A)
by Lemma 3.3) then 0 is in the image of fα(x) considered as a function (C∗)k → C.

Proof. There must be some variable which occurs with at least two different powers.
We may assume it is x1. Write fα(x) =

∑
i∈I pi(x̂)x

i
1 where x̂ = (x2, . . . , xk) and

pi ̸= 0 for i ∈ I. By hypothesis |I| > 1. We may find ŷ ∈ (C∗)k−1 such that
pi(ŷ) ̸= 0 for all i ∈ I. Now let y1 ̸= 0 be a zero of

∑
i∈I pi(ŷ)x

i
1 and put y = (y1, ŷ).

Then fα(y) = 0. □

3.2. Polyhedral decompositions of Rk. Let ν be a strictly convex5 function
A→ Z so that the singular locus of the associated convex piecewise linear function
P → R is a triangulation ∆ν of P .

For ai ∈ A we let H(ai) be the function Rk → R : u 7→ ai · u − ν(ai). Let
Πν ⊂ Rk be the nonsmooth locus of the function

(3.3) Rk → R : u 7→ max
ai∈A

H(ai).

We call Πν the tropical amoeba of fα (although it does not depend on α, but only
on ν).

For τ a face in ∆ν (which we identify with the set of ai that belong to it) we
define Cτ by

(3.4)
H(ai) = H(aj) for all ai, aj ∈ τ ,

H(ai) ≥ H(aj) for all ai ∈ τ and aj ̸∈ τ .

Note Cτ =
⋂
ai∈τ Cai . The fact that ν is strictly convex on A implies that the Cτ

form the faces of the polyhedral decomposition of Rk determined by Πν . We have

5 Our convention for convexity of a function is that x2 is convex whereas −x2 is not. This is
opposite to [CLS11, Definition 6.1.4], which we otherwise use as a reference.
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dimCτ = k−|τ |+1 and Cτ is a face of Πν if and only if |τ | ≥ 2 (in the case |τ | = 1,
Cτ is a chamber in the complement of Πν).

For later use we note that the affine span Lτ of Cτ is given by

H(ai) = H(aj) for all ai, aj ∈ τ .(3.5)

For 0 < ϵ≪ 1 we put

(3.6) Cτ,ϵ = {p ∈ Rk | ∀ai ∈ τ : d(p, Cai) ≤ ϵ}.
One verifies there exists a constant u, depending only on Πν , such that for all
p ∈ Cτ,ϵ

(3.7) d(p, Cτ ) < uϵ.

3.3. Tropical amoeba from Laurent polynomials. If for a fixed α ∈ (C∗)A we
put

ft =

d∑
i=1

αit
−ν(ai)xai

then we have [GS22, Proposition 6.1.3][Mik04]

lim
t→∞

Logt f
−1
t (0) = Πν

where Logt(x) = Log(x)/ log t with Log(x) := (log |xi|)ki=1.

Remark 3.5. It is clear from the definition that p = Logt x ∈ Caℓ if and only if for
all i one has ∣∣∣∣ t−ν(ai)xait−ν(aℓ)xaℓ

∣∣∣∣ ≤ 1.

3.4. Tailoring. It was observed by Mikhalkin in [Mik04] that f−1
t (0) can be de-

formed into a non-holomorphic hypersurface with an easier to understand combi-
natorial structure. This procedure was streamlined in [Abo06] and also in [Zho20].
Fix α ∈ (C∗)d. Choose6 1 ≫ ϵ2 > ϵ1 > 0. Let χai : Rk → R be smooth functions
with the following property

(3.8)
d(p, Cai) ≤ ϵ1 ⇒ χai(p) = 1

d(p, Cai) ≥ ϵ2 ⇒ χai(p) = 0

where the distance function is computed with respect to a constant Riemannian
metric (see Remark 3.6 below for a comment on metrics).

In addition we demand that the χai are strictly decreasing in the radial direction
from Cai and that the level set {χai(p) = ξ} for 0 < ξ < 1 are convex. For p ∈ Rk
we put

A0(p) = {ai ∈ A | d(p, Cai) < ϵ1},
A1(p) = {ai ∈ A | ϵ1 ≤ d(p, Cai) ≤ ϵ2},
A2(p) = {ai ∈ A | d(p, Cai) > ϵ2}.

For all p we have A = A0(p)
∐
A1(p)

∐
A2(p). For every p ∈ Rk the set τ(p) :=

A0(p)
∐
A1(p) is a face of ∆ν . We use this notation to put an additional condition

6In [Abo06, §4] it is assumed ϵ1 = ϵ/2, ϵ2 = ϵ. However under the restriction ϵ1 = ϵ2/2 the
conditions imposed on the (χai )i are not independent of the metric.
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on χai . We demand7 that for τ a face of ∆ν , ai ∈ τ , the level surface {p | χai(p) =
ξ, τ(p) = τ} for 0 < ξ < 1 is parallel to Cτ outside a compact set.

It follows from this that the (χai)i are determined by their values on a compact
region of Rk and hence we obtain that there is some constant K1 > 0 such that

(3.9) ∀j = 1, . . . , k,∀p ∈ Rk : |(∂jχai)(p)| ≤ K1/(ϵ2 − ϵ1).

We put for s ∈ [0, 1] χai,s = (1− s) + sχai and8

(3.10) ft,s(x) =

d∑
i=1

αiχai,s(Logt x)t
−ν(ai)xai

for some fixed α ∈ (C∗)A. We state some observations.
(1) Inspecting the definition of τ(p), we see that ft,1 is obtained by gluing

pieces which only depend on the faces of ∆ν (see §8.2 below).
(2) There is a very useful refinement of Remark 3.5. Let p = Logt x ∈ Caℓ so

that in particular χaℓ(p) = 1. If ai ∈ A1(p)∪A2(p) then by [Abo06, Lemma
4.5]

(3.11)
∣∣∣∣ t−ν(ai)xait−ν(aℓ)xaℓ

∣∣∣∣ ≤ t−K2ϵ1

for t≫ 0 and for a suitable constant K2 > 0 not depending on x, t, ϵi.9

(3) For p = Logt x it will be advantageous to write

ft,s(x) = f core
t,s (x) + f small

t,s (x)

where

f core
t,s (x) =

∑
ai∈A0(p)

αit
−ν(ai)xai

f small
t,s (x) =

∑
ai∈A1(p)∪A2(p)

αit
−ν(ai)χai,s(Logt x)x

ai .

Note that f core
t,s (x) is holomorphic. Using (3.11) one may bound the terms

in f small
t,s (x), as well as in (∂f small

t,s )(x) and (∂̄f small
t,s )(x) (using in addition

(3.9)).
(4) For use below we note the following. Assume t ≫ 0. Let x ∈ f−1

t,s (0),
p = Logt x ∈ Caℓ . Then by a combination of the formulas on the first
display on [Abo06, p1134] and on the first display [Abo06, p1135]10 together
with (3.11) we obtain:

(3.12)
∣∣∣∣ ∂f core

t,s (x)

t−ν(aℓ)xaℓ

∣∣∣∣ ≥ K3

where K3 > 0 is a constant independent of x, t, ϵi.

7See [Zho20, §1.2] how this can be achieved.
8In [Abo06] one uses the functions ϕai (x) := 1− χai (Logt x) and it is moreover assumed that

∀j : αj = 1. Thus the notation in loc. cit. is: ft,s(x) =
∑

ai∈A(1− sϕai (x))x
ai .

9The constant K2 here could be replaced by c in loc.cit. This constant c comes from Lemma
4.1 in loc.cit. and it does not depend on x, t and not on ϵi for ϵi sufficiently small which is what
we assume here.

10In loc. cit. δ is aℓ in the notation here, while γ is a vertex of τ(p) different from aℓ. Note
that τ(p) cannot consist of only one vertex.
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Remark 3.6. We have been sloppy by not specifying the metrics in (3.8) and (3.12).
The reason is that all the metrics we will use are globally equivalent and they are also
compatible with the metrics used in [Abo06]. See §5 and in particular Proposition
5.13 below for a more in-depth discussion. So (3.8)(3.11)(3.12) are true for all such
metrics with suitably altered (ϵi)i and constants (Ki)i.

For the comfort of the reader we state some preliminary lemmas which are implicit
in [Abo06].

Lemma 3.7. Assume |A| > 1. Then f−1
t,s (0) is smooth and non-empty for s ∈ [0, 1]

and t≫ 0.

Proof. That the fibers are smooth if non-empty follows easily from (3.9)(3.11)(3.12).
Indeed for x ∈ f−1

t,s (0) we have to prove (dft,s)(x) = (∂ + ∂̄)(ft,s)(x) ̸= 0. If we
split ft,s(x) as f core

t,s (x) + f small
t,s (x) then a quick verification (using the fact that

∂̄f core
t,s (x) = 0) shows that the contribution given by (3.12) dominates.
By [Abo06, Lemma 4.12] it follows that all f−1

t,s (0) are symplectomorphic (with-
out a priori assuming that they are non-empty). Hence it is sufficient to prove that
f−1
t,0 (0) is non-empty. This follows from Lemma 3.4 since for the Laurent polynomial
ft,0 all the coefficients αit−ν(ai) are nonzero. □

Lemma 3.8. Denote the coefficients of the Laurent polynomial ft,0 by αν . Thus
(αν)i = αit

−ν(ai) for i = 1, . . . , d. Then for t≫ 0 we have αν ̸∈ V (A).

Proof. This follows from the definition of V (A) together with Lemma 3.7 applied
for all fFpF (αν)

for F a face that is not a vertex, for F a vertex this follows as we
fixed α ∈ (C∗)A. □

Remark 3.9. Below in §6.2 we will use (3.9)(3.11)(3.12) to obtain more precise
information about f−1

t,s (0). In particular it will follow from Theorem 6.3 below
combined with Moser’s lemma (see Theorem 4.9) that f−1

t,1 (0)
∼= f−1

t,0 (0) as Liouville
manifolds (see [Abo06, Proposition 4.9] for the symplectic structure). Since f−1

t,0 (0)

does not depend on the cutoff functions it follows that f−1
t,s (0) is independent (up

to isomorphism of Liouville manifolds) of cutoff functions for all s ∈ [0, 1].

3.5. The A-toric variety. Let XA be the closure of {(xa1 : · · · : xad) ∈ Pd−1 |
x ∈ (C∗)k} in Pd−1. Then XA is a (usually nonnormal) toric variety for the torus
(C∗)k, which acts with weights (ai)i on the homogeneous coordinates of Pd−1. We
recall the following result from [GKZ08].

Proposition 3.10. [GKZ08, Proposition 5.1.9, Theorem 5.3.1] The (C∗)k-orbits
in XA are in 1 : 1 correspondence with the faces of P . The orbit corresponding to
a face F of P consists of {(z1 : · · · : zd) ∈ XA | zi ̸= 0 ⇐⇒ ai ∈ F} = {(z1 : · · · :
zd) ∈ Pd−1 | ∃u ∈ (C∗)ksuch that zi = uai if ai ∈ F and zi = 0 if ai ̸∈ F}.

For a proof of the last equality see [ŠVdB22, Proposition 2.1].

3.6. Stacky fans and star-shaped triangulations. Recall that a stacky fan
[BCS05, §3] Σ in NR for a lattice N is a fan in which the one-dimensional cones τ
come with chosen generators (“stacky primitives”) vτ ∈ τ ∩ N (for an ordinary
fan, vτ is taken to be the generator of τ ∩ N as a semi-group). In contrast to
loc. cit. we will not assume that a stacky fan is automatically simplicial as it is
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not necessary for the basic definitions (as explained in [BCS05, Remark 3.4] it is
necessary for smoothness). We write TN = N⊗ZC∗ and we letXΣ be the toric stack
corresponding to Σ (see [BCS05, §3]). XΣ contains TN as an open substack and
the complementary closed substack, denoted by ∂XΣ, is called the toric boundary.

Assume 0 ∈ A. Following [GS22, Definition 3.3.1] we say that an integral tri-
angulation of P = conv(A) with vertices A is star-shaped if every simplex in T
which is not contained in ∂P has 0 as a vertex. Such a triangulation (which need
not exist) gives rise to a pure full-dimensional simplicial stacky fan Σ whose cones
are of the form R≥0τ for τ a simplex in T not containing 0.11 In particular the
1-dimensional cones are the half lines R≥0v where v is a vertex of T different from
0. The stacky primitive on this cone is taken to be v. We obtain

A = {stacky primitives}
∐

{0}.

Definition 3.11. Let T be a star-shaped triangulation of P with vertices A with
corresponding stacky fan Σ. We call KA (see (3.1)) the stringy Kähler moduli space
of XΣ.

Remark 3.12. Note that this definition does not precisely cover the situation consid-
ered in the introduction where definitely 0 ̸∈ A. See §13 below for the connection.

3.7. Stacky fans and the FLTZ-skeleton. Let Σ ⊂ NR be a stacky fan as in
§3.6. Let SN∗ be the real torus N∗

R/N
∗. We have

T ∗(SN∗) = SN∗ ×NR, TN∗ = T (SN∗) = SN∗ ×N∗
R,

where TN∗ = N∗ ⊗Z C∗ is the dual torus of TN . We define a (singular) conical
Lagrangian of T ∗(SN∗) via:

ΛΣ =
⋃
σ∈Σ

σ⊥ × σ

where for a cone σ, σ⊥ ⊂ SN∗ is a (possibly non-connected) subtorus of SN∗ defined
via:

σ⊥ = {η ∈ SN∗ | ∀τ ∈ Σ, τ ⊂ σ, dim τ = 1 : ⟨η, vτ ⟩ ∼= 0modZ}.
Put S∞NR = (NR − 0)/R>0 and T ∗,∞(SN∗) = SN∗ × S∞NR, T∞(SN∗) = SN∗ ×
S∞N∗

R. The FLTZ-skeleton Λ∞
Σ [FLTZ12] (see also [RSTZ14]) is the image of

ΛΣ ∩ (SN∗ × (NR − 0)) in SN∗ × S∞NR. This is a (singular) Legendrian in the
contact manifold T ∗,∞(SN∗).

4. Some symplectic geometry

4.1. Liouville domains and manifolds. An exact symplectic manifold is a pair
(N, θ) where N is a manifold (with boundary if specified) and θ is a 1-form such
that ωθ := dθ is nondegenerate. If N is given then we call θ a Liouville form. The
Liouville vector field Zθ associated to θ is defined by

iZθ
ωθ = θ.

11An example of a fan that does not arise from a star-shaped triangulation is given by the fan
determined by two 2-dimensional cones spanned by (−1, 2), (0, 1) and (0, 1), (1, 2).
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A morphism of exact symplectic manifolds (N, θ) → (N ′, θ′) is a pair12 (ϕ, f) where
ϕ : N → N ′ is a smooth morphism, f : N → R is a smooth function with compact
support and ϕ∗(θ′) + df = θ.

If N has no boundary then we say that a Liouville form θ is complete if Zθ is
a complete vector field. In that case we call the corresponding flow (ϕZθ,t)t the
Liouville flow and we call (N, θ) a complete exact symplectic manifold. If (N, θ) is
complete then we say that a subset M ⊂ N generates N if

⋃
t≥0 ϕZθ,tM = N .

A Liouville domain is a compact exact symplectic manifold with boundary (M, θ)
such that Zθ|∂M is outward pointing. A Liouville domain M has a Liouville com-
pletion (M, θ) ⊂ (M̂, θ̂) constructed e.g. as

(4.1) M̂ = inj lim
s→−∞

(M, e−sθ)

where the transition maps in the direct limit are given by ϕZθ,s for s < 0. Here
(M̂, θ̂) is a complete exact symplectic manifold and M generates M̂ as defined
above.

A Liouville manifold13 is a complete exact symplectic manifold (N, θ) containing
a generating Liouville domain. If (M, θ) is such a generating Liouville domain then
M̂ ∼= N . If N is a Liouville manifold then the skeleton Skel(N) consists of the set
of points that do not escape to infinity under the Liouville flow.

Remark 4.1. If N is a Liouville manifold then every generating Liouville domain is
a deformation retract by the inverse Liouville flow.

4.2. Taming the Liouville vector field. Liouville manifolds may become easier
to handle when an auxiliary function is present which behaves well with respect to
the Liouville vector field.

Proposition 4.2. Let (N, θ) be a complete exact symplectic manifold. Assume that
there exists a proper bounded below smooth function ψ : N → R such that L = {m ∈
N | (Zθψ)(m) ≤ 0} is compact. Let C > max(ψ|L). Then M = ψ−1(] −∞, C]) is
a generating Liouville domain for N . In particular N is a Liouville manifold.

Proof. M is a manifold with boundary ∂M = ψ−1(C) since dψ has no zeros on ∂M
(a zero of dψ is in particular a zero of Zθψ = (dψ)(Zθ)). Moreover M is compact
since ψ is bounded below and proper. FinallyM is a Liouville domain since Zθψ > 0
on ∂M .

Assume M does not generate N and let m ∈ N \M̂ be such that ψ(m) is minimal
(suchm exists since ψ is bounded below and proper, and N \M̂ is closed, cf. Lemma
4.3 below). Since N and M̂ are ϕZθ,s-invariant, the same is true of N \ M̂ . Hence⋃
s∈R ϕZθ,s(m) ∩ M̂ = ∅. Since (Zθψ)(m) > 0 we can find a small ϵ < 0 such that

ψ(ϕZθ,ϵ(m)) < ψ(m), contradicting the choice of m. □

We have used the following result.

Lemma 4.3. Let (N, θ) be a complete exact symplectic manifold without boundary
and let M ⊂ N be a compact submanifold (with boundary) of codimension zero such
that (M, θ|M) is a Liouville domain. There is a unique induced map γ : M̂ → N

12We make the function f part of the data of an exact morphism since it makes it easier to
consider families.

13What we call a Liouville manifold is sometimes called Liouville manifold of finite type, e.g.
in [CE12].
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which extends M ⊂ N . This map is moreover an injective immersion (in particular
its image is open). If M is generating then γ is an isomorphism.

Proof. If m ∈ M̂ then we should have γ(m) = ϕNZθ,s
(ϕM̂Zθ,−s(m)) for s such that

ϕM̂Zθ,−s(m) ∈M◦. It is an easy verification that this is independent of s and hence
yields a well defined map M̂ → N . The claim that the resulting γ is an injective
immersion follows from the fact that the inclusion map M◦ ⊂ N is tautologically
an injective immersion. The last claim is clear. □

We consider a particular case in which the hypotheses on (Zθ, ψ) in Proposition
4.2 are satisfied.

Lemma 4.4. Assume that (N, g) is a Riemannian manifold and put Z = gradg ψ
for a smooth function ψ on N . Then TFAE for m ∈ N :

(1) Zm = 0,
(2) (Zψ)(m) ≤ 0,
(3) dψm = 0.

Proof. This follows from the definition of gradient: g(gradg ψ,−) = dψ. Thus
dψ = g(Z,−) and Zψ = g(Z,Z) which yields the asserted equivalences. □

In order to prove that the Liouville vector field is complete one may use the
following result.

Theorem 4.5 ([Cra11, Theorem 2.2]). Let N be a manifold and let Z be a smooth
vector field on N . Assume that ψ is a smooth proper function on N such that there
exist A,B ≥ 0 such that

(4.2) |Zψ| ≤ A|ψ|+B.

Then Z is complete.

Remark 4.6. It clear that if we have (4.2) outside a compact set then it holds
everywhere possibly after replacing B by a larger constant.

4.3. Kähler geometry.

4.3.1. General conventions. If (N, J, ψ) is Kähler manifold (with global Kähler po-
tential ψ) then one can make N into an exact symplectic manifold by

(4.3)

θ = −dψ ◦ J
ω = dθ

Z = gradg ψ

(we have dropped the (−)θ decoration which we used in §4.1,§4.2) where g(X,Y )
is the Riemannian metric given by ω(X, JY ). We have d = ∂ + ∂̄ where J acts on
∂, ∂̄ with eigenvalues i, −i respectively. The formulas for θ, ω become:

θ = −i(∂ − ∂̄)ψ,

ω = 2i∂∂̄ψ.

4.3.2. Local coordinates. In local holomorphic coordinates (zk)k = (xk + iyk)k we
have ∂ =

∑
i ∂zidzi, ∂̄ =

∑
i ∂z̄idz̄i with ∂zk = (1/2)(∂xk

− i∂yk), ∂̄zk = (1/2)(∂xk
+

i∂yk) and J(∂xk
) = ∂yk . Usually the coordinates are clear from the context and

then we write ∂i = ∂zi , ∂̄i = ∂z̄i .
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4.4. Stein manifolds. A Stein manifold is a Kähler manifold equipped with a
global Kähler potential which is proper and bounded below. Let (N, J, ψ) be a
Stein manifold. We can make N into an exact symplectic manifold as described
in §4.3.1. However, without further conditions, the Liouville vector field may not
be complete.14 The following result describes a standard method for constructing
Liouville manifolds.

Proposition 4.7. Let (N, J, ψ) be a Stein manifold as above. Assume that the
Liouville vector field is complete and that the zeros of dψ form a compact set. Then
(N, θ) with θ as in (4.3) is a Liouville manifold.

Proof. This follows from Proposition 4.2 and Lemma 4.4. □

4.5. Fibers of Stein manifolds. Let (N, J, ψ) be a Stein manifold as in §4.4
which is also a Liouville manifold (see e.g. Proposition 4.7) with θ as in (4.3). Let
f : N → C be a smooth function whose image contains 0 and let N0 = f−1(0). Let
ψ0, θ0 be the restrictions of ψ, θ to N0. Then we have the following result which is
a refinement of a result stated in [Don96, p670].

Proposition 4.8. Assume that (Zθ, ψ) satisfy (4.2). Assume ∂f ̸= 0 on N0 and
assume furthermore that there exists 0 ≤ r < 1 such that |∂̄f | ≤ r|∂f | on N0. Then
(N0, θ0) is a complete exact symplectic manifold. Let τ ∈ [0, π/2] be the Hermitian
angle (see §A.1) between Zθ and ∂f where we view τ as a function on N0. If
{sin τ ≤ r} is a compact subset of N0 then (N0, θ0) is a Liouville manifold.

Proof. We have |df | ≥ |∂f | − |∂̄f | ≥ (1− r)|∂f | > 0 on N0. So N0 is smooth. The
fact thatN0 is moreover symplectic is stated in [Don96, p670]. It is a direct corollary
of Lemmas A.3,A.6 below (also due to Donaldson) with V = TmN , a = dfm for
m ∈ N0. Let Z0 be the Liouville vector field of N0. Then Z0 is the symplectic
projection of Zθ on TN0. By Proposition A.7 below there exists a γ such that
|Z0| ≤ γ|Zθ|. Since by assumption (Zθ, ψ) satisfy (4.2), the same is true for (Z0, ψ).
Hence Z0 is complete by Theorem 4.5.

It remains to prove that N0 is a Liouville manifold. By Proposition 4.2 we need
to prove that {Z0ψ ≤ 0} is compact. By (4.3) we have Z0ψ = g(Zθ, Z0). Then
it follows from Proposition A.9 below that {Z0ψ ≤ 0} ⊂ {Zθ = 0} ∪ {sin τ ≤ r}.
The compactness of {sin τ ≤ r} follows from the hypotheses and the compactness
of {Zθ = 0} follows from the assumption that (N, θ) is a Liouville manifold as then
{Zθ = 0} is a closed subset contained in a generating Liouville domain of N which
is compact. □

4.6. Families of Liouville manifolds. Let B be a manifold. A family of man-
ifolds (with boundary) is a surjective submersion M → B. We will sometimes
informally write such a family as (Mt)t∈B .

Let N → B be a family of Liouville manifolds. We say that a proper submanifold
(with boundary) M ⊂ N is a family of generating Liouville domain if for all t ∈ B,
Mt is a generating Liouville domain for Nt. We say that N → B locally has families
of generating Liouville domains if such families exist locally over B.

We now state a version of Moser’s lemma for families of Liouville manifolds.

14A counterexample is given in [CE12, Example 2.10]. It is the function ψ(z) :=
√

1 + |z|2
on C.
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Theorem 4.9 (§D.2.1). Let (Nt, θt)t∈B be a family Liouville manifolds which lo-
cally has families of generating Liouville domains. Assume that B is smoothly
contractible and let b ∈ B. Then there exists a diffeomorphism ψ : Nb × B → N
over B, inducing the identity on Nb as well as a smooth function f on Nb×B with
fb = 0, supported on some L ⊂ Nb ×B with L → B is proper, such that for t ∈ B
we have ψ∗

t (θt) + dft = θb.

Remark 4.10. This version of Moser’s lemma is more general than [CE12, Theorem
6.8] in the sense that we allow the underlying manifold in the family to vary and we
also allow the base manifold to be more general (in loc. cit. B = [0, 1]). Needless
to say that this added generality is in fact illusory.

4.7. Families of fibers of Stein manifolds. Let (N, J, ψ) be a Stein manifold
as in §4.4 which is also a Liouville manifold (see e.g. Proposition 4.7) with θ as in
(4.3). Let B be a compact base manifold (with boundary) and let f : B ×N → C
be a smooth function such that for all t ∈ B the image of ft contains 0 and ft is
a submersion. Put N0 = f−1(0) and let π : N0 → B be the family which is the
restriction of the projection B × N → N . Let ψ0, θ0 be the restrictions to N0 of
pullbacks of ψ, θ via the projection B × N → N . Then the following result is a
family version of Proposition 4.8.

Proposition 4.11. Assume that (Zθ, ψ) satisfy (4.2). Assume that ∂f ̸= 0 and
there exists 0 ≤ r < 1 such that |∂̄f | ≤ r|∂f | on the fibers of π : N0 → B. Then
the fibers of π are complete exact symplectic manifolds. Let τ ∈ [0, π/2] be the
Hermitian angle (see §A.1) between Zθ and ∂f (the latter computed fiberwise). If
the restriction of π to {sin τ ≤ r} is proper then π is a family of Liouville manifolds
with a family of generating Liouville domains.

Proof. This is proved in exactly the same way as Proposition 4.8. □

4.8. Graded symplectic manifolds.

4.8.1. Gradings via the symplectic Lagrangian. For a symplectic vector space V of
real dimension 2r we let LGr(V ) be the Grassmannian of Lagrangian subspaces of
V . The Maslov index provides an isomorphism

(4.4) π1(LGr(V )) ∼= Z.

Let L̃Gr(V ) be the universal cover of LGr(V ). Since the universal cover is a Z-torsor
it defines an element uV ∈ H1(LGr(V ),Z).

Remark 4.12. The isomorphism (4.4) and the corresponding universal cover can
be understood very concretely. For a vector space W let us write W0 for the non-
zero elements. We equip V with a compatible complex structure (unique up to
homotopy by Proposition 4.18 below). Then we may define the “phase” map

LGr(V )
P 7→∧r

RP−−−−−→ (∧rCV )0/(R− 0) ∼= (∧rCV )⊗2
0 /R>0

∼= S1

which induces an isomorphism on π1. In particular L̃Gr(V ) is the pullback of the
universal cover R → S1.

Let E be a symplectic vector bundle on a manifold M and let π : LGr(E) →M
be the bundle of Lagrangian subspaces of E. A grading on E is a Z-torsor

L̃Gr(E) → LGr(E)
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whose fiber in m ∈ M is L̃Gr(Em) → LGr(Em). (Hence LGr(E) is a fiberwise
universal cover of LGr(E).) In other words a grading is given by an element uE ∈
H1(LGr(E),Z) whose restriction in m ∈M is given by uEm

.

Lemma 4.13. [Sei00, Lemma 2.2] The obstruction against the existence of a grad-
ing on a symplectic vector bundle on M lives in H2(M,Z). Two different gradings
differ by an element of H1(M,Z). Finally the automorphisms of a grading are given
by H0(M,Z).

The last claim is not in loc. cit. but it is clear from the fact that a grading is a
Z-torsor.

Definition 4.14. A graded symplectic manifold is a symplectic manifold, equipped
with a grading on TM . We write uM for the corresponding uTM .

A graded Lagrangian on M is a commutative diagram

(4.5)

L̃Gr(TM)

LGr(TM)

L M

πı̃

i

Lemma 4.15. [Sei00, Lemma 2.3] The obstruction against the existence of a grad-
ing on a Lagrangian L is in H1(L,Z). The difference between two gradings can be
measured by an element of H0(L,Z).

Proof. The obstruction is given by ı̃(uM ). The fact that two gradings differ by an
element of H0(L,Z) is clear. □

4.8.2. The category of graded symplectic manifolds. If L̃Gr(TM) → LGr(TM),
L̃Gr(TN) → LGr(TN) define graded symplectic manifolds then a graded sym-
plectomorphism is a commutative diagram

L̃Gr(TM) L̃Gr(TN)

LGr(TM) LGr(TN)

M N

L̃Gr(df)

π

LGr(df)

π

f

where f is a symplectomorphism and LGr(df) is the map which sends a Lagrangian
subspace L ⊂ TmM to the Lagrangian subspace (df)(L) ⊂ Tf(m)N .

Lemma 4.16. The obstruction to lifting a symplectomorphism f : M → N to
a graded symplectomorphism lives in H1(M,Z). The difference between two lifts
determines an element of H0(M,Z).

Proof. The grading on M and the pullback of the grading on N via f define two
different gradings on them. Their difference defines an element of H1(M,Z) via
Lemma 4.13. Hence this gives the obstruction. If the obstruction vanishes then
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two different lifts give an automorphism of the grading on M , hence an element of
H0(M,Z), again using Lemma 4.13. □

4.8.3. Construction of graded symplectic isotopies. We show that an isotopy of sym-
plectic manifolds, e.g. constructed using Theorem 4.9, can be uniquely lifted to a
graded isotopy. More precisely:

Theorem 4.17. Let (Nt, ωt)t∈B be a family of graded symplectic manifolds with B
contractible. Let b ∈ B and assume that we have a family of symplectomorphisms
ϕt : Nb → Nt such that ϕb = id. Then this can be lifted in a unique way to a family
of graded symplectomorphisms, such that the graded lift of ϕb is the obvious graded
lift of the identity.

Proof. Note first that Lemma 4.13 has a family version for a family of symplectic
vector bundles E. In that case LGr(E) stands for the bundles of Lagrangians in E
living in the fibers of the family. The proof of Lemma 4.13 remains the same. So the
obstruction to lifting ϕ : Nb × B → N to a family of graded symplectic manifolds
is in H1(Nb × B,Z) = H1(Nb,Z) (the equality holds because B is contractible).
Since the obstruction is zero when specialized to t = b we obtain that it is zero.
Again by a family version of Lemma 4.13 two graded lifts differ by an element
H0(Nb × B,Z) = H0(Nb,Z). Hence two graded lifts coincide when they coincide
for t = b. Since we fix the graded lift for t = b, this proves uniqueness. □

4.9. Construction of gradings.

4.9.1. Gradings via S1-bundles. We recall the following.

Proposition 4.18 ([MS17, Proposition 2.6.4]). If E is a vector bundle on a mani-
fold M of rank 2r then sending a symplectic structure on E to a compatible complex
structure (after fixing an inner product on E) defines a homotopy equivalence be-
tween the symplectic structures and complex structures on E.

This proposition makes it possible to assign Chern classes ci(E) in H2i(M,Z) to
a symplectic vector bundle E on M .

If E is a symplectic vector bundle on a manifold of rank 2r then after equipping
with a compatible complex structure E becomes a complex vector bundle. For a
line bundle L let L0 be the complement of the zero section. We obtain a morphism

LGr(E)
P∈LGr(Em)7→∧r

RP−−−−−−−−−−−−→ (∧rCE)0/(R− 0) ∼= (∧rCE)⊗2
0 /R>0.

Here ν(E) := (∧rCE)⊗2
0 /R>0 is an S1-bundle. From Remark 4.12 we obtain that

a grading on E is, up to homotopy, the same as giving a section of ν(E) or an
everywhere non-zero section of (∧rCE)⊗2 (since (R>0,×) ∼= (R,+) has vanishing
cohomology). This leads to the following observation:

Lemma 4.19. If E →M is a complex (or equivalently symplectic) vector bundle of
rank 2r on a manifold M then a grading on E is the same as giving an everywhere
non-zero section of (∧rCE)⊗2 up to homotopy.

The obstruction against a complex line bundle L to have a non-zero section is
c1(L) ∈ H2(M,Z). Hence:

Lemma 4.20. [Sei00, Lemma 2.2] The obstruction against the existence of a grad-
ing on E is 2c1(E).
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4.9.2. Inducing gradings on submanifolds. Let (F, ω) be a symplectic submanifold
of (M,ω). Then as symplectic vector bundles we have

TM |F = TF ⊕NF/M

so that after choosing complex structures we have

(∧dMC TM |F ) = ∧dFC TF ⊗F ∧dM−dF
C NF/M .

So to restrict a grading on M to F we have to give a grading on NF/M .

Remark 4.21. In the special case that rkNF/M = 2 then below we will often specify
a grading on NF/M by giving an everywhere non-zero section of NF/M . The actual
grading is then given by the line bundle generated by this section.

4.9.3. Gradings on fibers. Let M be a symplectic manifold and let f : M → C be
a function which is a surjective submersion on a neighbourhood of F := f−1(0)
such that F is in addition symplectic. Then NF/M = f∗T0(C) (as real vector
bundles). Hence we can construct a non-vanishing section ξ of NF/M by pulling
back 1 ∈ C ∼= T0(C) (pulling back another non-zero element gives a homotopic
choice).

Definition 4.22. If M is graded then the restriction of the grading on M to f−1(0)
is the one obtained from ξ via Remark 4.21.

Assume X is a nowhere vanishing section of Nf−1(0)/M . Then it defines another
grading on f−1(0). So according to Lemma 4.13 the difference with the restricted
grading should be an element of H1(f−1(0),Z). One may verify the following
lemma.

Lemma 4.23. Define ϕ : f−1(0) → S1 by setting to X and the restricted grading
is given by 2[ϕ] ∈ HomGrp(π1(f

−1(0)), π1(S
1)) = H1(f−1(0),Z).

Remark 4.24. Note that the difference between the two gradings does not depend
on the grading on M .

4.9.4. Restriction of gradings in Liouville pairs. Recall that a Liouville pair is a
pair (M,F ) where M,F are Liouville domains and F is embedded in ∂M as a
hypersurface such that the Liouville form θ on M restricts to the Liouville form
on F . As usual we put ω = dθ.

Let (M,F ) be a Liouville pair and let Z be the Liouville vector field on M̂ . We
have

(4.6) T (M̂)|∂M = T (∂M)⊕ R(Z|∂M).

Definition 4.25. If M̂ (or equivalently M) is equipped with a grading then the
restricted grading on F is the one obtained from the non-zero section Z|F of NF/M̂
via Remark 4.21.

For use in §4.9.6 below we will elaborate a bit on the geometry of (M,F ). Let R
be the Reeb vector field on ∂M . It is characterized by θ(R) = 1 and iR(ω|∂M) = 0.
We denote the restrictions of R,Z to F by RF and ZF respectively. We have

(4.7) T (∂M)|F = TF ⊕ RRF
as an element in TF ∩ RRF would be in ker(ω|F ) = 0. It follows

(4.8) T (M̂)|F (4.6)
= T (∂M)|F ⊕ RZF

(4.7)
= TF ⊕ RRF ⊕ RZF .
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Note that (4.8) is however not a symplectic orthogonal decomposition. Let Z ′
F

be the projection on the symplectic orthogonal to TF . So

ZF = Z ′
F + Y

where Y is a section of TF and ω(Z ′
F , Y ) = 0. Then we obtain a symplectic

orthogonal decomposition

(4.9) T (M̂)|F = TF ⊕ RRF ⊕ RZ ′
F = TF ⊕NF/M̂

and one verifies ω(Z ′
F , RF ) = 1.

4.9.5. Gradings from polarizations.

Definition 4.26. Let M be a manifold and let E be a symplectic vector bundle
on M . A polarization of E is a Lagrangian subbundle L of E. If M is a symplectic
manifold then a polarization of M is a polarization of TM .

Remark 4.27. Giving a polarization on E is the same up to contractible choices
as giving a real vector bundle L such that L ⊗R C ∼= E where E is equipped
with its unique (up to a contractible choice) compatible complex structure. Below
we make no distinction between these two concepts of polarization. Note that by
this observation it makes sense to talk about a polarization of an almost complex
manifold which is not necessarily equipped with a symplectic form.

If L is a polarization on a complex vector bundle E or rank 2r then ∧rL defines
a rank one real sub-bundle of ∧rCE. whose square defines a grading on E as in
Lemma 4.19.

Example 4.28. If N is a manifold then the Lagrangian foliation of T ∗N given by
the fibers of T ∗N → N defines a polarization of T ∗N . We call this the correspond-
ing grading the canonical grading on T ∗N .

4.9.6. Inducing polarizations in Liouville pairs. We place ourselves in the setting of
§4.9.4. So (M,F ) is a Liouville pair. Assume L ⊂ TM̂ is polarization of M̂ which
contains Z. It follows that θ(L) = 0 (since for l ∈ L we have θ(l) = ω(Z, l) = 0,
as L is Lagrangian). Put L0 = (L|∂M) ∩ T (∂M). We have θ(L0) = 0 which is the
only property of L0 we will use.

We claim that the projection

(4.10) T (∂M)|F (4.7)
= TF ⊕ RRF → TF

is injective on L0|F . Indeed if l ∈ L0 ∩ RRF then applying θ we find l = 0.
We furthermore claim that (4.10) sends L0|F to a Lagrangian subbundle on TF .
Indeed if l′i = li + λiRF for i = 1, 2 are in L0|F with (li)i ∈ TF and (λi)i ∈ R then
ω(l1, l2) = ω(l′1, l

′
2) = 0.

Definition 4.29. Let L′
0 be the image of L0 under (4.10). We say that L′

0 is the
polarization on F induced from the polarization L on M̂ .

Proposition 4.30. The grading of F corresponding to L′
0 (see §4.9.5) is the re-

striction (see Definition 4.25) of the grading on M̂ corresponding to L.

Proof. Let 2r = dimM . Note that (4.6) restricts to a decomposition

(4.11) L|F = L0|F ⊕ RZF .
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First consider the inclusion

i : L|F (4.11)
= L0|F ⊕ RZF ↪→ T (∂M)⊕ RZF

(4.7)
= TF ⊕ RRF ⊕ RZ ′

F

(4.9)
= TM̂ |F .

We choose compatible complex structures on the symplectic vector bundles TF
and NF/T∗N = RRF ⊕ RZ ′

F . For NF/T∗M we simply put JZ ′
F = RF . Let i0

be the composition L0|F → TF ⊕ RRF → TF and as in Definition 4.29 put
L′
0 := i0(L0) ⊂ TF . We have

(4.12) ∧r−1
C TF = ∧r−1

R L′
0 ⊕ J(∧r−1

R L′
0).

Choose (locally) a basis for L0: e1, . . . , er−1. Then by (4.7) we have i(ej) = e′j +
αjRF for e′j sections of TF and αj functions on F . We have i0(ej) = e′j . We obtain

(∧ri)(e1 ∧R · · · ∧R er−1 ∧ ZF )
= (e′1 + α1RF ) ∧C · · · ∧C (e′1 + α1RF ) ∧C (Z ′

F + Y )

= e′1 ∧C · · · ∧C e
′
r−1 ∧C Z

′
F +

r−1∑
j=1

±αje′1 ∧C · · · ∧C ê′j ∧C · · · e′r−1 ∧C Y ∧C RF

= (A+ JB) ∧ Z ′
F

for sections A, B of ∧r−1L′
0. Note that in the third line we have used RF ∧CZ

′
F = 0

since RF and Z ′
F are proportional over C.

The restricted grading on F corresponds to the section A + JB of (TF )0/R0

whereas the grading obtained from L0 corresponds to A. But t 7→ A + tJB for
t ∈ [0, 1] defines a homotopy between these sections. Note that A + tJB ̸= 0
because A ̸= 0 (L′

0 is a polarization) and (4.12). This finishes the proof. □

4.10. The background class.

4.10.1. Orientation data. In order for the Fukaya category to be Z-graded we need
to consider Lagrangians which are equipped with orientation data (see [GPS, §5.3]).
Similarly to the fact that graded Lagrangians only make sense for graded symplectic
manifolds, orientation data depends on a so-called background class on the symplec-
tic manifold. More precisely, let M be a symplectic manifold and let L → LGr(TM)
be the universal (vector)-bundle of Lagrangian subspaces of the tangent spaces and
let w2(L) be its second Stieffel-Whitney class (recall that w2(L) is the obstruction
against L being spin). A background class η is an element of H2(M,Z/2Z). Then
π∗(η)+w2(L) ∈ H2(LGr(TM),Z/2Z) defines a RP∞ bundle LGr(M)# → LGr(M)
(as RP∞ = B(Z/2Z)). Orientation data on a Lagrangian i : L ↪→ M consists of a
commutative diagram similar to (4.5):

LGr(TM)#

LGr(TM)

L M

πı̃

i

If the background class is trivial then orientation data on L consists of a spin struc-
ture on TL. In general orientation data is a twisted spin structure with obstruction
class given by −i∗(η). We have an analogue of Theorem 4.17.
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Theorem 4.31. Let (Nt, ωt, ηt)t∈B be a family of symplectic manifolds with back-
ground class, with B connected. Let b ∈ B and assume that we have a family of
symplectomorphisms ϕt : Nb → Nt such that ϕb = id. Then ϕ∗t (ηt) = η0.

Proof. This follows from the fact that since B is connected the maps Nb
ϕb=id−−−−→

Nb ↪→ N and Nb
ϕt−→ Nt ↪→ N are homotopic. □

4.10.2. The background class associated to a polarization. Let M be a manifold
equipped with a symplectic vector bundle E. Let L ⊂ E be a polarization as in
Definition (4.26). Then the background class associated to L is simply w2(L) ∈
H2(M,Z/2Z).

If M is symplectic and if E = TM is equipped with a polarization then this
yields a background class on M as explained in [GPS, §5.3].

4.10.3. The background class of a cotangent bundle. If N is a manifold then the
Lagrangian foliation of T ∗N as in Example 4.28 defines a polarization on T ∗N .
Writing π : T ∗N → N for the projection, this polarization is given by π∗(T ∗N). So
the background class is equal to π∗(w2(T

∗N)). In particular if N has free tangent
bundle then the background class is trivial.

4.11. The wrapped Fukaya category of a Liouville manifold. LetN = (N, θ)
be a Liouville manifold. The wrapped Fukaya category WF(N) is an A∞-category
WF(N) with homological units which is appropriately functorial (see [GPS20]). We
quote some results below from [GPS20, OT19]. For convenience we state them in
the most open setting but as explained in [OT19] they remain valid in the presence
of additional data such as a grading and/our background class. If both the grading
and the background class are present then WF(N) is a Z-graded, Z-linear A∞-
category (see [GPS, §5.3]).

Proposition 4.32. [GPS20, §3.7, Lemma 3.41] Let (ϕ, f) : (N1, θ1) → (N2, θ2)
be an isomorphism (see §4.1) of Liouville manifolds. Then there is a strict A∞-
quasi-equivalence WF(ϕ, f) : WF(N1, θ1) → WF(N2, θ2). Moreover WF(ϕ, f) is
compatible with compositions and if N1 = N2 then WF(id, 0) is the identity.

Write WF(ϕ, f) for the morphism of A∞-categories WF(N1, θ1) → WF(N2, θ2)
described in Proposition 4.32. We recall the following.

Proposition 4.33. [OT19, Theorem 1.0.3] Let (ϕt, ft) : N → N , t ∈ [0, 1], be
an arbitrary isotopy of Liouville manifolds. Then WF(ϕ0, f0) and WF(ϕ1, f1) are
A∞-homotopic.

Corollary 4.34. Let (Nt, θt), t ∈ [0, 1], be a family of Liouville manifolds. Let
(ϕi,t, fi,t) : (N0, θ0) → (Nt, θt) for i = 0, 1 be two isotopies which are the identity
for t = 0. Then WF(ϕ0,1, f0,1) and WF(ϕ1,1, f1,1) (which are A∞-functors from
WF(N0, θ0) to WF(N1, θ1)) are A∞-homotopic.

Proof. This follows from Proposition 4.33 by considering the isotopy (ϕ1,t, f1,t)
−1 ◦

(ϕ0,t, f0,t) : (N0, θ0) → (N0, θ0) for t ∈ [0, 1]. □

Moreover, two homotopic isotopies which share starting and ending points induce
A∞-homotopic equivalences.
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Corollary 4.35. Let (Nu,t, θu,t), u, t ∈ [0, 1], be a family of Liouville manifolds
such that (Nu,0, θu,0) = (N0,0, θ0,0) := (N0, θ0), (Nu,1, θu,1) = (N0,1, θ0,1) :=
(N1, θ1) for all u.

For u = 0, 1 assume that (ϕu,t, fu,t) : (N0, θ0) → (Nu,t, θu,t) are isotopies which
are the identity for t = 0. Then WF(ϕ0,1, f0,1) and WF(ϕ1,1, f1,1) (which are
A∞-functors, WF(N0, θ0) → WF(N1, θ1)) are A∞-homotopic.

Proof. The difference with Corollary 4.34 is that the two isotopies (ϕ0,t, f0,t) and
(ϕ1,t, f1,t) may pass through different families of Liouville manifolds (but they still
have the same begin and end point). So we have to connect these two families.
This is achieved by introducing the u-coordinate.

We let B = [0, 1]u × [0, 1]t, b = (0, 0) and we construct a trivializing family
(ϕ′u,t, f

′
u,t) : (N0, θ0) → (Nu,t, θu,t) as in Theorem 4.9. Replacing (ϕ′u,t, f

′
u,t) by

(ϕ′u,t, f
′
u,t) ◦ (ϕ′u,0, f ′u,0)−1 we may, and we will, assume that (ϕ′u,0, f

′
u,0) = (idN0 , 0)

for u ∈ [0, 1].
Writing ∼ for A∞-homotopy equivalence, Corollary 4.34 yields WF(ϕ′u,1, f

′
u,1) ∼

WF(ϕu,1, fu,1) for u = 0, 1. Hence it is sufficient to prove WF(ϕ′0,1, f
′
0,1) ∼

WF(ϕ′1,1, f
′
1,1). To this end we consider the isotopy (ϕu,1, fu,1)

−1 ◦ (ϕ0,1, f0,1) :
(N0, θ0) → (N0, θ0) for u ∈ [0, 1] and we invoke Proposition 4.33. □

5. Symplectic geometry in the toric case

5.1. Kähler structure. We refer to §4.3 for a quick review of Kähler geometry.
Here we consider Kähler structures on tori. For (zj)j ∈ (C∗)k it will be convenient to
use logarithmic polar coordinates wj = (ρj+iηj)j for ρj ∈ R, ηj ∈ R/2πZ such that
zj = ewj . We have ∂ =

∑
i ∂wi

dwi, ∂̄ =
∑
i ∂w̄i

dw̄i with ∂wk
= (1/2)(∂ρk − i∂ηk),

∂̄wk
= (1/2)(∂ρk + i∂ηk) and J(∂ρk) = ∂ηk . For a Kähler potential ψ the associated

symplectic and Liouville forms are given by (see §4.3):

ω = 2i∂∂̄ψ = 2i
∑
jk

(∂wj
∂̄wk

ψ)dwjdw̄k,

θ = −i(∂ − ∂̄)ψ = −i
∑
j

((∂wj
ψ)dwj − (∂̄wj

ψ)dw̄j).

We consider the special case that ψ only depends on (ρi)i. In that case using the
formulas for ∂wj

we get:

(5.1)

ω =
∑
jk

(∂ρj∂ρkψ)dρjdηk,

θ =
∑
j

(∂ρjψ)dηj .

Thus the metric associated to ω is given by:

(5.2) g =
∑
jk

(∂ρj∂ρkψ)(dρjdρk + dηjdηk).

5.2. The Legendre transform. Let us now work coordinate free and putN = Zk.
From this we obtain identifications T (SN∗) = SN∗×N∗

R = N∗
(R/Z)×R = N∗

C∗ = (C∗)k

where SN∗ is as in §3.7. Recall from §3.7 that we likewise have T ∗(SN∗) = SN∗×NR.
We view ψ as a function onN∗

R. As in [Zho20, §2.1] we define the Legendre transform
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as Φψ : N∗
R → NR : (ρi)i 7→ (∂ρiψ)i (this is obviously invariant under linear

coordinate changes). As explained in [bal17] Φψ is an injective immersion.15

Put pj = ∂ρjψ. Then from [Zho20, §2.1,2.2] we get a corresponding injective
immersion

(5.3) id× Φψ : T (SN∗) → T ∗(SN∗) : (ηi, ρi)i 7→ (ηi, pi)i.

If we put

θst =
∑
j

pjdηj ωst =
∑
j

dpjdηj Zst =
∑
j

pj∂pj

then we get

(5.4) θ = (id×Φψ)
∗(θst) ω = (id×Φψ)

∗(ωst) Z = (id×Φψ)
∗(Zst).

5.3. Strictly convex functions. For use below we discuss some properties of
Kähler potentials which only depend on ρ. Assume ψ : Rk → R is proper, bounded
below such that the matrix ∂ρi∂ρjψ is positive definite in every point of Rk.

Lemma 5.1. ψ has a unique extremal point ρL on every affine subspace L of Rk.
This extremal point is a non-degenerate minimum. Moreover the function L 7→ ρL
is continuous on the set of affine spaces of dimension l when we view the latter set
as an open subset of Grass(l + 1,Rk+1) (via L 7→ span(0, L × {1})) and equip it
with the induced topology.

Proof. Let ψL = ψ | L. The fact that ∂ρi∂ρjψL is positive definite implies that all
extrema (on L) are non-degenerate local minima. Connecting two local minima by
a line we quickly obtain a contradiction so there is at most one local minimum on L.
However the fact that ψ : L→ R is proper, bounded below shows that at least one
global minimum exists. Hence there is a unique global minimum on L. The claim
about continuity in L is an application of the implicit function theorem. □

A related lemma is the following.

Lemma 5.2. Assume that Q ⊂ Rk is a convex polygon (not necessarily full dimen-
sional). Then every maximum of ψ|Q is achieved in a vertex of Q.

Proof. A maximum will be in the relative interior of some face F . Hence in partic-
ular it is an extremal point on the affine span L of F . If F is not a point then we
obtain a contradiction with Lemma 5.1 which asserts that any extremal point on L
must be a unique global minimum, and hence cannot be a local maximum. □

5.4. Potentials homogeneous of degree two. Following [Zho20] we now discuss
homogeneous potentials of degree two. These are potentials ψ : (C∗)k − {ρ =
0} → R, depending only on ρ = (ρi)i satisfying ψ(λρ) = λ2ψ(ρ) for λ > 0. A
particular case of such a potential is a toric potential in which case ψ(ρ) is a positive
definite quadratic form. However in [Zho20] the utility of more general potentials
is demonstrated.

Remark 5.3. We extend ψ to a continuous function ψ : (C∗)k → R by putting
ψ(ρ = 0) = 0. However ψ is not smooth for ρ = 0 unless it is toric.

15It does not have to be a diffeomorphism. E.g. in dimension 1 we may consider a smooth
function ψ : R → R such that ψ′′(ρ) > 0 which is nearly linear far from 0. In that case ρ→ ψ′(ρ)
will have bounded codomain. A concrete example is given by

∫ x
0

∫ y
0 exp(−w2)dwdy.



22 ŠPELA ŠPENKO AND MICHEL VAN DEN BERGH

Lemma 5.4. Let ψ be a potential depending only on ρ. Then gradg ψ =
∑
k uk∂ρk

with uk being the solution to

(5.5)
∑
k

uk∂ρk∂ρjψ = ∂ρjψ.

Proof. We should have for any vector X

(5.6) g(
∑
k

uk∂ρk , X) = Xψ.

It is enough to consider X = ∂ρj for all j. Applying (5.6) with X = ∂ρj and using
(5.2) we get (5.5). □

Lemma 5.5. Assume ψ is homogeneous of degree two. In that case:

(5.7) gradg ψ =
∑
j

ρj∂ρj

and

(5.8) g(gradg ψ, gradg ψ) = 2ψ.

Proof. In order for (5.7) to be true, by (5.5) we should have∑
k

ρk∂ρk∂ρjψ = ∂ρjψ.

This is an application of the Euler identity since ∂ρjψ is homogeneous of degree
one.

To obtain (5.8) we observe that g(gradg ψ, gradg ψ) = (gradg ψ)(ψ) which is
equal to the right hand side of (5.8) by (5.7) and the Euler identity. □

Remark 5.6. The formula (5.7) is a simplification of [Zho20, Proposition 2.7].

Remark 5.7. In the original coordinates the formula (5.7) can be written as

(5.9) gradg ψ =
∑
j

log |zj |(zj∂zj + z̄j∂z̄j ).

We can interpolate between homogeneous potentials of degree 2. For further
reference we record this in a lemma.

Lemma 5.8. Let ψ1, ψ2 be two homogeneous potentials of degree two, then tψ1 +
(1− t)ψ2, t ∈ [0, 1] is a homogeneous potential of degree two.

For the use below we will need special homogeneous potentials of degree 2.

Definition 5.9. [Zho20, Definiton 2.8] Let Q ⊂ Rk be a convex polytope (possibly
unbounded) containing 0 as the interior point. A homogeneous degree two convex
function ψ : Rk → R is adapted to Q if for each face F of Q the restriction of ψ
to F has a unique minimum point in the relative interior of F .

Proposition 5.10. [Zho20, Proposition 2.10] For any convex polytope Q ⊂ Rk
containing 0 as an interior point, the set of Kähler potentials adapted to Q is non-
empty and contractible.

For use below we note the following fact.
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Lemma 5.11. If ι : C∗k → C∗k : x 7→ (xa1 , . . . , xak) is an étale map of tori (i.e.
det(a1, . . . , an) ̸= 0) then the pullback under ι yields a 1-1 correspondence between
potentials depending only on ρ, and the same holds for degree two potentials.

Proof. If we write C∗k = (S1)k×Rk then ι = (ι0, ι1) where ι1 : Rk → Rk is a linear
isomorphism. From this the conclusion easily follows. □

5.5. Equivalent metrics. In this section we show that all metrics associated to
potentials homogeneous of degree two are globally equivalent (for ρ ̸= 0). We recall
the following basic lemma.

Lemma 5.12. Let q(x) =
∑k
i,j=1 gijxixj be a positive definite quadratic form.

Then
a := min

x

q(x)

|x|2
b := max

x

q(x)

|x|2
are continuous functions of (gij)ij. Moreover a > 0.

Proof. We may make an orthogonal change of coordinates such that q(x) = λ1x
2
1+

· · ·+λkx2k with λ1 ≥ · · · ≥ λk > 0. The (λi)i are the eigenvalues of (gij)ij and hence
they are continuous functions of (gij)ij . We then find a = λk, b = λ1, finishing the
proof. □

Proposition 5.13. Assume that ψ is a potential homogeneous of degree two. Then
there exist 0 < a ≤ b in R such that for all ρ ∈ Rk − {0}, η ∈ (S1)k and X ∈
Tρ,η(C∗k) we have

a ≤ g(ρ)(X,X)

|X|2
≤ b

where the norm |X| is computed with respect to the metric
∑
i(dρ

2
i + dη2i ).

Proof. The coefficients of

g =
∑
ij

(∂ρi∂ρjψ)(dρidρj + dηidηj)

are functions of ρ of degree zero on {ρ ̸= 0}. In other word they are determined by
their value on {|ρ| = 1} which is a compact set. By Lemma 5.12 we have

0 < a(ρ) ≤ g(ρ)(X,X)

|X|2
≤ b(ρ)

where a(ρ), b(ρ) are continuous functions on {|ρ| = 1}. By putting a = min|ρ|=1 a(ρ)
and b = max|ρ|=1 b(ρ) we get what we want. □

Remark 5.14. We will need a result similar to Proposition 5.13 for 1-forms: this
follows formally from the following observation. Let g1, g2 be two linear Riemannian
metrics on a vector space V such that ag1(X,X) ≤ g2(X,X) ≤ bg1(X,X) for
b ≥ a > 0 and let X1, X2 ∈ V be such that g1(X1,−) = g2(X2,−). Then we
claim g2(X2, X2) ≤ g1(X1, X1) ≤ bg2(X2, X2). To see this we may, without loss of
generality, assume that X1 ̸= 0, and equivalently X2 ̸= 0. Then

g1(X1, X1)
2 = g2(X2, X1)

2

≤ g2(X2, X2)g2(X1, X1)

≤ bg2(X2, X2)g1(X1, X1).

This yields g1(X1, X1) ≤ bg2(X2, X2). The other inequality is similar.
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Corollary 5.15. Assume that ψ is a potential homogeneous of degree two. We
have ψ(ρ) > 0 for ρ ̸= 0. Moreover ψ is proper.

Proof. Assume ψ(ρ) ≤ 0 for some ρ ̸= 0. By (5.8) we have (gradg ψ)ρ = 0 and by
(5.7) this is not possible if ρ ̸= 0. To prove properness of ψ, we have to prove, using
(5.8)(5.7), that {g(ρ)(

∑
i ρi∂ρi ,

∑
i ρi∂ρi) ≤ C} defines a compact set for C ∈ R.

By Proposition 5.13 it suffices to do this for the standard metric for which it is
obvious. □

Lemma 5.16. Let N = (C∗)n and let ψ : (C∗)k → R be a Kähler potential which
outside a compact set is homogeneous of degree two. Then N is Stein. Moreover
(N, θ) with θ as in (4.3) is a Liouville manifold.

Proof. By (5.7), outside a compact set the Liouville vector field is given by
∑
j ρj∂ρj

which is obviously complete. Moreover {|ρ| ≤ C} for C ≫ 0 defines a generating
Liouville domain. The fact that N is Stein follows from Corollary 5.15. □

Lemma 5.17. Assume that ψ, ψ′ are two potentials, homogeneous of degree two.
Then there exist 0 < c < d such that on {ρ ̸= 0} we have

cψ ≤ ψ′ ≤ dψ.

Proof. Both ψ and ψ′ are determined by their values on the compact set {|ρ| = 1}
on which they take strictly positive values by Corollary 5.15. From this the lemma
easily follows. □

5.6. Gradings. Let z1, . . . , zk be toric coordinates of an algebraic torus T = (C∗)k.
According to §4.9.1 a grading on T can be given by an everywhere non-zero section
of ω⊗−2

C . We may take

(5.10) (z1∂1 ∧ · · · ∧ zk∂zk)⊗2
.

This does not depend on the choice of toric coordinates. Writing T = TM where
M = (S1)k one checks that the fibers of TM →M define a polarization of TM in
the sense of Remark 4.27. Hence we see that T has a second “canonical grading”,
as explained in §4.9.5.

Lemma 5.18. The two gradings on T we have defined are the same.

Proof. We choose logarithmic polar coordinates w = ρ+ iη on C∗ so that z = ew.
Then z∂z = ∂w = (1/2)(∂ρ − i∂η) with η ∈ R/2πZ. The real line subbundles of
ω−1
C associated to the two gradings respectively have bases:

(∂ρ1 − i∂η1) ∧ · · · ∧ (∂ρk − i∂ηk)

and
∂ρ1 ∧ · · · ∧ ∂ρk .

The line bundle generated by

(∂ρ1 − it∂η1) ∧ · · · ∧ (∂ρk − it∂ηk)

for t ∈ [0, 1] interpolates between them. □
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5.7. The Legendre transform revisited. In this section we assume that ψ is a
homogeneous potential of degree two. Otherwise we use the notations from §5.4.

Lemma 5.19. (1) Φψ is a diffeomorphism N∗
R − {0} → NR − {0} which is

linear on the half-rays starting in the origin.
(2) Let ψ′ be a Kähler potential (i.e. ψ′ is smooth) on N∗

R which agrees with ψ
outside a compact set. Then Φψ′ : N∗

R → NR is a diffeomorphism.

Proof. (1) This is explained in [Zho20] after Definition 2.6.
(2) We already know that Φψ′ is an injective immersion (see §5.2). It follows

from the inverse function theorem that Φψ′ is open (alternatively one may
invoke the “Invariance of domain” theorem [Bro11]). Let S be the com-
plement of the image of Φψ′ . Then S is closed. Assume that outside the
sphere K ⊂ N∗

R centred at 0 the potentials ψ and ψ′ agree. Let K ′ be the
compact set in NR which consists of the points inside Φψ(∂K). Then ψ′

defines a diffeomorphism between N∗
R − K and NR − K ′. Hence we have

K ′ = S
∐

Φψ′(K) with Φψ′(K) being compact and hence closed. But this
is impossible since K ′ is contractible and hence connected. □

It follows that we obtain a diffeomorphism

(5.11) id×Φψ′ : T (SN∗) → T ∗(SN∗)

extending the partially defined one in (5.3).
If we let T ∗,∞(SN∗), T∞(SN∗) be as in §3.7 then (5.11) induces a diffeomorphism

id×Φ∞
ψ : T∞(SN∗) → T ∗,∞(SN∗).

For use below we record the following.

Lemma 5.20. Under id×Φψ′ the canonical grading on T (SN∗) (see §5.6) corre-
sponds to the canonical grading on T ∗(SN∗) (see Example 4.28).

Proof. The fibers of T ∗(SN∗) → SN∗ form a Lagrangian foliation. Likewise the
fibers of T (SN∗) → SN∗ form a Lagrangian foliation by the formulas (5.1). The
two Lagrangian foliations correspond to each other via id×Φψ′ . Hence the corre-
sponding gradings correspond. These are the gradings defined in §5.6 and Example
4.28. □

6. Some families of hypersurfaces in tori

6.1. Families of Laurent polynomials. We use the notations as in §3.1 without
further comment. We equip (C∗)k with a toric Kähler potential ψ as in §5.4. For
α ∈ CA − V (A) we consider f−1

α (0) ⊂ (C∗)k. To avoid trivialities we assume
|A| > 1 so that f−1

α (0) is non-empty by Lemma 3.4. We equip f−1
α (0) with the

Kähler structure induced from (C∗)k. In this section we prove the following result.

Theorem 6.1. The family of exact symplectic manifolds (f−1
α (0))α∈CA−V (A) is

a family of Liouville manifolds which locally has families of generating Liouville
domains.

Proof. We apply Proposition 4.11 with N = (C∗)k and r = 0 together with Propo-
sition 6.2 below with δ = 0. □
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As the above proof shows, the following proposition is much more general than
what we need. However it seems that the case δ = 0, which assert that the critical
points of gradg ψ | f−1

α (0) for α ∈ K form a compact set, is not easier to prove.
Moreover some results obtained in the proof will be reused in the proof of Theorem
6.3 below.

Proposition 6.2. Let K ⊂ CA − V (A) be a compact set. For α ∈ K let τ be the
Hermitian angle (see §A.1 below) between gradg ψ and ∂fα on f−1

α (0) (so τ is a
function on NK :=

⋃
α∈K f

−1
α (0) ⊂ (C∗)k × K). Then for 0 ≤ δ < π/2, the set

{τ ≤ δ} is a compact subset of NK .

Proof. Assume that {τ ≤ δ} is not compact. So choose a sequence (x(ℓ), α(ℓ))ℓ
in NK ⊂ (C∗)k × K such that τ (ℓ) := τ(x(ℓ), α(ℓ)) ≤ δ, which does not have a
convergent subsequence. We will obtain a contradiction.

Since (x(ℓ))ℓ must be unbounded (otherwise there would be a convergent subse-
quence) we may, as ψ is proper by Corollary 5.15, replace (x(ℓ))ℓ by a subsequence
such that

(6.1) lim
ℓ→∞

ψ(x(ℓ)) = ∞.

After further replacing (x(ℓ), α(ℓ))ℓ by a subsequence we may assume that ((x(ℓ))a1 :
· · · : (x(ℓ))ad)ℓ is convergent in XA (see §3.5) and (α(ℓ))ℓ is convergent with a limit
ᾱ in K ⊂ Cd − V (A) (since (α(ℓ))ℓ ⊂ K and K is compact).

By Proposition 3.10 there exists a face F of P such that the limit of the sequence
((x(ℓ))a1 : · · · : (x(ℓ))ad)ℓ lies in the (C∗)k-orbit corresponding to F . Choosing an
arbitrary al ∈ F this implies:

(6.2) lim
ℓ→∞

(x(ℓ))aj−al =

{
exists ̸= 0 if aj ∈ F ,

0 if aj ̸∈ F .

Put p = dimF . After pullback for a suitable étale covering e : (C∗)k → (C∗)k,
and replacing A by A ◦ e we may assume that xai−aj , ai, aj ∈ F are monomials in
(xl)l=1,...,p. We choose a lift of the sequence (x(ℓ))ℓ ⊂ (C∗)k for the étale cover e
and denote it also by (x(ℓ))ℓ. Note that by Proposition 3.2 V (A) is invariant under
étale coverings.

With these simplifications we observe that (xai−al)ai∈F determines (xi)
p
i=1 up

to a finite number of possibilities. By (6.2) we may replace (x(ℓ), α(ℓ))ℓ by a further
subsequence such that

(6.3) x̄i = lim
ℓ→∞

x
(ℓ)
i exists and is nonzero for i = 1, . . . , p.

By (5.9) we get

(6.4) gradg ψ =
∑
i

log |xi|(xi∂xi + x̄i∂̄xi)

while by definition

∂fα =
∑
i

(xi∂xifα)
dxi
xi
.

Put gα = x−alfα. Then on f−1
α (0) we have

(6.5) ∂gα = x−al∂fα.
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By (6.2) we have

(6.6) lim
ℓ→∞

(xi∂xi
)(gα(ℓ))(x(ℓ)) exists for i = 1, . . . , k.

We can however be more precise. If i > p then, since xaj−al for aj ∈ F does not
depend on xi, we get from (6.2)

(6.7) lim
ℓ→∞

(xi∂xi
)(gα(ℓ))(x(ℓ)) = 0.

If 1 ≤ i ≤ p then (see §3.1 for the notation pF )

(6.8) lim
ℓ→∞

(xi∂xi
)(gα(ℓ))(x(ℓ)) = (xi∂xi

)(gF−al
pF (ᾱ))(x̄).

Since ᾱ ̸∈ V (A) = V (A − al) (cfr. Proposition 3.2), we have (∂gF−al
pF (ᾱ))(x̄) ̸= 0 and

hence there is some 1 ≤ i ≤ p such that

(6.9) lim
ℓ→∞

(xi∂xi
)(gα(ℓ))(x(ℓ)) ̸= 0

which yields

(6.10) lim
ℓ→∞

|(∂gα(ℓ))(x(ℓ))| ≠ 0.

To see this note that it can be checked for any metric obtained from a toric potential
by Proposition 5.1316. Hence we can do it for the potential

∑
i(log |xi|)2 for which

it follows from (5.2) and (6.9).
Let Ngradg ψ be the normalization of gradg ψ. Then the components of Ngradg ψ

are bounded. Note furthermore that by (5.8)(5.9)(6.1)(6.3) and (6.4) the compo-
nents of (xi∂xi

+ x̄i∂̄xi
) in Ngradg ψ(x

(ℓ)) for i ∈ {1, . . . , p} tend to zero as ℓ→ ∞.
Hence by (6.2)(6.7)

(6.11) lim
ℓ→∞

∂gα(ℓ)(x(ℓ))(Ngradg ψ(x
(ℓ))) = 0.

Let us write ∠h for Hermitian angle (see §A.1). Since Hermitian angles are not
affected by complex multiples, we have by (6.5)

τ (ℓ) = ∠h(gradg ψ(x
(l)), ∂fα(ℓ)(x(ℓ))) = ∠h(Ngradg ψ(x

(ℓ)), ∂gα(ℓ)(x(ℓ))).

Then we find using (6.10)(6.11)

lim
ℓ→∞

cos τ (ℓ) = lim
ℓ→∞

|∂gα(ℓ)(x(ℓ))(Ngradg ψ(x
(ℓ)))|

|∂gα(ℓ)(x(ℓ))|
(6.12)

= 0.(6.13)

Hence limℓ→∞ τ (ℓ) = π/2 which contradicts 0 ≤ τ (ℓ) ≤ δ < π/2. □

6.2. Tropical localization. We use the notations as in §3.1-§3.4 without further
comment. These include A, ν, χai , Cai , Ki, ϵi. We assume that 0 ̸∈ Πν so that by
[Abo06, Lemma 4.6]

(6.14) {ρ = 0} ∩ Logt(f
−1
t,s (0)) = ∅

for ϵ1, ϵ2 chosen small enough and t≫ 0. So the homogeneous potentials of degree
two are defined on f−1

t,s (0). If the condition 0 ̸∈ Πv is not satisfied then in the dis-
cussion below one should restrict to toric potentials which are defined everywhere.

16Proposition 5.13 is stated for vector fields but there is an analogue for (complex valued
holomorphic) forms by Remark 5.14 combined with (A.2).
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By [Abo06, Proposition 4.9] all f−1
t,s (0) for s ∈ [0, 1] are symplectomorphic for

t≫ 0 (they are non-empty e.g. by Lemma 3.7). We prove a slight strengthening of
this result in Theorem 6.3 below.

For s ∈ [0, 1] we choose a smooth family (ψs)s of potentials, homogeneous of
degree two, on (C∗)k −{ρ = 0} (they will be further restricted later). We decorate
the concepts associated with ψs by a subscript (−)s; e.g. the associated Liouville
form is denoted by θs and we use the same notation for its restriction to f−1

t,s (0).
We use | − |g for the norm with respect to the Hermitian metric corresponding to a
Riemannian metric g. To avoid confusion we advise the reader to consult Remark
A.2.

Theorem 6.3. For t ≫ 0, the family (f−1
t,s (0), θs)s∈[0,1] is a family of Liouville

manifolds which locally has families of generating Liouville domains.

Proof. We apply Proposition 4.11 together with Lemmas 6.4, 6.5 below. □

Lemma 6.4.
(6.15)
∀r > 0 : ∃T > 0 : ∀t ≥ T : ∀s ∈ [0, 1] : ∀x ∈ f−1

t,s (0) : |∂̄ft,s(x)|gs < r|∂ft,s(x)|gs .
Hence in particular

∃T > 0 : ∀t ≥ T : ∀s ∈ [0, 1] : ∀x ∈ f−1
t,s (0) : ∂ft,s(x) ̸= 0.

Proof. For x ∈ (C∗)k it follows from (3.9)(3.11)(3.12) that |∂̄ft,s(x)| = |∂̄f small
t,s (x)|

can be made arbitrarily small relative to |∂ft,s(x)| ≥ |∂f core
t,s (x)| − |∂f small

t,s (x)| for
t≫ 0. The lemma follows from this combined with Proposition 5.13 (and Remark
5.14). □

Lemma 6.5. Choose 0 ≤ r < 1. Let τ be the Hermitian angle (see §A.1) between
gradgs ψs and ∂ft,s on f−1

t,s (0) (so τ is a function on Nt :=
⋃
s∈[0,1] f

−1
t,s (0)). Then

for t≫ 0 the set {sin τ ≤ r} is a compact subset of Nt.

Proof. We choose 0 < a < b, 0 < c < d such that for all s ∈ [0, 1] we have

(6.16)
a|X|2 ≤ |X|2gs ≤ b|X|2

cψ ≤ ψs ≤ dψ

as in Proposition 5.13, Lemma 5.17 where ψ = (Log)2 denotes the standard toric
potential on (C∗)k, and | − | is the associated metric. Note that we can choose
a, b, c, d uniformly in s since [0, 1] is a compact set.

Put δ = sin−1 r ∈ [0, π/2.[. Assume that {τ ≤ δ} is not compact. So choose a
sequence (x(ℓ), s(ℓ))ℓ in Nt such that τ (ℓ) := τ(x(ℓ), s(ℓ)) ≤ δ, which does not have
a convergent subsequence. We will obtain a contradiction. By further replacing
(x(ℓ), s(ℓ))ℓ by a subsequence we may assume that all p(ℓ) = Logt x

(ℓ) are contained
in the same Cah and furthermore A∗(p

(ℓ)) for ∗ ∈ {0, 1, 2} do not depend on ℓ.
Since (x(ℓ))ℓ must be unbounded (otherwise there would be a convergent subse-

quence) we may replace (x(ℓ))ℓ by a subsequence such that

lim
ℓ→∞

ψ(x(ℓ)) = ∞.

By (6.16) we also obtain
lim
ℓ→∞

ψs(ℓ)(x
(ℓ)) = ∞.
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Put

c(ℓ) =
|∂f small

t,s(ℓ)
(x(ℓ))|gs

|∂f core
t,s(ℓ)

(x(ℓ))|gs
where f core

t,s , f small
t,s are as defined in §3.4. The fraction c(ℓ) is well defined by (3.12)

and moreover by (3.9)(3.11)(3.12)(6.16) we obtain

(6.17) c(ℓ) ≤ C1t
−C2

for some constants C1, C2 > 0 depending only on A, ν, α, (ϵi)i. We have:

cos τ (ℓ) =
|∂ft,s(ℓ)(x(ℓ))(Ngradg

s(ℓ)
ψs(ℓ)(x

(ℓ)))|g
s(ℓ)

|∂ft,s(ℓ)(x(ℓ))|gs(ℓ)
(the notation Ngrad was introduced in the proof of Proposition 6.2). For the nu-
merator we have (using Cauchy-Schwarz):

|∂ft,s(ℓ)(x(ℓ))(Ngradg
s(ℓ)

ψs(ℓ)(x
(ℓ)))|g

s(ℓ)

≤ |∂f core
t,s(ℓ)(x

(ℓ))(Ngradg
s(ℓ)

ψs(ℓ)(x
(ℓ)))|g

s(ℓ)

+ |∂f small
t,s(ℓ) (x

(ℓ))(Ngradg
s(ℓ)

ψs(ℓ)(x
(ℓ)))|g

s(ℓ)

≤ |∂f core
t,s(ℓ)(x

(ℓ))(Ngradg
s(ℓ)

ψs(ℓ)(x
(ℓ)))|g

s(ℓ)
+ |∂f small

t,s(ℓ) (x
(ℓ))|g

s(ℓ)

= |∂f core
t,s(ℓ)(x

(ℓ))(Ngradg
s(ℓ)

ψs(ℓ)(x
(ℓ)))|g

s(ℓ)
+ c(ℓ)|∂f core

t,s(ℓ)(x
(ℓ))|g

s(ℓ)

and for the denominator we have

|∂ft,s(ℓ)(x(ℓ))|gs(ℓ) ≥ (1− c(ℓ))|∂f core
t,s(ℓ)(x

(ℓ))|g
s(ℓ)

.

Put

cos τ (ℓ),core =
|∂f core

t,s(ℓ)
(x(ℓ))(Ngradg

s(ℓ)
ψs(ℓ)(x

(ℓ)))|g
s(ℓ)

|∂f core
t,s(ℓ)

(x(ℓ))|g
s(ℓ)

.

Then we get

(6.18) cos τ (ℓ) ≤ cos τ (ℓ),core + c(ℓ)

1− c(ℓ)
.

Since f core
t,s (x) is a Laurent polynomial (independent of ℓ by the choice of A∗(x

(ℓ))
above) we obtain as in the proof of Proposition 6.2 (cf. (6.12)) that

(6.19) lim
ℓ→∞

cos τ (ℓ),core = 0.

The key point is that the formula for gradg ψ used in the proof of Proposition 6.2
(see (6.4)) is valid for arbitrary potentials homogeneous of degree two by (5.7)(5.9).

Hence using (6.17)(6.18)(6.19) we can choose t≫ 0 in such a way such that for
ℓ≫ 0 we have

cos τ (ℓ) <
√
1− r2

and hence sin τ (ℓ) > r, or τ (ℓ) > δ, contradicting the initial choice of (τ (ℓ))ℓ. □
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7. Star-shaped triangulations and HMS in the tropical limit

In this section we freely use the notations and concepts introduced in §3. We
assume 0 ∈ A ⊂ Zk and we assume that P = conv(A) is equipped with a star-
shaped triangulation T as in §3.6. We denote the associated stacky fan by Σ. We
assume |A| > 1 so that Lemma 3.7 applies. We assume that a function ν : A → R
as in §3.2 exists whose associated triangulation ∆ν coincides with T .

Convention 7.1. Whenever we are using an explicit star-shaped triangulation we
silently make the following additional conventions.

(1) We put a1 = 0.
(2) We assume that ν(a1) = 0 and that 0 is the unique minimal value of ν(ai).

This is equivalent to 0 being in the relative interior of C0 := Ca1 (see §3.2).
See also [GS22, Example 6.1.2].

(3) For i = 1, . . . , d we put αi = 1 for i ̸= 1 and α1 = −1.
Sometimes we let our numbering start from 0 instead of 1. In that case the above
conventions apply with 1 replaced by 0.

We choose a potential ψ on Rk which is homogeneous of degree two outside a
compact neighbourhoodK of 0 and which is adapted to C0 (see Definition 5.9). This
is important for Theorem 7.2 below which is valid only under this assumption.17

We choose cut-off functions χai as in §3.4 and we use (αi)i and (χai)i to define
ft,1 : (C∗)k → C as in §3.4. We also assume that t is large enough so that f−1

t,1 (0)
is a Liouville manifold. This is a special cases for s = 1 of Theorem 6.3. In general
we choose t large enough such that K/ log t is disjoint from all regions of interest.
In particular (K/ log(t))∩ ∂C0 = ∅ (see (2)) and K ∩Log(f−1

t,1 (0)) = ∅ (see (6.14)).
Assuming furthermore that the cut-off functions χai are chosen sufficiently care-

fully (besides the properties we already imposed in §3.4) one may prove the following
result.

Theorem 7.2 ([Zho20, Theorem 3]). If t≫ 0 then the diffeomorphism (see §5.7)

id×Φ∞
ψ : T∞(SN∗) → T ∗,∞(SN∗)

induces a homeomorphism between Skel(f−1
t,1 (0)) (see §4.1) and Λ∞

Σ (see §3.7). The
map Skel(f−1

t,1 (0)) → T∞(SN∗) is the composition Skel(f−1
t,1 (0)) → (N∗ − {0}) ×

SN∗ → T∞(SN∗).

We have the following result.

Proposition 7.3 ([GS22, Corollary 6.2.6]). If t ≫ 0 then there are generating
Liouville domains M ⊂ (C∗)k, F ⊂ f−1

t,1 (0) such that (M,F ) is a Liouville pair
(see 4.9.4) and such that ∂M ∩K = ∅.

The proposition was proved in loc. cit. for the toric potential. One starts with
choosing a Liouville domain M ′ which is large enough so that ∂M ′ ∩K = ∅. Then
we proceed as in loc. cit. invoking the following lemma which in loc. cit. is stated
for toric potentials but which is true more generally.

17In [GS22] the authors use the toric potential ρ 7→ |ρ|2 and an additional technical condition
on the fan, i.e. they assume that the fan is “perfectly centred”. Their condition is equivalent to
the toric potential being adapted to C0 for some choice of ν.
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Lemma 7.4 ([GS22, Lemma 6.2.5],[Zho20]). If t ≫ 0 then in a neighbourhood
of the skeleton of f−1

t,1 (0) the Liouville vector field on (C∗)k is nowhere tangent to
f−1
t,1 (0).

Proof. This statement is actually implicit in the statement of Theorem 7.2. For the
benefit of the reader we recall the proof (based on some results in [Zho20]) since it
avoids the induction over pants used in [GS22, Lemma 6.2.5]. Let C̃0 be the closure
of the connected component of the complement of Logt(f

−1
t,1 (0)) that contains 0.

By [Zho20, §5.2,5.4] we have Skel(f−1
t,1 (0)) ⊂ Log−1

t (∂C̃0). Hence it is sufficient to
prove for x ∈ Log−1

t (∂C̃0)∩f−1
t,1 (0) that Zx is not contained in Tx(f−1

t,1 (0)) since this
will then also be true for a small neighbourhood of the skeleton (since the skeleton
is compact, cf. (D.1)). Assume that Zx ∈ Tx(f

−1
t,1 (0)) holds. Let ρt := Logt(x).

Then Zρ := (dLogt)(Zx) ∈ Tρt(∂C̃0) since (dLogt)(Tx(f
−1
t,1 (0))) ⊂ Tρt(∂C̃0).

We choose logarithmic polar coordinates (ρi, ηi)i on (C∗)k as in §5. Then by
(5.7) Zx =

∑
i ρi∂ρi and hence Zρ = (1/ log t)

∑
i ρi∂ρi . So it follows that a line

through the origin is tangent to ∂C̃0. Something like this cannot hold if we replace
C̃0 by C0 since C0 is a convex (we define the tangent bundle to C0 as the kernel of
the outward conormal bundle).

It follows that the statement is also false for C̃0 since by [Zho20, Propositions
1.12, 1.13] the Hausdorff distance between ∂C̃0 and ∂C0 goes to zero as (ϵi)i → 0,
and the same is true for the unit outward conormal bundles (see also [Abo06,
Lemma 4.6]). □

Below D(WF(−)) stands for the Karoubian closure of the pretriangulated closure
of WF(−).

Theorem 7.5 ([GS22, Theorem 1.0.1]). Assume A, ν, T , ψ and the cutoff func-
tions are as stated in the beginning of this section. Let Σ be the stacky fan deter-
mined by T and let XΣ (see §3.6) be the associated toric stack.

Let (M,F ) be a Liouville pair in (T (SN∗), f−1
t,1 (0)) as in Proposition 7.3. We

equip T (SN∗) = C∗k with the canonical grading on a torus introduced in §5.6 and
we equip F (and hence f−1

t,1 (0)) with the restricted grading as defined in Definition
4.25. Finally we equip f−1

t,1 (0) with the trivial background class.
Then for t ≫ 0 we have D(WF(f−1

t,1 (0))C)
∼= Db(coh(∂XΣ)) where ∂XΣ is the

toric boundary divisor of XΣ, i.e. the complement of the generic orbit.

Proof. For the benefit of the reader we sketch the proof given in loc. cit., making
sure that the grading and background class are the expected ones. We consider the
symplectomorphism (see (5.11), (5.4))

(7.1) id×Φψ : C∗k = T (SN∗) → T ∗(SN∗).

Put
f̃t,0 = ft,0 ◦ (id×Φψ)

−1

and M̃ = (id×Φψ)(M), F̃ = (id×Φψ)(F ). Hence (M̃, F̃ ) is a Liouville pair which
completes to (T ∗(SN∗), f̃−1

t,1 (0)). By Theorem 7.2, Skel(f̃−1
t,0 (0))

∼= Λ∞
Σ . By Lemma

5.20 the canonical gradings on T (SN∗) and T ∗(SN∗) correspond. Hence so do the re-
stricted gradings on f−1

t,1 (0) and f̃−1
t,1 (0) obtained via the Liouville pairs (M,F ) and

(M̃, F̃ ) (see Definition 4.25). Since SN∗ has free tangent bundle, the background
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class on T ∗(SN∗) coming from the Langrangion foliation is trivial (see §4.10.3).
Hence all constructions are compatible with trivial background classes.

For these gradings and (trivial) background classes we trivially have

(7.2) WF(f−1
t,1 (0)) = WF(f̃−1

t,1 (0))).

Furthermore by Theorem C.1 below f−1
t,1 (0) is (Morse-Bott) Weinstein and hence

the same is true for f̃−1
t.1 (0). Hence by [GPS, Theorem 1.4] we have

(7.3) D(WF(f̃−1
t,1 (0))

◦ ∼= µ shΛ∞
Σ
(Λ∞

Σ )c

where shΛ∞
Σ
(Λ∞

Σ ) is computed using the embedding Λ∞
Σ ↪→ T ∗,∞(SN∗). By [GS22,

Thm 7.4.1] Db(coh(∂XΣ)) ∼= (µ shΛ∞
Σ
(Λ∞

Σ )C)
c. By Grothendieck duality we have

Db(coh(∂XΣ))
◦ ∼= Db(coh(∂XΣ)). Combining this with (7.2) and (7.3) (with coef-

ficients extended from Z to C) finishes the proof. □

8. Grading and background class

8.1. Introduction. In this section we assume that we are in the setting of §7. Note
in loc. cit. we put a number of restrictions on A, ν, T , ψ, . . . which we will continue
to assume (in particular Convention 7.1). Throughout we assume that t ≫ 0 so
that the conclusions of §7 hold, as well as those of §6.2.

Our strategy will be to combine Theorems 6.1, 6.3 and 7.5 to obtain an equiva-
lence DWF(f−1

α (0)) ∼= Db(coh(∂XΣ)) on which we can then define an appropriate
monodromy action via Theorem 4.9 and §4.11. However to this end we have to
take care of gradings and background classes. For the background classes there is
nothing to do. We equip all Liouville manifolds with the trivial background class
which is clearly compatible with families so that we can combine Theorem 4.9 with
Theorem 4.31.

The gradings represent a more delicate problem. We have to put gradings on
the appropriate families of Liouville manifolds so that we can apply Theorem 4.17.
Unfortunately the grading used in Theorem 7.5 is specific for f−1

t,1 (0). So it is not
obvious that it can for example be extended to the family (f−1

t,s (0))s. Therefore in
this section we will show:

Proposition 8.1. The grading on f−1
t,1 (0) used in Theorem 7.5 is obtained from

the restriction of the canonical grading on C∗k (see §5.6) to the zero fiber of ft,1
via the construction in Definition 4.22.

Obviously the canonical grading on C∗k can be restricted to any hypersurface
f−1(0) where f satisfies the assumptions as in §4.9.3. So it can be defined in families
of hypersurfaces. We will call this the natural grading. The grading on f−1

t,1 (0) used
in Theorem 7.5 will be called the special grading.

8.2. Pants cover.

8.2.1. The general case. For use below we summarize some results from [Abo06],
[Mik04], [GS22, §6.1.3]. We place ourselves in the setting of §3 and we will freely
use notations from there. However we will make our notations more explicit by
writing f−1

A,ν,α,t,1(0) for f−1
t,1 (0). We assume throughout t ≫ 0. We will sometimes

need to choose appropriate cutoff functions but this is harmless as explained in
Remark 3.9.
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A translated P-pants is a Laurent hypersurface in C∗k of the form

(8.1) β0t
−ν0xb0 + · · ·+ βkt

−νkxbk = 0

such that βi ̸= 0 for all i and such that the affine span of B = {b0, b1, . . . , bk} is a
translated cofinite lattice in Zk. A translated P-pants can be tailored as in §3.4.

If B is a maximal face of ∆ν then we may consider

OB = {x ∈ f−1
A,ν,α,t,1(0) | τ(Logt x) ⊂ B}

We may define suitable cut-off functions χbi such that

OB = {x ∈ f−1
B,νB ,β,t,1

(0) | τ(Logt x) ∈ B}

where the (νB , β) are the restrictions of (ν, α). We clearly have

(8.2) f−1
t,1 (0) =

⋃
B∈∆facets

ν

OB

Moreover OB is a deformation retract of f−1
B,νB ,β,t,1

(0).

Definition 8.2. We call (8.2) the (truncated) P-pants cover of f−1
A,ν,α,t,1(0).

A special case of translated P-pants are ordinary translated pants which are
Laurent hypersurfaces in C∗k of the form

−1 + t−ν1x1 + · · ·+ t−νkxk = 0

In other words they are equal to f−1
Ek,ν,ϵ,t,1

(0) with Ek := {0} ∪ {ei|1 ≤ i ≤ k},
where the ei are the standard basis vectors in Zk and where ϵ0 = −1, ϵi = 1 for
i > 0.

For future use we note that if in (8.1) we have β0 = −1, βi = 1 for i > 0 and
b0 = 0 then with a suitable choice of cut-off functions (χbi)i there is a commutative
diagram

(8.3)
C∗k C∗k

C

ι

fB,ν,β,t,1 fEk,ν,ϵ,t,1

where the top row is the étale map

(8.4) ι : C∗k → C∗k : x 7→ (xb1 , . . . , xbk)

8.2.2. The star-shaped case. Now assume furthermore that the triangulation ∆ν is
star-shaped and that C∗k is equipped with a smoothed homogeneous potential ψ
of degree two adapted to C0 (see Definition 5.9). Since α is now constant by
Convention 7.1, we drop it from the notation. The P-pants cover corresponds to
the facets of ∆ν and these in turn correspond to the vertices of C0. If we write C0,B

for C0 of the tropical amoeba of f−1
B,νB ,t,1

(0) then C0,B is the cone spanned by C0

at the vertex corresponding to B. It follows from Lemma 5.1 that ψ is adapted to
all C0,B .

In the star shaped case Skel(f−1
t,1 (0)) was computed in [GS22] and [Zho20] and

it is compatible with the P-pants cover. In other words if we write

Skel(f−1
t,1 (0)) =

⋃
B∈∆facets

ν

OB ∩ Skel(f−1
t,1 (0))
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then
OB ∩ Skel(f−1

t,1 (0)) = OB ∩ Skel(f−1
B,νB ,t,1

(0))

and furthermore OB ∩ Skel(f−1
B,νB ,t,1

(0)) is a deformation retract of OB .

8.3. The special grading and the natural grading coincide. Let γ be the
difference between the two gradings. According to Lemma 4.13 γ ∈ H1(f−1

t,1 (0),Z).
We have to prove γ = 0. This will follow from the following three claims.

(1) The P-pants cover (8.2) yields an inclusion

H1(f−1
t,1 (0),Z) ↪→

⊕
B∈∆facets

ν

H1(OB ,Z) ∼=
⊕

B∈∆facets
ν

H1(f−1
B,νB ,t,1

(0),Z)

which sends γ to (γB)B where γB represents the difference between the
special grading and the natural grading on f−1

B,ηB ,t,1
(0) (see Remark 8.4

below for a better result).
(2) The class γ on a translated tailored P-pants is induced by pullback of the

corresponding translated tailored pants via the map ι in (8.4).
(3) The class γ is trivial on translated tailored pants.

We now prove these claims.
(1) This follows by induction on the number of P-pants and the Mayer-Vietoris

sequence for the gluing of a new P-pants with the union of the earlier ones.
(2) We have to be bit careful here since the pullback of ι does not preserve

the ambient canonical grading on C∗k. However as we are only concerned
with the difference of two gradings, this does not matter. By Lemma 5.11
we may put a potential, which is homogeneous of degree two outside a
compact set, on the target of ι such that ι is an étale map of Liouville
manifolds. Hence the pullback of the ambient Liouville vector field is the
ambient Liouville vector field. Similarly the vector field ξ in Definition 4.22
is compatible with pullback via (8.3). Hence (2) follows.

(3) Let Pk = f−1
t,1 (0) be a translated tailored pants (of real dimension 2k − 2)

with equation (writing χi(x) for χbi(Logt x)):

−χ0(x) + t−ν1χ1(x)x1 + · · ·+ t−νkχk(x)xk = 0

(recall that by convention here νi > 0 for i = 1, . . . , k) and let S be its skele-
ton. By Lemma 4.23 it suffices to show that S → S1 : m 7→ arg(dft,1(Zm))
induces the trivial map after applying H1(−,Z) (recall that this makes
sense by Lemma 7.4).

To start we have to understand H1(S,Z) = H1(Pk,Z). We note that
by the description of the skeleton in [Zho20, Proposition 5.5] S contains
loops γi corresponding to the minima of ψ on the k coordinate half-lines
in ∂C0. Concretely near such a minimum the equation of Ok is given by

t−ν1x1 + · · ·+ t−νi−1xi−1 + t−νi+1xi+1 + · · ·+ t−νkxk = 1

and γi is defined by:

γi : S
1 → Ok : θ 7→ (y1, . . . , yi−1, yie

iθ, yi+1, . . . , yk)

for some fixed (y1, . . . , yk) ∈ Rk>0.
The (γi)i generate H1(Pk,Z) but for our purposes it is sufficient that

they generate up to torsion. This clear for k > 2 since as by Lemma 8.3
below the map H1(f

−1
t,1 (0),Z) → H1(C∗k,Z) is an isomorphism and the γ’s
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clearly generate H1(C∗k,Z). For k = 2 we find that the γ’s are at least
independent so it is sufficient to check that rkH1(Ok,Z) = 2. This follows
from the fact that a two-dimensional pair of pants is a thrice punctured
sphere.

Using (5.9) we get on the image of γi:

dft,1(Zγi(θ)) = Zγi(θ)(ft,1)

=
∑
j

log |xj |(xj∂xj + x̄j∂x̄j )(ft,1)

∣∣∣∣
x=γi(θ)

= t−ν1 log |y1|y1 + · · ·+ t−νi−1 log |yi−1|yi−1

+ t−νi+1 log |yi+1|yi+1 + · · ·+ t−νk log |yk|yk
The fact that this is constant finishes the proof.

We used the following lemma.

Lemma 8.3. The restriction maps H1(f
−1
t,1 (0),Z) → H1(C∗k,Z), H1(C∗k,Z) →

H1(f−1
t,1 (0),Z) are isomorphisms.

Proof. By the universal coefficient theorem, it suffices to prove the lemma for ho-
mology. Let F =

⋃
s∈[0,1] f

−1
t,s (0) ⊂ C∗k × [0, 1]. This is a trivial family by [Abo06,

Proposition 4.9]. For s ∈ [0, 1] we have the following diagram of pushforward maps

H1(F,Z) //

��

H1(C∗k × [0, 1],Z)

��
H1(f

−1
t,s (0),Z) // H1(C∗k,Z).

The vertical maps are isomorphisms and by [Oka91, Corollary (1.1.1)] the bottom
horizontal map is an isomorphism for s = 0 (since k > 2 and f−1

t,0 (0) is defined by a
Laurent polynomial). Hence the upper horizontal map (which does not involve s)
is an isomorphism. It follows that the lower horizontal map is an isomorphism for
all s, in particular for s = 1. Thus the claim is proved. □

Remark 8.4. Although we do not use it, it is interesting to observe that for k > 2
a grading on f−1

t,1 (0) is in fact determined by the restriction to a single arbitrary
truncated tailored translated P-pants OB .

If B is a maximal simplex in ∆ν then we have, using Lemma 8.3, a commutative
diagram.

H1(f−1
t,1 (0),Z)

H1(C∗k,Z) H1(OB ,Z)∼=

∼=

It follows that the right most diagonal map is an isomorphism as well.

9. HMS action of the fundamental group of the SKMS

For a commutative ring let HoR(A∞) be the homotopy category of R-linear Z-
graded A∞-categories, i.e. the category or R-linear Z-graded A∞-categories with
A∞-equivalences formally inverted [COS19].
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If M is a Liouville manifold equipped with a grading and background class
then WF(M) denotes the corresponding wrapped Fukaya category as introduced
in [GPS20]. In particular WF(M) is an object in HoZ(A∞).

Theorem 9.1. Let α ∈ CA − V (A). Let f−1
α (0) be equipped with the restriction

of the toric Kähler structure on (C∗)k as in §6.1 and hence in particular with
the corresponding symplectic/Liouville forms. We equip f−1

α (0) with the trivial
background class and the natural grading as a hypersurface in a torus (see §8.1).
There exists a natural action of π1(KXΣ

, α) on WF(f−1
α (0)) considered as an object

in HoZ(A∞).

Proof. The proof consist of several steps where we use the results from previous
sections. Throughout we silently use Theorems 4.17 and 4.31 to ensure that our
constructions are compatible with the gradings and the background classes.

(1) From Theorem 6.1 we obtain that (f−1
α (0))α∈CA−V (A) is a family of Liouville

manifolds which locally has families of generating Liouville domains.
(2) Let γ : [0, 1] → CA−V (A) be a path. By (1) we may apply the Moser lemma

in this setting, Theorem 4.9, to obtain an isotopy ργ,t : f−1
γ(0)(0) → f−1

γ(t)(0),
t ∈ [0, 1], of Liouville manifolds.

(3) In particular if γ(0) = γ(1) then we obtain an automorphism ργ,1 of the Li-
ouville manifold f−1

γ(0)(0). Using Proposition 4.32 we obtain a corresponding
A∞-auto-equivalence of WF(f−1

γ(0)(0)).
(4) The autoequivalence in (3) depends on the actual path γ (and not only its

homotopy class) and the chosen isotopy ργ,t. However it follows from Corol-
lary 4.35 that different choices give rise to A∞-homotopic auto-equivalences.
We obtain an action of π1(CA− V (A), α) on the wrapped Fukaya category
WF(f−1

α (0)) considered as an object in HoZ(A∞).
(5) Thanks to the presentation (3.2) of π1(KA, α) we have to prove that the

image of π1((C∗)k, 1) acts trivially on WF(f−1
α (0)). We have π1((C∗)k, 1) =

π1((S
1)k, 1) and the (S1)k action on (C∗)k preserves the Kähler form (see

(5.1)). Hence the action of the elements of a path γ : [0, 1] → (S1)k

with γ(0) = γ(1) = 1 (i.e. γ ∈ π1((S
1)k, 1)) yields an isotopy of Liouville

manifolds ργ·α,t : f−1
α (0) → f−1

γ(t)·α(0). But this isotopy is such that ργ·α,1 is
the identity (as it is the action by the identity element of (S1)k). It follows
that the image of π1((C∗)k, 1) under the first arrow in (3.2) does indeed act
trivially on WF(f−1

α (0)). This yields the desired result. □

Theorem 9.2. We assume 0 ̸∈ Πν . Let α ∈ CA−V (A). Let f−1
t,0 (0) = f−1

α (0), resp.
f−1
t,1 (0), be equipped with the restriction of the Kähler structure coming from a toric,

resp. any smoothed homogeneous degree 2, potential on (C∗)k as in §6.218 and hence
in particular with the corresponding symplectic/Liouville forms. Equip f−1

α (0) with
the Z-grading and (trivial) background class as in Theorem 9.1. Similarly equip
f−1
t,1 (0) with the grading and (trivial) background class as in Theorem 7.5. Then

there is an isomorphism WF(f−1
α (0)) ∼= WF(f−1

t,1 (0)) in HoZ(A∞).

Proof. We use a similar but somewhat more involved argument as in the proof of
Theorem 9.1. As before, throughout we silently use Theorems 4.17 and 4.31. The
steps are as follows.

18For this we need to impose the assumption 0 ̸∈ Πν .
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(1) Let ψ0, ψ1 be the toric, resp. the smoothed homogeneous degree 2 potential
from the statement of the theorem. Set ψs = sψ1 +(1− s)ψ0, which is still
a smoothed homogeneous degree 2 potential by Lemma 5.8, and let θs be
the corresponding Liouville form. From Theorem 6.3 we obtain that for
t≫ 0, the family (f−1

t,s (0), θs)s∈[0,1] is a family of Liouville manifolds which
locally has families of generating Liouville domains.

(2) Applying Moser’s lemma, Theorem 4.9, we obtain an isomorphism of Li-
ouville manifolds (f−1

t,0 (0), θ0)
∼= (ft,1

−1(0), θ1). Since t ≫ 0 we have
αν := (αit

−ν(ai))i ̸∈ V (A) by Lemma 3.8. Choosing an arbitrary path in
(C∗)A−V (A) connecting α and αν we obtain from (2) in the proof of Theo-
rem 9.1 an isomorphism of Liouville manifolds (with the Liouville structure
coming from the toric potential) f−1

t,0 (0) = f−1
αν

(0) ∼= f−1
α (0). Combin-

ing the two isomorphisms yields by Proposition 4.32 an A∞-equivalence
WF(f−1

α (0), θ0) ∼= WF(f−1
t,1 (0), θ1). □

Hence combining Lemma 3.7, Theorem 9.1, Theorem 9.2 and Theorem 7.5 we
obtain:

Corollary 9.3. Assume 0 ∈ A ⊂ Zk, |A| > 1, and assume that P = conv(A) is
equipped with a star-shaped triangulation T with vertices A as in §3.6. Denote the
associated stacky fan by Σ. Assume that a strictly convex function ν : A→ R exists
whose associated triangulation coincides with T . Under these hypotheses there is a
natural action of π1(KA) on Db(coh(∂XΣ)) considered as an object in HoC(A∞).

Remark 9.4. The existence of ν is equivalent with XΣ being quasi-projective. This
follows from [CLS11, Propositions 14.4.1, 14.4.9, 15.2.9 (and 7.2.9)].

10. The Grothendieck group of a toric stack and its boundary

For notations regarding stacky fans see §3.6. We will prove the following result.

Theorem 10.1. Assume that Σ is a pure full dimensional simplicial stacky fan
and put X = XΣ. Furthermore let i : ∂X ↪→ X be the inclusion. Then we have an
exact sequence

(10.1) 0 → X(T )
∂−→ K0(coh(∂X))

i∗−→ K0(X)
rk−→ Z → 0

where ∂(χ) for χ ∈ X(T ) is defined as follows. The character χ : T → C∗ defines
a unit in O(T ). The map χ : OT → OT : f 7→ χf can be extended to a map
χ̃ : I → OX where I ⊂ OX is such that the support of OX/I is contained in ∂X.
Then ∂(χ) = [coker χ̃]− [OX/I] ∈ K0(coh∂X(X)) ∼= K0(coh(∂X)).

Lemma 10.2. The map ∂ in (10.1) is injective.

Proof. Let σ be a cone in Σ. By considering the restriction for Xσ → X we see
that we may assume that Σ is a maximal simplicial cone. Hence we may assume
that X = An/G where G is a finite abelian group acting diagonally on An and
T = T/G where T = (C∗)n acts on An via the canonical coordinates (x1, . . . , xn).
We write Ȳ for the coarse moduli space of a DM-stack Y . We put Xi = {xi =
0}/G and we let ηi be the generic point of X̄i. We obtain additive functions
li : K0(coh(∂X)) → Z which send [F ] to the length19 of Fηi . We claim that the

19We can talk about length since coherent sheaves on ηi ×X̄ X have finite length.
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composition X(T ) → K0(coh(∂X))
(li)i−−−→ Zn is injective. To see this let χi be a

non-zero T -weight of O(
⋂
j ̸=i X̄j) with corresponding weight vector mi ∈ O(X̄).

Then li(∂(χi)) = lengthηi(OX/miOX) > 0 (to see the first inequality note that in
this case one may choose I = OX) whereas lj(∂(χi)) = 0 for j ̸= i. This proves
what we want. □

Recall that if R is a commutative ring then there is a canonical map R∗ → K1(R)
which is an isomorphism if R is a field.

Lemma 10.3. Let T be an algebraic torus. Then the map O(T )∗ → K1(T ) is an
isomorphism.

Proof. We use induction on dimT . If T is zero dimensional then the claim follows
from the fact that O(T ) = C. Otherwise write T = T ′ × C∗. Then we have
O(T ) = O(T ′)[z, z−1]. Since O(T ′) is regular, by [Wei13, Theorem 3.6] we have an
isomorphism

(10.2) K1(O(T ′))⊕K0(O(T ′)) → K1(O(T ′)[z, z−1]).

The first component is obtained from the inclusion O(T ′) → O(T ′)[z, z−1] and the
second component sends P to Pz (where z ∈ O(T ′)[z, z−1]∗ is viewed as a class
in K1(O(T ′)[z, z−1])). By induction we have K1(O(T ′)) = O(T ′)∗ and we also
have K0(O(T ′)) = Z. Under the second component of (10.2) Z ∼= K0(O(T ′)) →
K1(O(T ′)[z, z−1]), 1 is sent to z and hence n = 1 + · · ·+ 1︸ ︷︷ ︸

n

is sent to z · · · z︸ ︷︷ ︸
n

= zn.

Thus if we identify O(T ′)∗⊕Z with O(T )∗ via (u, n) 7→ uzn then (10.2) corresponds
to the canonical map O(T )∗ → K1(T ). This finishes the induction step and the
proof. □

Proof of Theorem 10.1. According to [Hel65, Theorem 10.2] there is an exact se-
quence20

K1(T )
∂−→ K0(coh∂X(X)) → K0(X) → K0(T ) → 0.

This translates immediately into the sequence (10.1), except for the left most map.
By Lemma 10.3 we have K1(T ) = O(T )∗ = C∗ ⊕ X(T ). Using the formula in
[Hel65, Proposition 7.5] one checks that ∂ restricted to X(T ) coincides with the
description we have given in the statement of the theorem. A similar verification
shows that ∂ restricted to C∗ is zero. This finishes the proof. □

To complete the discussion we give some further information on K0(X) in the
setting of Theorem 10.1. If σ is a maximal cone then we put c(σ) := |N/Nσ| where
Nσ is the lattice spanned by the vτ for the one-dimensional cones τ contained in σ.
If Σ is smooth then c(σ) = 1 for all σ.

Theorem 10.4 ([BH06, Hua17]). Assume that Σ is a pure full-dimensional sim-
plicial stacky fan and put X = XΣ. In each of the following cases:

(1) Σ is a complete fan;
(2) Σ is a triangulation of a cone;

K0(X) is a finitely generated free abelian group whose rank is
∑
σ c(σ) where the

sum runs over the maximal cones in Σ.

20Note that [Hel65] does not use Quillen K-theory. However K1(T ) as defined in loc. cit.
coincides with Quillen K-theory because of [Hel65, Propositions 8.6, 8.9].
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Proof. The conditions given in the theorem imply that the Stanley-Reisner ring
[BH93, Definition 5.1.2] of Σ is Cohen-Macaulay by [BH93, Theorem 5.1.13, Corol-
lary 5.3.9]. It then follows as in [Hua17, Theorem 2.2] that K0(X) is a free Z-
module.

From [BH06, Theorem 5.5, Remark 3.11] we obtain that the rank of K0(X) is
the evaluation at 1 of the fractional polynomial

(10.3) (1− t)rkN
∑

n∈|Σ|∩N

tdegn

where deg n is defined as follows. Let σ be a cone in Σ which contains n. Then
n =

∑
τ nτvτ where nτ ∈ Q and τ runs over the one-dimensional cones in σ. We

put deg n =
∑
τ nτ ∈ Q (this does not depend on σ).

It is not hard to see that the lower dimensional cones do not contribute to (10.3),
after setting t = 1. Hence it is sufficient to understand the case that Σ consists of
a single full-dimensional simplicial cone σ. In that case (10.3) becomes a sum over
cosets of Nσ in N , each coset giving the same contribution after setting t = 1. So
finally we have to understand the sum

(1− t)rkN
∑

n∈|Σ|∩Nσ

tdegn

which is clearly equal to one. □

Remark 10.5. Some restrictions on Σ are required for the conclusions of Theorem
10.4 to hold, even if X is a scheme. For example K0(X) is not always torsion free
(see the example by Lev Borisov given in [Hua17, Example 4.1]). Moreover the rank
of K0(X) is not always given by the maximal cones. For example, consider the case
N = Z2 and Σ consists of two cones, spanned respectively by {(1, 0), (0, 1)} and
{(−1, 0), (0,−1)}. Then X is the complement of two points in P1 ×P1. Since these
points have the same class in K0(P1 × P1) ∼= Z4 we conclude that rkK0(X) = 3
whereas Theorem 10.4 would have predicted rkK0(X) = 2.

11. Induced HMS: singular cohomology vs Grothendieck group

If A is a A∞-category then Tw(A) denotes is pretriangulated closure of A (this
might not be idempotent complete). In our notations we sometimes write A when
strictly speaking we mean H0(A). As before D(A) is the Karoubian closure of
Tw(A).

11.1. Partially wrapped Fukaya categories of Liouville pairs. Let (M,F )

be a Liouville pair (see §4.9.4). For Y ⊂ ∂M let Y∞ ⊂ ∂∞M̂
21 be the image of Y

under the Liouville flow. Then we write22 WF(M̂, F∞) for the partially wrapped
Fukaya category of M̂ with a stop given by F∞ [GPS24, §1.1]. We summarize some
facts about partially wrapped Fukaya categories we use below.

(F1) By [GPS24, (1.3)] the natural23 functor

WF(M̂, F∞) → WF(M̂, Skel(F )∞)

21For a Liouville manifold (N, θ) we define ∂∞N as the set of unbounded Zθ-orbits. As a
topological space ∂∞N = (N − Skel(N))/(Liouville flow).

22Sometimes the Liouville pair is defined to be (M̂, F∞) instead of (M,F ).
23By a natural functor we mean a functor that is the identity on objects.
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is a quasi-equivalence.
(F2) The Reeb flow on ∂M is transversal to F . If B = [ϵ, ϵ] × F ⊂ ∂M is a

corresponding thickening of F then (a smoothing of)

M̃ := M̂ − int(B)× R>0

(where the embedding B ×R>0 ⊂ M̂ is obtained by applying the Liouville
flow to B) defines a Liouville sector with boundary ∂M̃ ∼= F̂ × R (see
[GPS20, Lemma 2.13]). The natural functor

(11.1) WF(M̃) → WF(M̂, F∞)

is also a quasi-equivalence (see [GPS24, (1.2), Corollary 3.9]).
(F3) There is a standard functor

(11.2) ∪ : WF(F̂ ) → WF(M̃)

(see [GPS, §7.3, (7.12)]) whose construction is as follows. Let V be the
sub-Liouville sector of CRe≥0 of the form

V = {z ∈ CRe≥0 | Re z ≤ ϵ} ∪ {z ∈ CRe≥0 | | arg θ| ≥ θ0}
for ϵ > 0, θ0 ∈]0, π/2[ (see (11.6) below). We assume that the Liouville
structure on V is deformed in such a way that V is exact (see [GPS20,
Proposition 2.25]) so that V × F̂ is (after smoothing) the product of the
Liouville sector V and the Liouville sector F̂ . It follows from [GPS20,
Proposition 2.25] that there is an embedding h : V × F̂ ↪→ M̃ for suitable
ϵ, θ0. Choose a conical exact Lagrangian l in V as in (11.6) below. Then
∪(L) for a conical exact Lagrangian in F̂ is given by the image of l×̃L under
h where ×̃ is the conicalized product defined in [GPS24, §7].

(F4) We may interpret (11.2) as a functor

∪ : WF(F̂ ) → WF(M̂, Skel(F )∞)

via the quasi-equivalence (11.1). In case F̂ is Weinstein, ∪ sends the closed
cocores24 in F̂ to the corresponding linking disks in WF(M̂, Skel(F )∞) (see
[GPS24, 1st paragraph of §1.4]).

(F5) If F̂ is Weinstein and all cocores are properly embedded then Tw(WF(F̂ ))
is generated by the cocores [GPS24, Theorem 1.13].

11.2. The Lazarev map. We recall the following25.

Theorem 11.1 ([Laz22, Theorem 1.4]). Let M be a either a 2d-dimensional Li-
ouville manifold which is isomorphic (cfr §4.1) to a Weinstein manifold or else a
Weinstein sector.26 For an exact conical Lagrangian L we write c(L) ∈ Hd(M,Z)
for the cohomology class of L. We use [L] for the class of L in K0(Tw(WF(M)).
We have

24By cocores we mean cocores that are Lagrangian, i.e. whose dimension is half the dimension
of the symplectic manifold. In loc.cit. these are called “cocores of critical handles”.

25In loc. cit. this result is actually stated for Weinstein domains. However one checks that for
a Liouville domain N , the functor WF(N) → WF(N̂) which sends a Lagrangian with Legendrian
boundary to its conical completion is quasi-fully faithful and essentially surjective. To see this
last fact one may deform the Weinstein structure a bit such that WF(N̂) is generated by cocores
(see (F5))

26A Weinstein sector is a sector constructed from a Liouville pair (M,F ) as in (F2) such that
M̂ and F̂ are both Weinstein.
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(1) every element of Hd(M,Z) is of the form c(L) for an exact conical La-
grangian L in M ;

(2) if L1, L2 are exact conical Lagrangians in M then equality c(L1) = c(L2)
in Hd(M,Z) implies equality [L1] = [L2] in K0(Tw(WF(M)))).

In other words there is a well-defined surjective map

(11.3) L : Hd(M,Z) → K0(Tw(WF(M))) : c(L) 7→ [L]

Proof. This result for a Liouville manifold is stated in loc. cit. in the case that M
is Weinstein.27 However it is clear that (1,2) are preserved under isomorphisms of
Liouville manifolds. The corresponding result for Weinstein sectors follows from
[Laz22, Proposition 2.15]. □

Theorem 11.2. Assume (M,F ) is a Liouville pair such that M̂ , F̂ are both We-
instein with dimM = 2d. Then there is a commutative diagram

(11.4)
Hd−1(F̂ ,Z) Hd(M̃, F̂ ,Z)

K0(Tw(WF(F̂ ))) K0(Tw(WF(M̃)))

L

∂

L

∪

where M̃ has been defined in (F2).

Proof. M̂ is the convex completion of M̃ (see [GPS20, §2.7]). It is obtained by
replacing V × F̂ ⊂ M̃ (described in (F3)) by Ṽ × F̂ where Ṽ := CRe≤0 ∪ V . In
particular the inclusion i : M̃ → M̂ is a homotopy equivalence. It is therefore
sufficient to prove that the following diagram is commutative

(11.5)
Hd−1(F̂ ,Z) Hd(M̂, F̂ ,Z)

K0(Tw(WF(F̂ ))) K0(Tw(WF(M̃)))

L

∂

L ◦i∗

∪

Let ℓ ∈ Hd−1(F̂ ,Z). By Theorem 11.1(1) ℓ = c(L) for some exact conical La-
grangian L in F̂ . So in particular by (11.3) L(ℓ) = L(c(L)) = [L]. Then by (F3) we
have (∪ ◦ L)(ℓ) = [l×̃L] = L(c(l×̃L)) = L(c(l×L)) = (L ◦i∗)(c(l×L)) where in the
rightmost expression we consider l to be contained in Ṽ via the inclusion V ⊂ Ṽ .
Hence to verify the commutativity of (11.5) it is sufficient to check ∂(c(L)) = c(l×L)
for exact conic Lagrangians L in F̂ .

It follows from the well-known description of ∂ that ∂(c(L)) = c(S1×L) where S1

is a small circle around the origin in Ṽ and S1×L is embedded in M̂ via the inclusion
Ṽ × F̂ ⊂ M̂ . So we need to prove c(l × L) = c(S1 × L). To this end we choose an
open subset j0 : U ↪→ V as in (11.6) below and we let M̂U ⊂ M̂ be obtained from
M̂ by replacing int(Ṽ ) × F̂ ⊂ M̂ by U × F̂ . Since the inclusion j : M̂U → M̂ is
a homotopy equivalence it is sufficient to show that j∗(c(l × L)) = j∗(c(S1 × L)).
Since cohomology classes commute with pullback, this amounts to showing that
c(j−1

0 (l) × L) = c(j−1
0 (S1) × L). This is true because j−1

0 (l) and j−1
0 (S1) are

homotopy equivalent (as can be seen from (11.6)).

27Theorem in loc.cit. is stated for Z2-coefficients and Z2-grading. However, in the paragraph
after Theorem 1.8 in loc.cit. it is stated that it holds also in the case of Z-coefficients and Z-grading.
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(11.6)

CRe≤0

Re=0

0

S1

l U
V

CRe≥0

□

11.3. Liouville pairs in the toric setting. With the notation of §3 we put
Dα = f−1

α (0) for α ̸∈ V (A). If we are in the setting of §7 then we also put
Dtl := f−1

t,1 (0). In that case we also assume that 1 ≫ ϵ2 > ϵ1 > 0 and t≫ 0 so that
all prior results apply.

According to Proposition 7.3 the pair ((C∗)k, Dtl) contains a Liouville pair
(M,F ). Note that M̂ = (C∗)k. We write WF((C∗)k, Dtl) := WF((C∗)k, F∞).

According to Theorem 7.2 we have an isomorphism of pairs

(11.7) ((C∗)k,Skel(F )∞) ∼= (T ∗(SN∗),Λ∞
Σ )

where Λ∞
Σ is the FLTZ-skeleton (see §3.7). By Lemma 5.20 this isomorphism is

compatible with gradings.

11.4. Homological mirror symmetry for pairs. Let Σ be a toric fan. Com-
bining [GPS, Theorem 1.1] with [Kuw20, Theorem 1.2] yields an equivalence of
categories

HMS1 : D(WF(T ∗(SN∗),Λ∞
Σ )C) ∼= Db(coh(XΣ)).

If Σ is a smooth fan with XΣ quasi-projective then an alternative construction of
such an equivalence has been given in [HH22, Corollary D].28 We denote it HMS2.
We will use properties of both constructions but we will not use that they are the
same as this seems to be unknown (see [HH22, Remark 1.2]).

28[HH22] work mostly in the setting of projective varieties, however the referred result is stated
in a greater generality of quasi-projective varieties.
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If we are in the setting of §7 then there is a commutative diagram [GS22, Figure
6]

(11.8)
D(WF(Dtl)C) D(WF((C∗)k, Dtl)C)

Db(coh(∂X)) Db(coh(X)).

HMS∼=

∪

HMS1
∼=

The left arrow is the one described in Theorem 7.5. The right arrow is constructed
via the isomorphism of pairs (11.7). The top arrow is obtained from (F4). The
bottom arrow is the pushforward.

11.5. A result on idempotent completion. Let us start with a conjecture.

Conjecture 11.3. The canonical map

Tw(WF(Dα)) → D(WF(Dα))

is an equivalence. In other words Tw(WF(Dα)) is idempotent complete.

We can prove this conjecture in a particular case.

Proposition 11.4. Assume that we are in the setting of §7 and that A consists of
all lattice points of P = conv(A). Then Conjecture 11.3 is true.

Proof. Although this is a purely symplectic statement we have no intrinsic proof
for it, and our proof relies on homological mirror symmetry.

Given that A is the set of vertices of the triangulation T of P , with all elements
of A, except possibly zero, being contained in ∂P , this implies that the cones in Σ
are smooth. This implies that X := XΣ is a smooth scheme and by Remark 9.4 it
is quasi-projective so that we can use the results from [HH22].

By Theorem 9.2 it suffices to prove Conjecture 11.3 with Dα replaced by Dtl.
Let D be the full subcategory of

D(WF((C∗)k, Dtl)C) ∼= D(WF(T ∗(SN∗),Λ∞
Σ )C)

(cfr (11.7)) generated by the linking disks. An inductive application of the proof
of [HH22, Proposition 6.8] shows that HMS2(D) ⊂ Db(coh(X)) is generated by
the set of line bundles on the irreducible divisors in the toric boundary of X.
The latter generate the category Db(coh∂X(X)) so that we obtain an equivalence
D ∼= Db(coh∂X(X)) which yields that D is idempotent complete.

The Liouville manifold Dtl is Weinstein by Theorem C.1 below. Moreover, the
cocores are properly embedded by Lemma C.13 below. Hence, by (F4)(F5) the
objects of the image of Tw(WF(Dtl)C) by the functor ∪ generate D.

Let D′ be the subcategory of D(WF((C∗)k, Dtl)C) generated by the image of
D(WF(Dtl)C) under ∪. Since Tw(WF((C∗)k, Dtl)C) ⊂ D(WF((C∗)k, Dtl)C) we
obtain from the previous paragraph that D ⊂ D′.

On the other hand D(WF((C∗)k, Dtl)C) is also the idempotent completion of
Tw(WF((C∗)k, Dtl)C) so D′ is contained in the idempotent completion of D. But
since D is idempotent complete we have in fact D′ ⊂ D. Thus we conclude D = D′.
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We obtain a commutative diagram

Tw(WF(Dtl)C)

D(WF(Dtl)C) D′

Db(coh(∂X)) Db(coh∂X(X)).

HMS∼=

∪

HMS1
∼=

where the lower square is obtained from (11.8), together with the fact that the
image of Db(coh(∂X)) in Db(coh(X)) generates Db(coh∂X(X)).

Applying K0(−) to this diagram, noting K0(∂X) ∼= K0(coh∂X(X)), we get

K0(Tw(WF(Dtl))C)

K0(D(WF(Dtl))C) K0(D′)

K0(∂X) K0(coh∂X(X)).

∼= ∼=
∼=

We conclude that all arrows in the latter diagram are isomorphisms. In particular
we get

K0(Tw(WF(Dtl))C) ∼= K0(D(WF(Dtl))C)

which implies Conjecture 11.3 by [Tho97, Theorem 2.1]. □

11.6. More on the Lazarev map. Note that on the nose we have a surjective
map

K0(Tw(WF(M))) → K0(Tw(WF(M))C)

and we denote the composition with L (see §11.2) by LC. This map is still surjective.
We state the following conjecture.

Conjecture 11.5. Claim (1,2) in the statement of Theorem 11.1 hold for Dα.
Moreover the resulting map LC (and hence L) is an isomorphism.

Proposition 11.6. Assume that we are in the setting of §7 and that A consists of
all lattice points of P = conv(A). Then Conjecture 11.5 is true.

Proof. By Theorem 9.2Dα
∼= Dtl. Moreover the Liouville manifoldDtl is Weinstein

by Theorem C.1 below. Hence (1,2) hold, i.e. LC is a well-defined surjective map.
It remains to show that LC is an isomorphism for M = Dtl. Note that as in the
proof of Proposition 11.4, Σ is smooth.

To prove that LC is an isomorphism it suffices to prove that source and target
are free and have the same rank.

• Hk−1(Dtl,Z) ∼= Hk−1(Dα,Z) ∼= Zk! vol(P )+k−1 by Proposition B.1(1,6).
• From Proposition 11.4 we get K0(Tw(WF(Dtl))C) ∼= K0(D(WF(Dtl))C).

From Theorem 7.5 we obtain a corresponding isomorphism of Grothendieck
groups K0(D(WF(Dtl)C)) ∼= K0(coh(∂X)). Since the cones in Σ are
smooth the simplices spanned by the generators of the one dimensional
cones have volume 1/k!. By Theorem 10.4 we obtain that rkK0(X) =
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k! vol(P ) (since c(σ) = 1). It follows from (10.1) that K0(coh(∂X)) is free
of rank k!vol(P ) + k − 1. This finishes the proof. □

11.7. Summary. Combining everything, we have proved the following result.

Proposition 11.7. Assume that we are in the setting of §7 and that A con-
sists of all lattice points of P = conv(A). There is an isomorphism of abelian
groups LC : Hk−1(Dα,Z) → K0(D(WF(Dα)C)) which is compatible with the action
of π1(KA, α) on Hk−1(Dα,C) described in Proposition B.1(7) and the action of
π1(KA, α) on K0(D(WF(Dα)C)) obtained from Theorem 9.1.

Proof. The isomorphism follows from Proposition 11.6. That it is compatible with
the action boils down to the fact that the family (Dα)α is locally trivial (by Theorem
6.1 and Theorem 4.9), which is used in the construction of the action in Proposition
B.1(7) and Theorem 9.1. □

11.8. The Gauss-Manin connection and the GKZ system. In this section
we assume that we are in the setting of §7 and that A consists of all lattice points
of P = conv(A).

Proposition 11.8. There is an isomorphism of exact sequences
(11.9)

0 Hk−1(C∗k,Z) Hk−1(Dα,Z) Hk(C∗k, Dα,Z) Hk(C∗k,Z) 0

0 X(T ) K0(coh(∂X)) K0(X) Z 0.

The dotted arrow will be constructed in the proof. The second vertical is the compo-
sition of the natural map from Proposition 11.7 with the HMS isomorphism, the top
row is a part of the l.e.s. associated to Dα ⊂ (C∗)k and the bottom row is (10.1).

Proof. We first construct an isotopy Dα → Dtl like in the proof of Theorem 9.2.
This extends to an isotopy ((C∗)k, Dα) → ((C∗)k, Dtl) as in [Abo06, Proposition
4.9], which yields a commuting square

(11.10)
Hk−1(Dα,Z) Hk((C∗)k, Dα,Z)

Hk−1(Dtl,Z) Hk((C∗)k, Dtl,Z).

∼= ∼=

There is a commutative diagram

(11.11)
Hk−1(Dtl,Z) Hk((C∗)k, Dtl,Z)

K0(D(WF(Dtl)C)) K0(D(WF((C∗)k, Dtl)C)).

L L

This diagram is a translation of (11.4) using (M,F ) as in §11.3 where we observe
that

H∗(M̃, F̂ ,Z) ∼= H∗(M̂, F̃ ,Z) ∼= H∗(M̂, F,Z) ∼= H∗((C∗)k, Dtl,Z)
where all the isomorphisms are obtained by invoking suitable homotopy equiva-
lences.

We claim that the vertical maps are isomorphisms. The left most map is an
isomorphism by Proposition 11.7. We claim that the right most map is also a
isomorphism.
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By [HH22, Corollaries D, 6.9] Tw(WF((C∗)k, Dtl)C) ∼= Db(coh(X)). It follows
that Tw(WF((C∗)k, Dtl)C) is idempotent complete and hence D(WF((C∗)k, Dtl)C)
∼= Tw(WF((C∗)k, Dtl)C) ∼= Db(coh(X)). The right most map in (11.11) is surjec-
tive with D replaced by Tw (see §11.2). So is sufficient to prove that source and
target have the same rank and that the source is a free abelian group. By Theorem
10.4, rk(K0(X)) = k!vol(P ). Moreover, Hk((C∗)k, Dtl,Z) ∼= Hk((C∗)k, Dα,Z) ∼=
Zk!vol(P ) by Proposition B.1(1,5), which finishes the proof of the claim.

Finally we repeat the commutative square (11.8) which was constructed in [GS22,
Figure 6]

(11.12)
D(WF(Dtl)C) D(WF((C∗)k, Dtl)C)

Db(coh(∂X)) Db(coh(X)).

HMS∼=

∪

HMS1
∼=

The construction of the dotted arrow in (11.9) as well as the commutativity of the
middle square follows by composing the diagrams (11.10)(11.11)(11.12). □

It follows from the proposition that we may define an induced action of π1(KX)
on K0(X) since the boundary terms in the cohomology sequence are preserved by
the action (the action is actually trivial on those two terms). In fact, this sequence
of π1(KX)-representations is well understood by the work of Reichelt, Stienstra as
mentioned in the introduction, cf. Proposition 1.6.

Corollary 11.9. The induced action on K0(X)C is obtained from the GKZ-system
corresponding to the matrix A with parameters β = 0.

12. Another induced action on the Grothendieck group of X

We assume we are in the setting of §7. Moreover, we assume that XΣ is a scheme
and conv(A) is a strongly convex cone.

Corollary 12.1. Assume that XΣ is a scheme. There is a natural action of
π1(KXΣ) on K0(XΣ) obtained from the action of π1(KXΣ) on Perf(∂X).

Remark 12.2. We expect the hypothesis that X is a scheme in Corollary 12.1 to be
superfluous.

Proof of Corollary 12.1. By Corollary 9.3 we have a natural action of π1(KXΣ
) on

Db(coh(∂XΣ)) as an object in Ho(A∞). By the standard Lemma 12.3 below this
implies that π1(KXΣ) acts on Perf(∂XΣ) as an object in HoC(A∞). Hence π1(KXΣ)
acts on the topological K-theory of ∂XΣ by [Bla16, Theorem 1.1.b].

By Lemma 12.5 below it follows thatK∗
top(∂XΣ) ∼= K∗

top(XΣ). BothK0 andK0
top

are additive functors (for the latter see [Bla16, Theorem 1.1.c]) and they agree on
affine spaces. Moreover there exists a natural transformation K0 → K0

top by [Bla16,
Theorem 1.1.d]. It follows from Lemma 12.4 below together with [TVdB18, Theo-
rem 2.7] that the natural morphismK0(XΣ) → K0

top(XΣ) is in fact an isomorphism.
Hence via the combined isomorphism K0(XΣ) ∼= K0

top(∂XΣ) we obtain the asserted
action. □

Lemma 12.3. Let M be a noetherian scheme. Then F ∈ Db(coh(M)) is perfect if
and only if for all G ∈ Db(coh(M)), RHomM (F,G) has bounded cohomology.
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Proof. We prove the nonobvious direction. By letting G be equal to the residue field
of OM,m for all m in M we reduce to the following classical statement: a bounded
complex F of finitely generated R-modules over a noetherian local ring R with
residue field K is perfect if and only if RHomR(F,K) has bounded cohomology. □

Lemma 12.4. Assume that XΣ is a scheme. Then XΣ has a stratification by affine
spaces.

Proof. Let σ be the cone spanned by P . Let λ be a sufficiently general element
of Zk ∩ σ. Then λ defines a Gm-action on XΣ. By looking at the open subsets
SpecZ[τ∨] of XΣ for τ ∈ Σ one sees that the fix points for the λ-action on XΣ

coincide with the torus fixed points and hence they are finite in number. Moreover
if x ∈ XΣ then limt→0 λ(t)π(x) for π : XΣ → Xσ exists as it is the unique fixed
point in Xσ. Since π is proper it follows that limt→0 λ(t)x also exists. Now use the
Białynicki-Birula decomposition of XΣ associated to the Gm-action given by λ. □

Lemma 12.5. Assume that XΣ is a scheme. Then ∂XΣ is a strong deformation
retract of XΣ.

Proof. As above let σ be the cone spanned by P . Let XΣ̄ be a compactification of
XΣ determined by the complete fan Σ̄ obtained from Σ by adjoining a 1-dimensional
cone R+u such that −u belongs to the interior of the cone σ and the corresponding
higher dimensional cones of the form Span(u, τ) for all τ ∈ ∂σ. The strictly convex
function ν (see §3.2,3.6) on Σ may be extended to a strictly convex piecewise linear
function ν̄ on Σ̄ by giving ν̄(u) a large positive value. Hence XΣ̄ is projective. Let
Q be a sufficiently large lattice normal polytope of Σ̄.

Let Sk be the k-dimensional compact real torus in (C∗)k. By [CLS11, (12.2.7)],
there is an Sk-equivariant homeomorphism ϕ : XΣ̄

∼=−→ (Sk × Q)/∼ where ∼ is
a suitable equivalence relation on Sk × ∂Q. Moreover, by the proof of [CLS11,
Theorem 12.2.5] ϕ(XΣ) = (Sk ×Qo)/∼ where Q◦ = Q− F with F being the facet
perpendicular to u and ϕ(∂XΣ) = (Sk × ∂Qo)/∼ where ∂Qo = ∂Q− F . Note that
∂Qo → Qo is a strong deformation retract, and thus so is Sk × ∂Qo → Sk ×Qo. As
it is compatible with ∼, we obtain a strong deformation retraction ∂XΣ → XΣ. □

Remark 12.6. Note that it is crucial for this argument that XΣ is not complete.
Indeed the result is trivially false in the complete case. For example ∂P1 consists
of two points which is not a strong deformation retract of P1.

13. Remarks on lifting the action to Db(X)

As before let X = XΣ for some toric fan Σ. While it follows from (11.9) that
the action of π1(KA) on K0(coh(∂X)) can be lifted to an action on K0(coh(X)),
it is not true in general that the action of π1(KA) on Db(coh(∂X)) can be lifted
to an action on Db(coh(X)). This is not very surprising as in general ∂X will
have many more derived autoequivalences than X. Nonetheless to make an actual
counterexample one needs to find an element of π1(KA) such that the corresponding
derived autoequivalence does not extend. This will be done in the next section. The
message is that KA can in general not be considered as the SKMS of X.

However, for crepant resolutions of Gorenstein affine toric varieties, we show
that KA coincides (modulo a copy of C∗) with the standard definition [DS14, Kit18].
In this case a number of examples are known where π1(KA) acts on Db(coh(X))
(see [HLS20, Kit18]).
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Remark 13.1. The difference between the general case and the Gorenstein case can
be understood if one realizes that the definition of KA involves the discriminant
locus of the Laurent polynomial f in the Hori-Vafa LG-model ((C∗)d, f) which is
mirror to X. This discriminant locus refers to the behaviour of the zero-fiber f−1(0)
of f . In the Gorenstein case f is homogeneous and hence the zero fiber is the worst
possible fiber. However in the general case, the zero fiber is not distinguished.

13.1. Example of non-lifting of the action of π1(KA) on Db(coh(X)). Here
we give an example of X where the action of π1(KA) on Db(coh(∂X)) does not lift
to Db(coh(X)). We describe this somewhat heuristically, ignoring the differences
of various incarnations of Fukaya categories.

We take X = P2. Then A = {(0, 0), (1, 0), (0, 1), (−1,−1)}. By rescaling we may
assume that fα = α0 + x+ y+α1x

−1y−1. Let K′
A be the subspace of KA obtained

by setting α1 = 1. Then K′
A = C∗ \ {1,−3}. Let fa = a + x + y + x−1y−1. The

family (f−1
a (0))a∈K′

A
is a family of elliptic curves without three points. Varying a

corresponds to varying fibers of the potential f = x+ y + x−1y−1, and f−1
a (0) for

a in the complement of K′
A in C corresponds to singular fibers.

The monodromy for loops based at a ∈ K′
A around the singular fibers is given

by an action on WF(f−1
a (0))29 by spherical twists corresponding to vanishing cy-

cles [Sei03, Sei08] (see [Che20, Theorems 2.3.1,2.3.4]). These vanishing cycles are
restrictions of Lefshetz thimbles that correspond by mirror symmetry for the LG
model ((C∗)2, f) [Che20, §3.2,p.13] to the OP2(−1),Ω1

P2(1),OP2 on P2. As the
restriction functor WF((C∗)2, f) → WF(f−1

a (0)) corresponds to the restriction
Db(coh(P2)) → Db(coh(∂P2)) [GJ22, Proposition 3.2.1]30, the action of π1(K′

A) on
Db(coh(∂X)) is given by spherical twists corresponding to the restrictions to ∂P2

of the above sheaves on P2.
We claim that the spherical twist with O∂P2 on Db(coh(∂P2)) does not arise

from an autoequivalence of Db(coh(P2)). First recall that the latter are generated
by tensoring with line bundles, automorphisms of P2 and the shifts [BO01, Theorem
3.1].

The spherical twist corresponding to O∂P2 is given by

ΦO∂P2
(F) = cone(RHom(O∂P2 ,F)⊗O∂P2 → F) = cone(RΓ(F)⊗O∂P2 → F).

We apply it with, for example, F = OP1(1)⊕OP1(−2). Then ΦO∂P2
(F) has nonzero

cohomology in degrees −1, 0. However, none of the derived autoequivalences of P2

can change the number of the non-vanishing cohomology degrees.

Remark 13.2. Note that this is not a contradiction with the (decategorified) action
of π1(KA) on K0(coh(∂X)) inducing an action on K0(X) as one may check that the
spherical twists preserve the kernel of K0(coh(∂X)) → K0(X) which is generated
by the differences of structure sheaves of the irreducible boundary divisors.

Remark 13.3. In [Han19] Hanlon constructs an action on the (monomially admis-
sible) Fukaya category of the LG model corresponding to varying α1, by taking a
loop around 0. This is not in contradiction with the above, as sending α1 to 0
would correspond to sending α0 to ∞.

29We are being a bit sloppy here. Seidel is using a version of Fukaya category in a slightly
different setting.

30Again, the Fukaya category in loc.cit. is yet another incarnation of the Fukaya category
associated to the LG model.
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13.2. SKMS and crepant resolutions. In this section we connect the setting
A ⊂ {1} × Zk−1 of Introduction to the setting of other sections. The relevant
notation for this section is introduced in §3.1.

As above P = conv(A). Let Â = A ∪ {0} and P̂ = conv(Â) as in §13.2.1 below.
A triangulation of P defines a star-shaped triangulation T (see §3.6) of P̂ in the
obvious way and we let Σ be the fan spanned by T . The following lemma shows
that working with A is equivalent to working with Â.

Lemma 13.4. The projection CÂ → CA defines an isomorphism between KÂ and
C∗ ×KA.

Proof. This follows from Lemma 13.5 below. □

13.2.1. Adjoining zero. We discuss a technical result which we have used. For
A ⊂ Zk−1 × {1} we put a0 = 0k and Â = {a0} ∪A. We write the elements α̂ ∈ CÂ

as (α0, α) with α ∈ CA. We put f̂α̂ = α0 + fα. Let p : CÂ → CA be the projection
map which forgets the first coordinate.

Lemma 13.5. We have V (Â) = V (α0) ∪ p−1(V (A)).

Proof. Let P , P̂ be the convex hulls of (ai)ai∈A, (ai)ai∈Â and let F̂ be a face of P̂ .
There are three possibilities for F̂ .

(1) F̂ = {a0}. In this case we have

∇F̂ = V (α0).

(2) F̂ is a face F of P . In this case

∇F̂ = p−1(∇F ).

(3) F̂ the convex hull of {a0} and a face F of P . In this case we claim

∇F̂ = V (α0) ∩ p−1(∇F ).

Indeed to calculate ∇F̂ we have to verify when the singular locus of V (α0+

fFα (x)) intersects (C∗)k. This happens when α0 + fFα (x) and ∂if
F
α (x),

1 ≤ i ≤ k, have a common zero in (C∗)k. Now ∂kf
F
α (x) = 0 for x ∈ (C∗)k

is equivalent to fFα (x) = 0 by the fact that A ⊂ Zk−1×{1}. Thus α0+f
F
α (x)

and ∂ifFα (x), 1 ≤ i ≤ k, have a common zero in (C∗)k if and only if α0 = 0
and fFα (x) and ∂if

F
α (x), 1 ≤ i ≤ k, have a common zero in (C∗)k. This

proves the claim.
The lemma follows by combining (1)(2)(3). □

13.3. Dependence of the fundamental group of KA on A. If σ is the cone
spanned by P then Xσ is a Gorenstein affine toric variety (see e.g. [CLS11, Propo-
sition 11.4.12]). The XΣ obtained from triangulations of P are the crepant reso-
lutions of Xσ.31 By [Kaw16] all crepant resolutions of Xσ are derived equivalent.
In keeping with the general philosophy of homological mirror symmetry one might
therefore hope KA to be an invariant of Xσ.

31XΣ is crepant [CLS11, Proposition 8.2.7] (see [CLS11, Example 11.2.6], [ŠVdB20, Lemma
A.2]). Every crepant resolution appears in this way as any crepant resolution of a toric variety is
toric and [CLS11, Lemma 11.4.10]. This is a consequence of a minimal model problem fact that
the number of crepant resolutions of an algebraic variety is finite [BCHM10].
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This is true if we only consider crepant resolutions that are schemes since it that
case A = P ∩ Zk which does not depend on XΣ. However it is false, for obvious
dimension reasons, if we also allow crepant resolutions by DM-stacks since these
correspond to smaller A. In general there does not seem to be an obvious relation
between the different KA.

If Xσ is the GIT quotient for a quasi-symmetric representation of a torus then,
if we take for A the vertices of P , KA is the complement of a toric hyperplane
arrangement [Kit17]. One might hope that this would remain true for the other
KA but in Example 13.6 below we show that this is false. Furthermore, even the
fundamental groups are not isomorphic.

Example 13.6. We consider the case where Xσ is the GIT quotient of a 1-di-
mensional torus acting with weights −2,−1, 1, 2 on a 4-dimensional representation.
Using Gale duality [CLS11, §14.2] one sees that P is the convex hull of

(0, 0, 1), (1, 0, 1), (1, 1, 1), (0, 2, 1).

A picture shows that there are only two possible choices for A, one given by the
vertices of P , and one given by P ∩ Z2. If we choose

A1 = {(0, 0, 1), (1, 0, 1), (1, 1, 1), (0, 2, 1)},
(i.e. the set of vertices of P ) with corresponding Laurent polynomial

f = α1z + α2xz + α3xyz + α4y
2z

then one may check that V (A1) = V (α1α2α3α4(α1α
2
3 + α2

2α4)). By replacing x,
y, z by scalar multiples we may make the non-zero α1, α2, α3 equal to 1 (in a
unique way), which yields KA1

= C \ (V (α4) ∪ V (1 + α4)) = C \ {0,−1}. So KA1

is the complement of three distinct points in P1
C and π1(KA) is a free group on two

generators. On the other hand for

A2 = {(0, 0, 1), (1, 0, 1), (1, 1, 1), (0, 2, 1), (0, 1, 1)}
(all lattice points in P ) with corresponding Laurent polynomial

f = α1z + α2xz + α3xyz + α4y
2z + α5yz

we obtain V (A2) = V (α1α2α3α4(α1α
2
3 + α2

2α4 − α2α3α5)(α
2
5 − 4α1α4)). Again

scaling away α1, α2, α3 we obtain KA2 = (C∗×C)\ (V (1+α4−α5)∪V (α2
5−4α4)).

If we put u = α4, v = 1 + α4 − α5 then we obtain

(13.1)

KA2 = {(u, v) ∈ (C∗)2 | u2 + v2 + 1− 2u− 2v − 2uv ̸= 0}
= {(U : V :W ) ∈ P2

C | U2 + V 2 +W 2 − 2UV − 2UW − 2VW ̸= 0,

U ̸= 0, V ̸= 0,W ̸= 0}.

So KA2
= P2

C − (Q ∪ L1 ∪ L2 ∪ L3) where Q is a smooth conic and (Li)i are three
distinct tangent lines of Q. Such a configuration is unique up to isomorphism.

Remarkably the variety (13.1) also appears in [Kit18, §7.2] in a very different
toric setting. As far as we can tell this is a coincidence. It means however that
we can use the results in loc. cit. to compute π1(KA2) and see that it is different
from π1(KA1

). To show this directly let us quickly verify that π1(KA2
) is not

free. Let {p12} = L1 ∩ L2. Then p12 has a neighbourhood B in KA2
which is the

product of two punctured disks. Hence if we take a base point b ∈ B then the
loops around L1, L2 in B commute in π1(B), and hence in π1(KA2

) and they do
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not generate a cyclic subgroup, which one can check by looking at their image in
π1(P2

C − (L1 ∪ L2 ∪ L3), b) ∼= π1(C∗2) ∼= Z2. Hence π1(KA2) is not free.

Appendix A. Linear algebra exercises

A.1. Reminder on Hermitian vector spaces. Below V is a finite dimensional
complex vector space and h : V × V → C is a non-degenerate Hermitian form. We
write g := Reh, resp. ω := − Imh, for the corresponding Riemannian metric and
symplectic form. From h(X, iY ) = −ih(X,Y ) we obtain g(X, iY ) = −ω(X,Y ). In
other words h is uniquely determined by g and by ω.

We write V ∗ for HomC(V,C). The hermitian metric yields a C-anti-linear iden-
tification

(A.1) V → V ∗ : X 7→ h(−, X).

Below we write |X| =
√
g(X,X). If a : V → C is a C-linear map then we put

|a| := |X| where X is such that a = h(−, X). If a : V → C is C-anti-linear then we
put |a| := |ā|. If a : V → C is an R-linear map then we write a = a′ + a′′ for the
unique decomposition of a as a sum of a C-linear and a C-anti-linear map.

If X,Y ∈ V then the Hermitian angle τ ∈ [0, π/2] between X and Y is defined
by cos τ = |h(X,Y )|/(|X||Y |). Hermitian angles between vectors in V and V ∗ or
between vectors in V ∗ are computed using the identification (A.1).

Remark A.1. The Hermitian angle between X and Y is the angle between the
planes CX and CY for the Riemannian metric g.

Remark A.2. If we consider V as a real vector space with a Riemannian metric
then we may still put a norm on HomR(V,R) as follows: if a ∈ HomR(V,R) then
a = g(X,−) for X ∈ V and we put ||a|| = |X|. We may extend this norm to
HomR(V,C) by putting ||a1 + ia2||2g = ||a1||2g + ||a2||2g for a1, a2 ∈ HomR(V,R).
However one needs to be careful. If a : V → C is C-linear or C-anti-linear so that
|a| is defined via h, as above then one computes

(A.2) ||a|| =
√
2|a|.

A.2. Some lemmas by Donaldson. We recall some lemmas which were stated
without proof in [Don96].

Lemma A.3 ([Don96, p669]). An R-linear map a : V → C is surjective unless
there exists α ∈ R such that a′′ = eiαa′.

Proof. Identifying V ∼= Cn we may assume that a′ =
∑
j ajzj , a

′′ =
∑
j bj z̄j for

(aj)j ∈ C, (bj)j ∈ C. Assume a is not surjective. Then there exists u ∈ C such
that ajzj + bj z̄j ∈ Ru for all j and all zj ∈ C. Putting zj = 1, i we get

aj + bj ∈ Ru
aj − bj ∈ iRu

so that we get for suitable λ, µ ∈ R:

aj = (λ+ iµ)u

bj = (λ− iµ)u.

So we may take eiα = ū/u. The converse is a direct verification. □
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Assume a : V → C is an R-linear map. Let A′, A′′ ∈ V be such that a′ =
h(−, A′), a′′ = h(−, A′′).

Lemma A.4. We have

ker a = {X ∈ V | g(X,A′ +A′′) = g(X, i(A′ −A′′)) = 0}.

Proof. Let X ∈ V . Then a(X) = 0 if and only if Re a(X) = 0, Re ia(X) = 0. We
have

Re a(X) = 0 ⇐⇒ Reh(X,A′ +A′′) = 0

⇐⇒ g(X,A′ +A′′) = 0,

Re ia(X) = 0 ⇐⇒ Re ih(X,A′ −A′′) = 0

⇐⇒ g(X, i(A′ −A′′)) = 0. □

Corollary A.5. We have

(ker a)⊥g = R(A′ +A′′) + iR(A′ −A′′),

(ker a)⊥ω = R(A′ −A′′) + iR(A′ +A′′).

Proof. The second equality follows from (ker a)⊥ω = i(ker a)⊥g . □

Lemma A.6 ([Don96, Proposition 3]). If |a′| ̸= |a′′| then the restriction of ω to
ker a is a symplectic form.

Proof. We need to prove (ker a)⊥ω ∩ ker a = 0. In other words by Corollary A.5 we
should have a(i(A′ +A′′)) ̸= 0 or a(A′ −A′′) ̸= 0. We have

a(A′ −A′′) = h(A′ −A′′, A′) + h(A′ −A′′, A′′)

= h(A′, A′)− h(A′′, A′)− h(A′′, A′′) + h(A′, A′′)

= g(A′, A′)− g(A′′, A′′).

Likewise

a(i(A′ +A′′)) = h(i(A′ +A′′), A′) + h(i(A′ +A′′), A′′)

= ih(A′, A′) + ih(A′′, A′)− ih(A′′, A′′)− ih(A′, A′′)

= i(g(A′, A′)− g(A′′, A′′)). □

A.3. Formula for a symplectic projection. Assume |a′| ≠ |a′′|. Let Z ∈ V and
let Z1 be the symplectic projection of Z on ker a. So we have Z = Z1 + Z2 where
Z2 ⊥ω ker a. Thus by Corollary A.5

Z2 = α(A′ −A′′) + iβ(A′ +A′′) = λA′ − λ̄A′′

for α, β ∈ R, λ = α + iβ. To determine α, β we must use a(Z − Z2) = 0 or
a(Z2) = a(Z).

a(Z2) = h(Z2, A
′) + h(Z2, A′′)

= h(λA′ − λ̄A′′, A′) + h(λA′ − λ̄A′′, A′′)

= λh(A′, A′)− λ̄h(A′′, A′) + λ̄h(A′, A′′)− λh(A′′, A′′)

= λ(|a′|2 − |a′′|2).
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Thus we get the formulas

λ =
a(Z)

|a′|2 − |a′′|2

Z2 =
a(Z)A′ − a(Z)A′′

|a′|2 − |a′′|2

(A.3) Z1 = Z − a(Z)A′ − a(Z)A′′

|a′|2 − |a′′|2
.

A.4. Bounding the length of a symplectic projection.

Proposition A.7. Let a : V → C be an R-linear map such that |a′′| < |a′|. Let
Z ∈ V and let Z1 be the symplectic projection of Z on ker a. Put r = |a′′|/|a′| and
γ = 2/(1− r). Then |Z1| ≤ γ|Z|.

Proof. We compute

|Z1| =

∣∣∣∣∣Z − a(Z)A′ − a(Z)A′′

|a′|2 − |a′′|2

∣∣∣∣∣
≤ |Z|+ |a(Z)||a′|+ |a(Z)||a′′|

|a′|2 − |a′′|2

≤ |Z|+ (|a′|+ |a′′|)|Z||a′|+ (|a′|+ |a′′|)|Z||a′′|
|a′|2 − |a′′|2

.

So we get
|Z1|
|Z|

≤ 1 +
(1 + r)2

1− r2
=

2

1− r
. □

Remark A.8. With a more precise computation one may reduce γ to (1+r2)/(1−r2).
However the actual bound is not important for us.

A.5. Another bound.

Proposition A.9. Let a : V → C be an R-linear map such that |a′′| < |a′|. Let
0 ̸= Z ∈ V and let Z1 be the symplectic projection of Z on ker a. Let τ ′ ∈ [0, π/2]
be the Hermitian angle between a′ and Z, defined via cos τ ′ = |a′(Z)|/(|a′||Z|). If

σ := sin τ ′ − |a′′|
|a′|

> 0

then
g(Z,Z1) ≥M |Z|2

where M > 0 is a constant depending on σ and τ ′. In particular g(Z,Z1) > 0.

Proof. We have Z = Z1+Z2 with Z1 ∈ ker a and Z2 ∈ (ker a)⊥ω . Hence ω(Z,Z1) =
ω(Z1 + Z2, Z1) = ω(Z2, Z1) = 0 as. So we get g(Z,Z1) = h(Z,Z1). By (A.3):

(A.4)
g(Z,Z1) = |Z|2 − Re(a(Z)a′(Z)− a(Z)a′′(Z))

|a′|2 − |a′′|2

= |Z|2 − |a′(Z)|2 − |a′′(Z)|2

|a′|2 − |a′′|2
.
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Let τ ′′ be the Hermitian angle between a′′ and Z (i.e. cos τ ′′ = |a′′(Z)|/(|a′′||Z|),
τ ′′ ∈ [0, π/2]). Then from (A.4) we get

g(Z,Z1) =
|Z|2

|a′|2 − |a′′|2
(|a′|2 sin2 τ ′ − |a′′|2 sin2 τ ′′)

≥ |Z|2

|a′|2
(|a′|2 sin2 τ ′ − |a′′|2)

= |Z|2(sin2 τ ′ − (sin τ ′ − σ)2)

which proves what we want using the fact that 0 < σ ≤ sin τ ′. □

Corollary A.10. Under the hypotheses of Proposition A.9 we have

g(Z,Z1) ≥ δ(|Z|2 + |Z1|2)
for suitable δ > 0 depending on σ and τ ′.

Proof. With the notation of Proposition A.7 we have r = sin τ ′ − σ. By that
proposition we have |Z1| ≤ N |Z| for a suitable constant N depending on r and
hence on τ ′ and σ. Hence by Proposition A.9

|Z|2 + |Z1|2 ≤ (1 +N2)|Z|2

=
1 +N2

M
g(Z,Z1).

Hence we can take δ =M/(1 +N2). □

Appendix B. Reminder on the cohomology of hypersurfaces in tori

We assume that we are in the setting of §3.1. For α ̸∈ V (A) we put Dα = f−1
α (0).

To avoid trivialities we assume |A| > 1 so that f−1
α (0) is non-empty by Lemma 3.4.

The following proposition summarizes what we know about the various cohomology
groups attached to Dα.

Proposition B.1 ([Oka91], [Kho78], [Rei14, Remark 2.14], [Sti07]).
(1) The cohomology groups Hi(Dα,Z), Hi(C∗k,Z) and Hi(C∗k, Dα,Z) are free

for all i.
(2) Hi(Dα,Z) = 0 for i > k − 1.
(3) The restriction map Hi(C∗k,Z) → Hi(Dα,Z) is an isomorphism for i <

k − 1 and a split monomorphism for i = k − 1.
(4) Hi(C∗k, Dα,Z) = 0, unless i = k.
(5) rkHk(C∗k, Dα,Z) = k! vol(P ) (where the volume is computed with respect

to the lattice Zk ⊂ Rk).
(6) rkHk(Dα,Z) = k! vol(P ) + k − 1.
(7) The long exact sequence for relative cohomology for the pair (C∗k, Dα) is

π1(KA, α)-equivariant.
(8) The π1(KA, α) action on Hi(C∗k,Z) ∼= Z(

k
i) is trivial. The same holds for

Hi(Dα,Z) for i < k − 1.
(9) The induced action of π1(CA−V (A)) on Hk−1(C∗k, D,C) (via the quotient

map π1(CA−V (A)) → π1(KA)) is given by the GKZ system corresponding
to the matrix A, with trivial parameters.

Proof. We follow the mentioned references.



HMS SYMMETRIES OF TORIC BOUNDARY DIVISORS 55

(2) By [Oka91, Corollary 1.1.2], Dα has the homotopy type of a (k − 1)-
dimensional CW-complex.32 This proves (2).

(3) By [Oka91, Corollary 1.1.1] the natural map ji : Hi(Dα,Z) → Hi(C∗k,Z) is
an isomorphism for i < k−1 and a surjection for i = k−1. Since Hi(C∗k,Z)
is free for all i we get in particular that Hi(Dα,Z) is free for i < k−1. The
universal coefficient theorem gives an exact sequence for i ≤ k − 1:

(B.1) 0 → Ext1Z(Hi−1(Dα,Z),Z) → Hi(Dα,Z) → HomZ(Hi(Dα,Z),Z) → 0.

Hence we obtain for i ≤ k − 1

(B.2) Hi(Dα,Z) ∼= HomZ(Hi(Dα,Z),Z).
Hence the ji dualizes to the required isomorphisms/ split monomorphism
(note that since Hk−1(C∗,Z) is free, jk−1 is split).

(4) From the long exact sequence for cohomology of pairs we get (4) using
(2)(3) and Hi(C∗k,Z) = 0 for i > k.

(1) The freeness of Hi(C∗k,Z) is a basic fact. The freeness of Hi(Dα,Z) fol-
lows from (2) and (B.2). It follows from (4) that it remains to show that
Hk(C∗k, Dα,Z) is free. We use the corresponding part of the long exact
sequence

(B.3) 0 → Hk−1(C∗k,Z) → Hk−1(Dα,Z) → Hk(C∗k, Dα,Z) → Hk(C∗k,Z) → 0.

The fact that the first map is a split monomorphism by (3) finishes the
proof.

(6) This is [Bat, theorem 4.6].
(5) This follows from (6) and (B.3).
(7) We will now discuss (7). First consider the commutative diagram

(B.4)
D C∗k × (CA − V (A))

CA − V (A)

p0 p

where D is the family (f−1
α (0))α∈CA−V (A) and p is the projection. Put

B = CA − V (A), M = C∗k ×B.
As in [Bre97, (IV.17)] we get a long exact sequence of sheaves on B

(B.5)
· · · → Ri−1p∗ZM → Ri−1p0,∗ZD → Ri(p, p0)∗ZM → Rip∗ZM → Rip0,∗ZD → · · · .

Here Ri(p, p0)∗ZM is relative sheaf cohomology for pairs. In a similar
way as relative cohomology for spaces, it is the sheaf associated to the
presheaf U 7→ Hi(p−1(U), p−1

0 (U),Z) (see [Bre97, Definition IV.4.1]). The
family p0 : D → B is locally trivial by Theorem 4.9 and Theorem 6.1.
Moreover p : M → B is trivial by definition. It follows that Rip∗ZM ,
Rip0,∗ZD are locally constant with fibers in α ∈ B, given by Hi(C∗k,Z)
and Hi(Dα,Z) respectively. If follows from (B.5) that Ri(p, p0)∗ZM is lo-
cally free as well and from the five-lemma we obtain that the restriction
map (Ri(p, p0)∗ZM )α → Hi(C∗k, Dα,Z) for α ∈ B is also an isomorphism.

32This can be seen from the fact Dα is a smooth affine variety combined with the Andreotti-
Frankel theorem [AF59].
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So taking fibers we obtain that

(B.6) · · · → Hi−1(C∗k,Z) → Hi−1(Dα,Z) → Hi(C∗k, Dα,Z)

→ Hi(C∗k,Z) → Hi(Dα,Z) → · · · .
is π1(B,α)-equivariant. To prove that the π1(B,α)-action descends to an
action of π1(KA, α) we have to prove that π1(C∗k, 1) acts trivially (see
(3.2)). Let γ : S1 → C∗k be an element in π1(C∗k, 1). This defines a
path Γ : S1 → B : t 7→ γ(t)α and we have to prove that the pullback of
(B.5) under Γ consists of constant sheaves. But this follows from the easily
verified fact that the pullback of (B.4) under Γ is trivial, using the fact that
(B.4) is C∗k-equivariant.

(8) Since M → B is trivial (with the notation introduced in the previous item),
the action of π1(B,α) on Hi(C∗k,Z) is trivial. This, combined with (3)
gives (8).

(9) This follows from [Rei14, Remark 2.14], [Sti07]. □

Appendix C. Star-shaped triangulations and Weinstein structure

We place ourselves in the context of §7. In particular the triangulation ∆ν is star-
shaped, and so Convention 7.1 applies. In this section we show that f−1

t,1 (0) admits
a (Morse-Bott) Weinstein structure33 which is necessary to complete the proof of
Theorem 7.5 (recall that the proof of that theorem relies on the homological mirror
symmetry results of [GS22, GPS24, GPS]).

Theorem C.1. Assume ψ : (C∗)k → R is a potential which is homogeneous of
degree two outside a compact set and which is adapted to C0 (see Definition 5.9).
One may choose 1 ≫ ϵ2 > ϵ1 > 0 such that for t≫ 0 one has

(1) Let ψ1 be the restriction of ψ to f−1
t,s (0) and let Z1 be the Liouville vector

field on f−1
t,s (0) (see Theorem 6.3). Then Z1 is gradient like for ψ1.

(2) Let s = 1. The critical points of ψ1 are Morse-Bott.

Theorem C.1(1) will be proved in §C.1 and Theorem C.1(2) will be proved in
§C.2.

C.1. Gradient-like property. The proof of Theorem C.1(1) consists of a number
of steps. We assume that ψ is a Kähler potential on (C∗)k which in logarithmic polar
coordinates (wj = ρj + iηj)j depends only on (ρi)i ∈ Rk. We use then notations
g, Z, ω, θ associated with ψ (as in §5). We will also view g as a Riemannian metric
on Rk (with matrix entries ∂ρi∂ρjψ, see (5.2)). We put Z̄(Logt z) = d(Logt)(Z(z))
which yields

(C.1) Z̄(Logt z) = Z(z)/ log t.

It will be convenient to define ψ̄(q) = ψ(q log t)/(log t)2 and to let ḡ be the associ-
ated metric. In that case one calculates using (5.5)

(C.2) Z̄ = gradḡ(ψ̄) .

33This result is already claimed without proof in [Gam24, Theorem 2.19]. Moreover, the proof
of the Morse-Bott property (§C.2) goes along the same lines as the claim at the end of [Zho20,
p.18] (Zhou, private communication).
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By |−| we denote the norm for the Euclidean metric
∑
i(dρi)

2 on Rk and we let
d(−,−) be the corresponding distance. We do not assume that ∆ν is star-shaped,
except in Lemma C.6. We will consider some hypotheses.

Hypothesis A. ψ is homogeneous of degree two outside a compact set.

Remark C.2. It follows from Hypotheses A that ψ̄ = ψ outside a compact set.
Moreover from (5.7)(C.2) it follows that Z̄ =

∑
i ρi∂ρi outside a compact set (i.e.

the same expression as for Z) and this is how it will be used. Note that the compact
set shrinks to zero if t→ ∞ although this fact will not be used.

Notation C.3. For τ a face of ∆ν we put ρτ = ρLτ (§3.2, Lemma 5.1). For p ∈ Rk
we let Lτ,p be the affine space which is the translate of Lτ passing through p. We
let ρτ,p be the point of Lτ,p where ψ attains its minimum (see Lemma 5.1). We
also put τp = A0(p), Lp = Lτp,p, ρp = ρτp,p.

We make the following hypothesis.

Hypothesis B. There exists ϵ > 0 such that if A1(p) ̸= ∅ then d(p, ρp) > ϵ.

The following result will be shown below.

Proposition C.4. Let Z1 be the Liouville vector field on f−1
t,s (0) corresponding to

the restriction of ψ. Assume Hypotheses A,B hold. Then for t ≫ 0 one has that
Z1 is gradient like for the restriction of ψ to f−1

t,s (0) (cf. [CE12, (9.9)]); i.e. there
is a constant δ > 0 such that on f−1

t,s (0) we have

Z1ψ ≥ δ(|dψ1|2g + |Z1|2g)

where ψ1 is the restriction of ψ to f−1
t,s (0).

Next we give an easier to verify criterion to check Hypothesis B.

Lemma C.5. Assume that for every face Cτ in Πν we have ρτ ̸∈ ∂Cτ . Then we
may choose ϵ, ϵ1, ϵ2 in such a way that Hypothesis B holds.

This criterion becomes even simpler to check in the case of a star-shaped trian-
gulation.

Lemma C.6. Assume 0 ∈ A and ν(0) = 0 is the unique minimal value of ν(ai)i.
Assume that ∆ν is a star-shaped triangulation of P (see §3.6,§7). Assume that for
all faces Cτ of ∂C0 we have ρτ ∈ relintCτ . Then, if Cτ is a face of Πν which is
not in ∂C0, one has ρτ ̸∈ Cτ . In particular the hypotheses for Lemma C.5 hold.

Combining Proposition C.4 with Lemmas C.5,C.6 and Definition 5.9 yields the
proof of Theorem C.1(1).

C.1.1. Proofs. For an affine subspace L ⊂ Rk we let Z̄⊥
L be the normal vector field

on L such that for q ∈ L, Z̄⊥
L (q) is the projection of Z̄(q) on the normal space for

g to L at q.

Lemma C.7. (1) Let q ∈ L. We have |Z̄⊥
L (q)|g = |Z̄(q)|g if and only if q = ρL.

(2) If Hypothesis A holds then

∀a > 0 : ∀ϵ > 0 : ∃R > 0 : ∀L : d(0, L) < a : ∀q ∈ L : d(0, q) > R⇒ |Z̄⊥
L (q)|g

|Z̄(q)|g
< ϵ.
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Proof. We have |Z̄⊥
L (q)|g = |Z̄(q)|g if and only if Z̄(q) ⊥g L. In other words: if and

only if for all v ∈ Tq(L): g(Z̄(q), v) = 0. Since Z̄ = gradḡ ψ̄ (see (C.2)) we have
ḡ(Z̄(q), v) = (vψ̄)(q). So we have |Z̄⊥

L (q)| = |Z̄(q)| if and only if q is an extremal
point for ψ on L. By Lemma 5.1 this is only possible if q = ρL.

To prove the second claim fix a > 0, ϵ > 0. We note that we have

(C.3)
|Z̄⊥
L (q)|g

|Z̄(q)|g
= min
v∈Tq(L)

|Z̄(q)− v|g
|Z̄(q)|g

.

Recall that if Hypothesis A holds then by Remark C.2 outside a compact set we
have Z̄ =

∑
i ρi∂ρi . By inspection one sees that a suitable R exists if we replace

|−|g by |−|. Combining (C.3) with Proposition 5.13 finishes the proof. □

Proof of Lemma C.5. We put

3ϵ = min
|τ |≥2

d(∂Cτ , ρτ ).

We choose 0 < ϵ2 ≪ 1 in such a way that for faces Cτ ′ in Πν and for all p ∈ Cτ ′,ϵ2

(see (3.6)) we have d(p, Cτ ′) < ϵ. This is possible by (3.7).
We choose 0 < ϵ1 < ϵ2 in such a way that for all faces Cτ in Πν and for all

p ∈ Cτ,ϵ1 we have d(ρp, ρτ ) < ϵ. This is possible by combining (3.7) with Lemma
5.1.

Assume A1(p) ̸= ∅. Let τ ′ = A0(p) ∪ A1(p), τ = A0(p). By definition p ∈
Cτ ′,ϵ2 ∩ Cτ,ϵ1 . We obtain

d(p, ρp) ≥ d(p, ρτ )− d(ρp, ρτ )

≥ d(Cτ ′ , ρτ )− d(p, Cτ ′)− d(ρp, ρτ )

> 3ϵ− ϵ− ϵ

= ϵ. □

Proof of Lemma C.6. Assume Cτ is not in ∂C0 and yet ρτ ∈ Cτ . Since Cτ is not
in ∂C0 we have 0 ̸∈ τ . We follow Convention 7.1; i.e. a1 = 0 and τ = {a2, . . . , as}
(s ≥ 3). Put τ̂ = τ ∪ {0} and τ̂i = τ̂ − {ai} for i = 1, . . . , s. Then Cτ̂i are the
neighbouring faces of Cτ̂ = Cτ ∩ ∂C0. As 0 ∈ τ̂i for i ̸= 1 we have that Cτ̂i for
i ̸= 1 are the neighbouring faces of Cτ̂ in ∂C0. By hypothesis ρτ̂ ∈ relintCτ̂ and
ρτ̂i ∈ relintCτ̂i for i = 2, . . . , s. By Lemma 5.1 we have ψ(ρτ̂i) < ψ(ρτ̂ ) for all
i = 2, . . . , s.

Let M be the convex hull of (ρτ̂i)i=2,...,s. By Lemma C.8 below (with τ = τ̂ , ρi =
ρτ̂i) Lτ (= Lτ̂1) andM intersect in a single pointm and moreover the interval [ρτ ,m]
intersects Lτ̂ in a single point k. By Lemma 5.2, ψ(m) ≤ maxi=2,...,s ψ(ρτ̂i) <
ψ(ρτ̂ ) ≤ ψ(k). So we get ψ(m) < ψ(k) ≥ ψ(ρτ̂ ) ≥ ψ(ρτ̂1). By the strict convexity
of ψ|Lτ this in only possible if k = ρτ . But then ψ(m) < ψ(ρτ ) which contradicts
the definition of ρτ . □

We have used the following lemma which does not depend on the triangulation
being star-shaped.

Lemma C.8. Let τ = {ai1 , . . . , ais} be a face of ∆ν and put τj = τ − {aij}. For
i = 2, . . . , s let ρi be points in the relative interior of Cτi and ρ1 ∈ Cτ1 . Let M be
the convex hull of (ρi)i=2,...,s. Then Lτ1 ∩M is a single point m and moreover the
interval [ρ1,m] intersects Lτ in a single point.
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Proof. After rearranging the elements of A we may assume τ = {a1, . . . , as}. We
put Hi = H(ai) (see §3.2). After performing an affine coordinate transformation
and replacing Hi by Hi − H1 we may assume that H1 is the zero function and
Hi(p) = pi, for i = 2, . . . , s, where pi is the i’th coordinate of p. According to
(3.4),(3.5) we find that Lτ (resp. Cτ ) are given by

0 = p2 = · · · = ps

(resp. 0 = p2 = · · · = ps, pj ≥ Hk(p) for j ≤ s, k > s),

Lτi (resp. Cτi) for i = 2, . . . , s are given by the equations

0 = p2 = · · · = pi−1 = pi+1 = · · · = ps

(resp. 0 = p2 = · · · = pi−1 = pi+1 = · · · = ps, pi ≤ 0,

pj ≥ Hk(p) for j ≤ s, j ̸= i, k > s),

whereas Lτ1 (resp. Cτ1) are given by

p2 = · · · = ps

(resp. p2 = · · · = ps ≥ 0, pj ≥ Hk(p) for j ≤ s, s ̸= 1, k > s).

So we have for j = 2, . . . , s.

ρj = (0, . . . , 0, p(j), 0, . . . , 0︸ ︷︷ ︸
s coordinates

, unknown)

where p(j) < 0 and
ρ1 = (?, p(1), . . . , p(1), unknown)

p(1) ≥ 0. To compute Lτ1 ∩M we have to find the (xi)i=2,...,s, xi ≥ 0,
∑
i xi = 1

such that
∑s
j=2 xjρj has its 2 to s coordinates equal. It is clear that there is a

unique solution given by xj = 1/p(j)/(
∑s
j=2 1/p

(j)). So we get

m = (0, s, . . . , s,unknown)

with s = 1/(
∑s
j=2 1/p

(j)) < 0. We find that the unique point in [ρ1,m] ∩ Lτ is
given by ((1/p(1))ρ1 − (1/s)m)/(1/p(1) − 1/s) if p(1) ̸= 0 and ρ1 if p(1) = 0. □

We need the following lemma for the proof of Proposition C.4.

Lemma C.9. Assume that Hypotheses A,B hold. Then there exists h < 1 such
that for all p ∈ Rk such that A1(p) ̸= ∅ we have

(C.4)
|Z̄⊥
Lp

(p)|g
|Z̄(p)|g

≤ h

Proof. We fix a face τ in ∆ν . The map Rk → Rk : q 7→ ρτ,q (see Notation C.3) is
continuous by Lemma 5.1. If follows that the map d : Rk → R : q 7→ d(q, ρτ,q) is
continuous as well. Put Oτ =

∐
q∈Rk(B(ρτ,q, ϵ)∩Lτ,q) where ϵ is as in the statement

of Hypothesis B. Since Oτ = d−1(]−∞, ϵ[) we obtain that Oτ is open.
Now fix a > 0 and choose R as in Lemma C.7 with ϵ = 1/2 (here we use

Hypothesis A). Set

hτ,a = max

(
sup

q∈B(0,R)\Oτ

|Z̄⊥
Lτ,q

(q)|g
|Z̄(q)|g

, 1/2

)
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(if B(0, R)\Oτ = ∅ then hτ,a = 1/2). Since B(0, R)\Oτ is compact, the supremum
is a maximum and hence we have 1/2 ≤ hτ,a < 1, where the strict inequality follows
from the first claim in Lemma C.7. By the choice of R we get for all q ∈ Rk − Oτ
such that d(0, Lτ,q) < a:

|Z̄⊥
Lτ,q

(q)|g
|Z̄(q)|g

≤ hτ,a.

Now note that by (3.7), p is close to Cτp and in particular it is close to Lτp (the
distance can be bounded by a constant independent of p). Since there are only a
finite number of possibilities for Lτp we obtain that there exists A > 0 such that
for all p ∈ Rk: A > d(0, Lτp,p). Hence we obtain if p ̸∈ Oτp :

|Z̄⊥
Lτp,p

(p)|g
|Z̄(p)|g

≤ hτp,A.

Hypothesis B asserts that A1(p) ̸= ∅, thus p ̸∈ Oτp . We conclude by putting
h = maxτ hτ,A. □

Proof of Proposition C.4. Let z ∈ f−1
t,s (0). If ft,s is holomorphic at z then Z1 =

gradg ψ1 and hence Z1 is gradient like. So assume that ft,s is not holomorphic at z.
In particular for p = Log(z)/ log t we have A1(p) ̸= ∅.

Throughout we assume t≫ 0. First assume Z(z) ̸= 0 and put:

q =
|(∂ft,s(z))(Z(z))|
|∂ft,s(z)|g|Z(z)|g

(thus cos q is the Hermitian angle between ∂ft,s(z) and Z(z) as defined in §A.1).
Pick r > 0. We first show that it is sufficient to prove q < 1. If this is the case then
we pick 0 < r < 1 − q2. By Lemma 6.4 we have for t ≫ 0 and for all z ∈ f−1

t,s (0):
|∂̄ft,s(z)|g < r|∂ft,s(z)|g. By Corollary A.10 we see that 1 − q2 > r implies the
existence of δ > 0 such that

(C.5) g(Z,Z1) ≥ δ(|Z|2g + |Z1|2g).
Since Z = gradψ this may be rewritten as

Z1ψ ≥ δ(|dψ|2g + |Z1|2g) ≥ δ(|dψ1|2g + |Z1|2g)
which is what we want. If Z = 0 then (C.5) is true for any δ so there is nothing to
prove. So we continue to assume Z(z) ̸= 0.

Fix h < h′ < 1 with h as in Lemma C.9. We will prove q < h′ which implies
q < 1. For use below put:

q′ =
|(∂f core

t,s (z))(Z(z))|
|∂f core

t,s (z)|g|Z(z)|g

q′′ =
|(∂f core

t,s (z))(Z⊥
Lp

(z))|
|∂f core

t,s (z)|g|Z(z)|g
.

Put

c =
|∂f small

t,s (z)|g
|∂f core

t,s (z)|g
, c′ =

|f small
t,s (z)|

|∂f core
t,s (z)|g

.
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Recall that by (3.9)(3.11)(3.12), c, c′ become arbitrarily small (uniformly in z ∈
f−1
t,s (0) for t≫ 0). We get

q ≤
|(∂f core

t,s (z))(Z(z))|+ |(∂f small
t,s (z))(Z(z))|

(|∂f core
t,s (z)|g − |∂f small

t,s (z)|g)|Z(z)|g

≤
|(∂f core

t,s (z))(Z(z))|+ |(∂f small
t,s (z))|g|Z(z)|g

(|∂f core
t,s (z)|g − |∂f small

t,s (z)|g)|Z(z)|g

=
|(∂f core

t,s (z))(Z(z))|+ c|(∂f core
t,s (z))|g|Z(z)|g

(1− c)|∂f core
t,s (z)|g|Z(z)|g

=
q′ + c

1− c
.

Write Z(p) = Z⊥
Lp

(p) + Z//(p) and consider the corresponding pullback under log t

scaling Z(z) = Z⊥
Lp

(z) + Z//(z) (see (C.1)) We have

(∂f core
t,s )(Z//) = Z//(f core

t,s ).

Put τ = A0(p). Because Z// is parallel with Lp, we have (ai − aj) · Z// = 0 for
ai, aj ∈ τ . Hence if a ∈ τ then Z//(z−af core

t,s ) = 0. In other words

Z//(f core
t,s ) = Z//(za)z−af core

t,s

= z−a∂(za)(Z//)f core
t,s .

We obtain

|Z//(f core
t,s )| ≤ |z|−a|∂(za)|g|Z//|g|f core

t,s | ≤ C|Z|g|f small
t,s |

≤ Cc′|Z|g|∂f core
t,s |g

where C is a constant depending only on A and ψ. In the second inequality we
used 0 = ft,s(z) = f core

t,s (z) + f small
t,s (z). We deduce

q′ ≤ q′′ +
|(∂f core

t,s (z))(Z//(z))|
|∂f core

t,s (z)|g|Z(z)|g
≤ q′′ + Cc′

and hence
q ≤ q′′ + Cc′ + c

1− c
.

Taking into account that c, c′ can be made arbitrarily small it follows that is suffi-
cient to prove q′′ < h′. We get

q′′ =
|(∂f core

t,s (z))(Z⊥
Lp

(z))|
|∂f core

t,s (z)|g|Z(z)|g

≤
|∂f core

t,s (z)|g|Z⊥
Lp

(z)|g
|∂f core

t,s (z)|g|Z(z)|g

=
|Z⊥
Lp

(z)|g
|Z(z)|g

=
|Z̄⊥
Lp

(p)|g
|Z̄(p)|g

≤ h < h′. □
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C.2. Morse-Bott property. The following lemma proves Theorem C.1(2).
Recall that a Morse–Bott function is a smooth function whose critical set is a

closed submanifold and such that the kernel of the Hessian at a critical point equals
the tangent space to the critical submanifold.

Lemma C.10. Let ψ : Rk−{0} → R be a potential which is homogeneous of degree
two outside a compact set and which is adapted to C0. The potential ψ ◦ Log :
f−1
t,1 (0) → R is Morse-Bott for t≫ 0.

Proof. Zhou describes the critical manifolds of f−1
t,1 (0) [Zho20, Theorem 1,Propo-

sition 5.9]. They are labelled by the faces τ of ∂T which are the faces of T
that do not contain the origin. There are critical points ρ̃τ for Logt on the
boundary of the amoeba of f−1

t,1 (0) (i.e. the image of f−1
t,1 (0) by Logt), such that

the preimages by Log are the critical manifolds Tτ × {ρ̃τ} ⊂ SN∗ × N∗
R where

Tτ = {θ ∈ SN∗ | ⟨θ, ai⟩ = 0 for each vertex ai ∈ τ} [Zho20, Proposition 5.5]. By
[Zho20, Proposition 4.2], we may choose for every ϵ > 0 a t≫ 0 such |ρ̃τ − ρτ | < ϵ
where ρτ is the minimum of ψ on the face of C0 dual to τ .

We first change the coordinates. Let τ ′ be a facet of T with a face τ . We may
relabel A and assume that the vertices of τ are given by a1, . . . , aj and the vertices
of τ ′ by a1, . . . , ak.

In a neighbourhood of the critical manifold containing (yi)i := (t(ρ̃τ )i)i, f−1
t,1 (0)

is defined by

(C.6)
j∑
i=1

t−νizai = 1

(see [Zho20, proof of Proposition 5.5]). The dependence of (yi)i=1,...,k on t will be
suppressed in the notations for now. Using the étale map ι : C∗k → C∗k from (8.4)
we may reduce to the case ai = ei were ei is the i’th basis vector of Zk. We do
this from now so that the equation in a neighbourhood of the critical manifold of
y becomes

(C.7)
j∑
i=1

t−νizi = 1.

The critical manifold containing y is the Tτ = (S1)k−j-orbit of y. It is given by

{z | |zi| = |yi| for i > j}.
In particular it has dimension k − j. We want to prove that for t ≫ 0, ψ ◦ Log
restricted to (C.7) is Morse-Bott in a neighbourhood of this critical manifold. By
the (S1)k−j-action we only have to consider a neighbourhood of y. Thus in a
neighbourhood of y, ψ ◦ Log subject to (C.7) should be described by a quadratic
function of rank 2k − 2− (k − j) = k + j − 2.

In a neighbourhood of Log y = log(t)ρ̃τ , ψ will be homogeneous of degree two
for t≫ 0. So we may pretend that ψ is homogeneous of degree everywhere, except
in ρ = 0. We do this from now.

Before we embark on the proof we note that ψ is still adapted to C0 when
computed for (C.6) and (C.7) (for (C.6) this follows from Lemma 5.1 and the
passage to (C.7) amounts to a linear coordinate change). Note that C0 computed for
(C.7) is the region ρi ≤ νi for i = 1, . . . , j and moreover (ρτ )i = νi for i = 1, . . . , j.
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By looking at the coordinate half lines we obtain from the definition of adaptedness

(C.8)
∂ψ

∂ρi
(ρτ ) > 0.

To continue we first need to understand the variation of Log. Since

log |zi| =
1

2
(log zi + log z̄i)

(for suitable branches of log) we obtain

log |zi + δi| = log |zi|+
1

2

(
δi
zi

+
δ̄i
z̄i

)
− 1

4

(
δ2i
z2i

+
δ̄2i
z̄2i

)
+ · · ·

Also

ψ(Log(z + δ)) = ψ

((
log |zi|+

1

2

(
δi
zi

+
δ̄i
z̄i

)
− 1

4

(
δ2i
z2i

+
δ̄2i
z̄2i

)
+ · · ·

)k
i=1

)

= ψ(Log(z)) +
1

2

k∑
i=1

∂ψ

∂ρi
(Log(z))

(
δi
zi

+
δ̄i
z̄i

)

− 1

4

k∑
i=1

∂ψ

∂ρi
(Log(z))

(
δ2i
z2i

+
δ̄2i
z̄2i

)

+
1

8

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(Log(z))

(
δi
zi

+
δ̄i
z̄i

)(
δl
zl

+
δ̄l
z̄l

)
+ · · ·

We have assumed that y is a critical point of ψ ◦ Log, restricted to (C.7). In other
words (writing ρ = Log y = log(t)ρ̃τ )

(C.9)
j∑
i=1

t−νiδi = 0 ⇒
k∑
i=1

∂ψ

∂ρi
(ρ)

(
δi
yi

+
δ̄i
ȳi

)
= 0

which implies the existence of λ ∈ C such that
1

yi

∂ψ

∂ρi
(ρ) = λt−νi (for i = 1, . . . , j)(C.10)

∂ψ

∂ρi
(ρ) = 0 (for i = j + 1, . . . , k).(C.11)

Since ρ is not a global critical point for ψ we have λ ̸= 0. Multiplying (C.10) with
yi and summing over i yields by (C.7)

λ =

j∑
i=1

∂ψ

∂ρi
(ρ)

so that

(C.12) yi = tνi

∂ψ

∂ρi
(ρ)

j∑
l=1

∂ψ

∂ρl
(ρ)

(for i = 1, . . . , j).
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Assuming
∑j
i=1 t

−νiδi = 0 we obtain by (C.9):

ψ(Log(y + δ)) = ψ(ρ)− 1

4

j∑
i=1

∂ψ

∂ρi
(ρ)

(
δ2i
y2i

+
δ̄2i
ȳ2i

)

+
1

8

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(ρ)

(
δi
yi

+
δ̄i
ȳi

)(
δl
yl

+
δ̄l
ȳl

)
+ · · ·

If we put γi = δi/yi then this becomes

ψ(Log(y + δ)) = ψ(ρ)− 1

4

j∑
i=1

∂ψ

∂ρi
(ρ)
(
γ2i + γ̄2i

)
+

1

8

k∑
i,j=1

∂2ψ

∂ρi∂ρl
(ρ) (γi + γ̄i) (γl + γ̄l) + · · ·

= ψ(ρ)− 1

2

j∑
i=1

∂ψ

∂ρi
(ρ)((Re γi)

2 − (Im γi)
2)

+
1

2

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(ρ) (Re γi) (Re γl) + · · ·

under the conditions

(C.13)

j∑
i=1

t−νiyiRe γi = 0

j∑
i=1

t−νiyi Im γi = 0.

So we need to compute the rank of the quadratic form

−1

2

j∑
i=1

∂ψ

∂ρi
(ρ)((Re γi)

2 − (Im γi)
2) +

1

2

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(ρ) (Re γi) (Re γl)

under the constraints (C.13). This is equivalent to computing the ranks of

(C.14)
j∑
i=1

∂ψ

∂ρi
(ρ)(Im γi)

2 assuming
j∑
i=1

t−νiyi Im γi = 0,

(C.15) − 1

2

j∑
i=1

∂ψ

∂ρi
(ρ)(Re γi)

2 +
1

2

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(ρ) (Re γi) (Re γl)

assuming
j∑
i=1

t−νiyiRe γi = 0.

To continue we note that

(C.16) lim
t→∞

(ρ/ log t) = lim
t→∞

ρ̃τ = ρτ .
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Since ∂ψ/∂ρi(ρ) > 0 for t≫ 0, by (C.8) and (C.16), the form in (C.14) is positive
definite and hence so is its restriction. A positive definite quadratic form has
maximal rank so we deduce that (C.14) has rank j − 1.

We rewrite (C.15) as

(C.17) −1

2
log t

j∑
i=1

∂ψ

∂ρi
(ρ/ log t)(Re γi)

2 +
1

2

k∑
i,l=1

∂2ψ

∂ρi∂ρl
(ρ/ log t) (Re γi) (Re γl) .

Now we eliminate Re γj from (C.17) using the fact that
∑j
i=1 t

−νiyiRe γi = 0
(denoting the resulting vector by Re γ̂) so that (C.17) can be written as

(Re γ̂)t(log(t)A(t) +B(t))(Re γ̂)

where A(t), B(t) are symmetric k − 1 × k − 1-matrices where the former has rank
j− 1 (we argue as for (C.14)) and the latter is positive definite (using the fact that
(∂2ψ/∂ρi∂ρl)(ρ) is positive definite).

We now let t → ∞. It follows from (C.12)(C.16)(C.8) that for t → ∞ the
constraints on (Re γi)i becomes

j∑
i=1

CiRe γi = 0

for suitable constants Ci > 0. From this one deduces that A(∞) := limt→∞A(t),
B(∞) := limt→∞B(t) exist and have the same properties as A(t), B(t). It now
remains to show that det(log(t)A(t) + B(t)) ̸= 0 for t ≫ 0. This follows from
Lemma C.12 below with s = 1/ log t. □

We used Lemma C.12 below for which we first need the following lemma.

Lemma C.11. Let C, D be symmetric real l× l-matrices with D positive definite.
Then the order of the zero of det(C + sD) in s = 0 is the corank of C.

Proof. We write D = EtΣE where Σ is a diagonal matrix with positive entries and
E is real and orthogonal. Since D is positive definite, Σ has strictly positive entries.
Put E′ = Σ1/2E so that D = E′tE′. We get det(C + sD) = det(Σ) det(E′−tCE′ +
sI). Hence without loss of generality we may and we will assume D = I. Now
write C = F tΓF where Γ is diagonal and F is real and orthogonal. Then we get
det(C + sI) = det(Γ + sI). Hence we may assume that C is diagonal and this case
is clear. □

Lemma C.12. Let C(s), D(s) be symmetric l× l-matrices depending continuously
on s ∈ [0, ϵ[ for some ϵ > 0. Assume that D(s) is positive definite and that rkC(s)
is constant. Then det(C(s) + sD(s)) ̸= 0 for s ∈]0, ϵ′[ for suitable ϵ′ > 0.

Proof. Since det(C(0) + sD(0)) is a non-trivial polynomial (as detD(0) ̸= 0) it
has at most l roots. Hence there is some ϵ ≥ ϵ′′ > 0 such that det(C(0) + sD(0))
has no roots in ]0, ϵ′′[. Since the multiplicity of the zero s = 0 in the polynomial
det(C(t) + sD(t)) for s, t ∈ [0, ϵ[ is independent of t by the hypotheses and Lemma
C.11 there exists δ > 0 such that if t ∈ [0, δ[ then det(C(t) + sD(t)) has no zeroes
in ]0, ϵ′′/2[. Then ϵ′ = min(δ, ϵ′′/2) has the required property. □
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C.2.1. Cocores. We record here a lemma that we need for a generation of WF(Dtl).

Lemma C.13. The unstable manifolds (cocores) of Dtl are properly embedded in
Dtl.

Proof. We use the notation as in the first paragraph of the proof of Lemma C.10.
Let Tτ ×Wτ be the stable manifold [Zho20, Proposition 5.7]34, t a generic point of
Tτ , Ut,τ the unstable manifold of (t, ρ̃τ ).

If Ut,τ is not properly embedded, then there will be some trajectory from (t, ρ̃τ )
to (t′, ρ̃τ ′) where (t′, ρ̃τ ′) is another critical point.

A stable trajectory ending in (t′, ρ̃τ ′) will contain points of the form (t′, ρ) so
that t = t′. Also, ρ̃τ is in the closure of Wτ ′ , hence τ is in the closure of τ ′ by
[Zho20, Theorem 1]. However, a generic element of Tτ will not be contained in Tτ ′

by [Zho20, (3.2)] if τ ′ ̸= τ . Thus, τ ′ = τ , a contradiction. □

Appendix D. Moser’s lemma

In this section we give a proof of Moser’s lemma for families of Liouville mani-
folds, Theorem 4.9. See Remark 4.10 for a comment about its generality.

The basic objects that we use here are introduced in §4.1.

D.1. Families of Liouville domains and Liouville manifolds.

D.1.1. Classifying generating Liouville domains. Let N be a Liouville manifold
with generating Liouville domain M . Recall that the skeleton of N is

(D.1) Skel(N) =
⋂
s≤0

ϕZθ,sM.

Since the skeleton can be equivalently described as the set of points of N that do
not escape under the flow of Zθ, we have

(D.2) M = Skel(N)
∐⋃

s≤0

ϕZθ,s(∂M)

 .

In particular we obtain:

Lemma D.1. A generating Liouville domain is uniquely determined by its bound-
ary.

Generating Liouville domains are easily classified.

Lemma D.2. Let (N, θ) be a Liouville manifold. ∂Mi for i = 1, 2 are boundaries of
generating Liouville domains then there exists a unique function h : N \Skel(N) →
R invariant under the Liouville flow such that ∂M2 = ϕZθ,h(∂M1). Moreover h is
smooth.

Proof. Since the skeleton is given by the orbits that do not escape to infinity we
have diffeomorphisms

ϕi : ∂Mi × R → N \ Skel(N) : (m, s) 7→ ϕZθ,s(m).

The composition

∂M1 × R
ϕ−1
2 ϕ1−−−−→ ∂M2 × R

34We use the opposite terminology as in loc.cit., i.e. for us the stable manifold is downward
flowing.
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is a diffeomorphism invariant under translation in R. The function h is the compo-
sition

∂M1 × R
ϕ−1
2 ϕ1−−−−→ ∂M2 × R (m,s)7→−s−−−−−−−→ R. □

D.1.2. Interpolating Liouville domains. Let (N, θ) be a Liouville manifold. We
will say that submanifold K ⊂ N is a Liouville boundary if it is the boundary
of a generating Liouville domain M . By (D.2) M is determined by K via M =

Skel(N)∪
(⋃

s≤0 ϕZθ,sK
)

and by Lemma D.2 the Liouville boundaries K ′ in N are
in 1-1 correspondence with smooth functions h : N −Skel(N) → R, invariant under
the Liouville flow, via K ′ = ϕZθ,h(K).

Let (Mi)i=1,...,t be a collection of generating Liouville domains in N . We take
(ai)i=1,...,t ∈ R be such that

∑
i ai = 1. Then we define an interpolated Liouville

domain M as follows. Pick j ∈ {1, . . . , t}. Then there exist smooth functions hji
on N − Skel(N), invariant under the Liouville flow, such that ∂Mi = ϕZθ,hji

(∂Mj)
(in particular hjj = 0). Put hj =

∑
i aihji. Then it is easy to see that K :=

ϕZθ,hj
(∂Mj) is independent of j35, and moreover it is a Liouville boundary as

explained in the first paragraph. We let M be the resulting Liouville domain. We
will use the ad hoc notation M =

∑
i aiMi.

Remark D.3. If aj = 0 then it follows from the construction that M =
∑
i ̸=j aiMi.

So we can make sense of
∑
i∈I aiMi for any collection of real numbers (ai)i∈I

provided that at most a finite number are non-zero.

D.1.3. Generating family of Liouville domains with submersive boundary.

Definition D.4. Let B be a manifold. A family of manifolds (with boundary) is
a surjective submersion M → B. We will often informally write such a family as
(Mt)t∈B . We say that a family has submersive boundary if ∂hM :=

∐
t∈B ∂Mt is a

surjective submersion as well. If B has a boundary (or even corners), then we also
require the submersivity condition for the corresponding strata on ∂hM .

In this section we discuss families of Liouville domains N → B. It turns out
that the results of the previous sections for single Liouville domains generalize
directly to families if they contain a family of generating Liouville domains with
submersive boundary. Unfortunately imposing submersivity on the boundary is
too inconvenient in practice. Luckily it turns out that the existence of a family
of generating Liouville domains with submersive boundary is true under seemingly
much weaker hypothesis. The following result will be the main result of this section.

Proposition D.5. Let N → B be a family of Liouville manifolds containing locally
over B generating families of Liouville domains. Then N contains a generating
family of Liouville domains with submersive boundary.

D.1.4. Reminder about connections. Recall that if γ : M → B is a family then a
connection

∇ : γ∗(TB) → TM

35Indeed, the uniqueness of hji implies that hji + hlj + hil = hii = 0 and hil = −hli,
from which it follows that hj + hlj =

∑
i ai(hji + hlj) =

∑
i aihli, and hence ϕZθ,hj

(∂Mj) =

ϕZθ,hj
ϕZθ,hlj

(∂Ml) = ϕZθ,hl
(∂Ml).
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is a splitting of the natural map of vector bundles [KMS93, Definition 9.3]

TM → γ∗(TB)

A connection always exists. Indeed it can be constructed locally by lifting sections
and then be globalized using a partition of unity. A connection provides a recipe
for lifting vector fields on B to vector fields on M .

If M has a submersive boundary ∂hM then one may check locally that the map36

(D.3) γ : T (M,∂hM) → γ∗(TB)

is surjective where T (M,∂hM) is the vector bundle whose sections are vector fields
on M parallel to ∂hM . A connection

∇ : γ∗(TB) → T (M,∂hM)

is now defined as a splitting of (D.3). Such a connection is a recipe for lifting vector
fields on B to vector fields on M parallel to ∂hM .

D.1.5. Some useful results. For brevity we only give proofs in the case that B has
no boundary. The generalizations to the case where B also has a boundary are
straightforward.

Lemma D.6 (Ehresmann with boundary). Let ϕ : M → B be a proper family of
manifolds with submersive boundary. Then ϕ is a locally trivial.

Proof. We choose a connection ∇ : ϕ∗(TB) → T (M,∂hM) and then we use parallel
transfer for this connection in the usual way. □

Lemma D.7. Let (M, θ) → B be a family of Liouville domains with submersive
boundary. Then

γ : ∂hM×]−∞, 0] →M : (m, s) 7→ ϕZθ,s(m)

is an injective immersion.

Proof. γ is clearly injective. So it is suffices to show that dγ is invertible. Since
γ(m, s+ r) = ϕZθ,r(γ(m, s)) it suffices to do this for a point of the form (m, 0) with
m ∈ ∂Mt. It is then sufficient that Zθt restricted to ∂hM is transversal to ∂hM .
Now Zθt is parallel to Mt and since ∂hM → B is a submersion, Mt is transversal
to ∂hM . Finally Zθt is transversal to ∂Mt. This finishes the proof. □

Remark D.8. The hypothesis in Lemma D.7 that ∂hM → B is a submersion is
necessary for the conclusion to hold. Indeed if the conclusion holds then ∂hM×]−
∞, 0] → B is a submersion but this map factors through ∂hM → B.

Definition D.9. If M → B is a family of Liouville domains then we define the
completion M̂ using the formula (4.1).

36If B has boundary then we should consider T (M,∂M) → γ∗T (B, ∂B).
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D.1.6. Interpolation in families. Let B be a manifold, possibly with boundary. Let
(N, θ) → B be a family of Liouville manifolds. A family of Liouville boundaries is
an inclusion K ↪→ N such that

• K ↪→ N is a submanifold,
• Kt is a Liouville boundary in Nt for all t ∈ B.

If in addition K → B is a surjective submersion then we say that the family is
submersive (with the usual understanding that if B has a boundary or corners we
also require the surjective submersion condition on the corresponding strata in K).

Lemma D.10. M 7→ ∂hM defines a 1-1 correspondence between families of gener-
ating Liouville domains with submersive boundary and submersive Liouville bound-
aries.

Proof. This is proved like Lemma D.1. □

The skeleton of a family of Liouville manifolds N → B is defined fiberwise; i.e.

Skel(N) =
⋃
t∈B

Skel(Nt).

Lemma D.11. Let K ↪→ N be a submersive family of Liouville boundaries. Then
we have an injective immersion

γ : K × R → N : (m, s) → ϕZθ,s(m)

whose image is N − Skel(N) (in particular Skel(N) is closed).

Proof. This is proved in a similar way as Lemma D.7. □

The following lemma is a family version of Lemma D.2.

Lemma D.12. Assume that K ↪→ N → B, K ′ ↪→ N → B are submersive families
of Liouville boundaries. Then there exists a (unique) smooth function h : N −
Skel(N) → R, invariant under the Liouville flow, such that K ′ = ϕZθ,h(K).

Proof. By Lemma D.11 we have a diffeomorphisms

γ : K × R → N − Skel(N) : (m, s) → ϕZθ,s(m),

γ : K ′ × R → N − Skel(N) : (m, s) → ϕZθ,s(m).

We now proceed as in Lemma D.2. □

Lemma D.13. Liouville boundaries are stable under radial expansion. The same
goes for submersive Liouville boundaries.

Proof. Liouville boundaries are defined fiberwise. So the only thing to check is
submersivity. Let K be submersive Liouville boundaries and let K ′ be a radial
expansion of K; i.e. there is a smooth function h on N − Skel(N) such that K ′ =
ϕZθ,h(K). By Lemma D.12 there is a smooth function h′ on N −Skel(N) such that
K = ϕZθ,h′(K ′) and one checks that ϕZθ,h and ϕZθ,h′ are each other’s inverse so
they are diffeomorphisms.

The map K ′ → B factors through the projection ϕZθ,h : K ′ → K and hence is
is a submersion. □

Corollary D.14. The interpolation construction for Liouville domains exhibited
in §D.1.1 works in families, with the (ai)i being smooth functions on B, provided
one restricts to families of Liouville domains with submersive boundary.
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D.1.7. Proof of Proposition D.5.

Lemma D.15. Let ϕ : N → B be a family of Liouville manifolds containing locally
(over B) families of generating Liouville domains. Let t ∈ B. Then there is an
open neighbourhood t ∈ V ⊂ B and a family of Liouville domains M ′ → V in
N ×B V with submersive boundary.

Proof. Choose a connection ∇ on N as in §D.1.4. Let M → B be a family of
generating Liouville domains in N and M ′

t = ϕZθ,s(Mt) for an arbitrary s > 1.
This is a generating Liouville domain in Nt. Choose a smoothly contractible open
neighbourhood V of t and letM ′ → V be obtained fromM ′

t by parallel transport for
∇ (a contracting homotopy defines a path v → t for every v ∈ V ). By construction
M ′ → V , ∂hM ′ → V are surjective and have sections, locally on M ′ and ∂hM

′.
Hence M ′ → V is a family with submersive boundary by [Sar16, Theorem B.3].
M ′ is generating since by choosing V small enough we may ensure that M ′

contains M ×B V . Moreover, again choosing V small enough, we may ensure that
Zθ is outward pointing on ∂hM ′, since that too is stable under deformation. □

Proof of Proposition D.5. For every t ∈ B choose an open neighbourhood of Vt of
t and a family of generating Liouville domains Mt → Vt with submersive boundary
(made possible by Lemma D.15). Now choose a partition of unity ϕt subordinate
to the open cover (Vt)t of B and put

M =
∑
t∈B

ϕtMt.

By Remark D.3 and Corollary D.14 this expression makes sense in a neighbourhood
of any point. Hence it is globally defined. M is a generating Liouville domain
with submersive boundary, again because this is true in a neighbourhood of any
point. □

D.2. Moser’s lemma for families of Liouville manifolds.

Lemma D.16. Let (M, θt)t∈B be a family of Liouville domains (i.e. constant if we
forget the Liouville forms). Let γ : M̂ → B be the corresponding family of Liouville
manifolds (see Definition D.9). In particular M̂ embeds the trivial families M ×B
and ∂M × [0,∞[×B (but the smooth structure varies in a neighbourhood of ∂M).
Let K be a compact set in the interior of M . Let b ∈ B. Then there is an open
neighbourhood V of b and a diffeomorphism ψ : M̂b × V → M̂ ×B V over B such
that

(1) ψb is the identity M̂b → M̂b,
(2) ψ restricts to the identity K ×B → K ×B,
(3) ψ restricts to the identity ∂M × [0,∞[×B → ∂M × [0,∞[×B.

Proof. We choose a connection ∇ : γ∗(TB) → TN which is trivial on K × B
and M × [0,∞[×B (i.e. they are the natural splittings). Choose a smoothly con-
tractible open neighbourhood V of b and use parallel transport for ∇ to make the
identification ψ : M̂b × V → M̂ ×B V . □

Lemma D.17. Assume (Nt, θt)t∈B is a family of Liouville manifolds which locally
has families of generating Liouville domains, such that B is smoothly contractible
and let b ∈ B. Then there exists a diffeomorphism ψ : Nb×B → N over B, inducing
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the identity Nb → Nb which commutes with the Liouville flow outside K ×B for a
compact set K ⊂ Nb where Nb ×B is equipped with the constant Liouville form θb.

Proof. Let (Mt)t∈B be a generating family of Liouville domains with submersive
boundary for (Nt, θt) (see Proposition D.5). By a family version of Lemma 4.3
combined with Lemma D.7 we have a diffeomorphism of families ψ1 : (M̂t, θ̂t)t ∼=
(Nt, θt). By Lemma D.6 and [Sar16, Theorem B.7] we obtain a diffeomorphism ψ2 :
Mb ×B →M over B. Let (Mb, θ

′
t) be the family of Liouville domains obtained by

pullback from ψ2 and let (Mb×B)̂ → B be the corresponding Liouville completion.
We now obtain the diffeomorphism ψ3 : M̂b × B → (Mb × B)̂ from Lemma D.16.
We put ψ = ψ1ψ̂2ψ3ψ

−1
1,b . For K we may take Mb. □

D.2.1. Proof of Moser’s lemma. We first make more explicit the relation between
a Liouville manifold (N, θ) and a generating Liouville domain (M, θ)

There is an embedding ∂M×] − ∞,∞[s⊂ N : (m, s) 7→ ϕZθ,s(m). It has the
following properties.

• N =M ∪ ∂M×]−∞,∞[s.
• M ∩ ∂M×]−∞,∞[s= ∂M×]−∞, 0]s.
• If θ∂ = θ|∂M then on ∂M×]−∞,∞[s we have

θ = esθ∂ .

• It follows that if ω∂ = ωθ|∂M then on ∂M×]−∞,∞[s

ωθ = esds θ∂ + esω∂ .

• Finally on ∂M×]−∞,∞[s we also have

Zθ = ∂/∂s.

Remark D.18. If α is a 1-form on N let X be the corresponding dual vector field,
i.e. iXωθ = α. Write on ∂M×]−∞,∞[s

α = α∂ + αsds, X = X∂ +Xs∂/∂s

where α∂ and X∂ are respectively an s-dependent 1-form and vector field on ∂M
and αs and Xs are smooth functions. We compute

iXωθ = −esiX∂
θ∂ ds+ esiX∂

ω∂ + esXsθ∂

so that we get the equations

esiX∂
ω∂ + esXsθ∂ = α∂(D.4)

−esiX∂
θ∂ = αs.(D.5)

By contracting with the Reeb vector field37 we see that first of these equations
determines Xs uniquely. Given this, it is also clear that it determines X∂ up to a
multiple of the Reeb vector field. The second equation determines this multiple.

Proof of Theorem 4.9. We choose ψ1 : Nb ×B → N for ψ as in Lemma D.17. The
pull back under ψ2 defines a family of Liouville forms θ′t on Nb. We will construct
a diffeomorphism over B: ψ2 : Nb × B → Nb × B, such that ψ2,b is the identity
and a function f ∈ C∞(Nb×B), supported on some K×B, K compact, satisfying

37The Reeb vector field R is the vector field on ∂M such that iRω∂ = 0, iRθ∂ = 1. It exists
because ∂M is a contact manifold with contact form θ∂ .
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fb = 0 such that ψ∗
2,t(θ

′
t)+ dft = θ′b. The construction of ψ2 will not depend on any

more choices. Finally we put ψ = ψ1ψ2.
Without loss of generality we may assume that ψ1 is the identity. So we assume

N = Nb ×B where Nb × {t} is equipped with θt.
A choice of contracting homotopy ht : B× [0, 1] → B with h1 being the constant

map B → {b} fixes for every t a path t→ b. Since our construction will not depend
on choices we may replace B by [0, 1] and put b = 0.

We will now obtain ψt as the flow of a time dependent smooth vector field
(Xt)t∈[0,1] on N0. Assume we have constructed ψt, ft. Differentiating

(D.6) ψ∗
t (θt) + dft = θ0 (ψ0 = id, f0 = 0)

with respect to t yields

ψ∗
t

(
LXt

θt +
dθt
dt

)
+ d

dft
dt

= 0

which is equivalent with (for ωt = dθt)

ψ∗
t

(
iXt

ωt + diXt
θt +

dθt
dt

)
+ d

dft
dt

= 0

or

(D.7) ψ∗
t

(
iXt

ωt +
dθt
dt

)
+ d

(
ψ∗
t (iXt

θt) +
dft
dt

)
= 0.

We now construct a solution to (D.7). If Xt is integrable then this yields a solution
to (D.6).

We get solutions of (D.7) from solutions of the following two equations.

iXt
ωt +

dθt
dt

= 0,(D.8)

ψ∗
t (iXt

θt) +
dft
dt

= 0.(D.9)

(D.8) fixes Xt and, provided Xt is integrable, (D.9) fixes ft.

We now show that the constructed Xt is indeed integrable, and moreover that
ft has compact support. We let M0 ⊂ N0 be a Liouville domain containing K (as
in Lemma D.17) in its interior. By Lemma D.19 below M0 is a common Liouville
domain for the θt and moreover the restrictions of θt to ∂M0 × [0,∞[s are of the
form esθt,∂ .

On ∂M0 × [0,∞[s we get from (D.4,D.5)

esiXt,∂
ωt,∂ + esXt,sθt,∂ = −es dθ∂,t

dt
−esiXt,∂

θt,∂ = 0

or simplified

iXt,∂
ωt,∂ +Xt,sθt,∂ = −dθ∂,t

dt
(D.10)

iXt,∂
θt,∂ = 0.(D.11)

SinceXt,∂ , Xt,s are the unique solutions of a system of linear equations, independent
of s, they must themselves be independent of s (for s ≥ 0). Since Xt,s = Xt is
constant it follows from [Cra11, Theorem 2.2] that Xt is integrable.
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From (D.9) we get

ft = −
∫ t

0

ψ∗
τ (iXτ θτ )dτ

(since f0 = 0). So for s ≥ 0:

ft = −es
∫ t

0

ψ∗
τ (iXτ,∂

θτ,∂)dτ = 0

using (D.11). Thus ft is supported inside
∐
t ψ

−1
t M0. This is a compact set since

it is the image of M0× [0, 1] under the continuous map N × [0, 1] : (t, n) 7→ ψ−1
t (n).

So the support of ft is compact. □

The following lemma used above is a tautology.

Lemma D.19. Let (N1, θ1), (N2, θ2) be Liouville manifolds and let ψ : N1 → N2 be
a diffeomorphism which commutes with the Liouville flow outside M1 − ∂M1 ⊂ N1

for M1 ⊂ N1 a generating Liouville domain. Then ψ(M1) is a generating Liouville
domain in (N2, θ2).
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