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In this paper we investigate the marginally stable nature of the low-temperature trivial spin glass
phase in the spherical p = 2 spin glass, by perturbing the system with three different kinds of
non-linear interactions. In particular, we compare the effect of three additional dense four-body
interactions: ferromagnetic couplings, purely disordered couplings and couplings with competing
disordered and ferromagnetic interactions. Our study, characterized by the effort to present in a
clear and pedagogical way the derivation of all the results, shows that the marginal stability property
of the spherical spin glass depends in fact on which kind of perturbation is applied to the system: in
general, a certain degree of frustration is needed also in the additional terms in order to induce a
transition from a trivial to a non-trivial spin-glass phase. On the contrary, the addition of generic
non-frustrated interactions does not destabilize the trivial spin-glass phase.

I. INTRODUCTION

Marginal stability is one among the most interesting
and fascinating features of multi-agent systems with frus-
trated interactions, something that enjoys at the same
time a precise mathematical description and encodes
properties which meet the physical intuition and can be
explained with clear words. First of all, marginal stabil-
ity is something that makes really sense only for systems
with a large number of degrees of freedom, N ≫ 1: it cor-
responds to the existence of stable configurations which
may change macroscopically under the effect of perturb-
ing just few variables. More precisely a number of vari-
ables which do not scale with the size of the system. It
can be immediately realized that this is a very peculiar
behaviour. What usually characterizes the behaviour of
physical systems and is also in agreement with the intu-
ition that we have from ordinary life, is that to produce
extensive changes in a system we have to exploit an ex-
tensive perturbation. This is also the physical content of
the linear-response theorem [1]. Just to make an exam-
ple, it is very natural to expect that in order to bend a
plastic stick we need to exploit an effort proportional to
the effect we wish to obtain.

At the same time we know that also catastrophes take
place. Consider for instance the stability of an ecosystem
with a very large number of species, a subject which has
recently attracted a lot of interest from the community
working on disordered systems [2–4]. A catastrophe is for
instance represented by the sudden extinction of a partic-
ular species, due to environmental changes, which then
triggers a mass extinction of many other species in a cas-
cade and the appearance of new ones. This is an example
of macroscopic change produced by a small perturbation.
Another example from the recent literature on disordered
systems is the response to external perturbations in the
jamming phase of hard spheres [5–9]: it is the marginally
stable nature of the low-lying minima in the free-energy
landscape characteristic of continuous replica symmetry
breaking [10, 11] that allows to explain the low-cost exci-

tations responsible of the critical properties close to the
jamming transition. The previous ones are just two ex-
amples to grasp the importance of the marginal stability
idea. Technically, in the context of disordered systems,
marginal stability refers to the situation where station-
ary points of a thermodynamic potential corresponding
to non-trivial low-temperature glassy phases have a lin-
ear stability matrix with respect to overlap fluctuations
with null eigenvalues, i.e., flat directions where costless
excitations may trigger macroscopic change in the sys-
tem. These flat directions in the potential landscape are
associated with the divergence in the spin-glass suscepti-
bility, meaning that the system is extremely sensible to
small perturbations.
As a tribute to the importance played nowadays in

many different context of marginal stability, in the
present work we wish to present a detailed and com-
prehensive analysis of this property in a paradigmatic
model of spin-glasses: the spherical spin glass. It is well
known that in the Sherrington-Kirkpatrick (SK) model
[12] there is a transition to a non-trivial spin-glass phase
at a certain temperature Tc. Let us recall that the SK
model is defined by the Hamiltonian

HJ = −
∑
i<j

JijSiSj , (1)

where the summation runs over all pairs of independent
indices and Si = {−1,+1} are Ising spins. The coef-
ficients Jij are random quenched variables with a zero-
mean Gaussian distribution and variance σ2

J = J2/N . In
this case, i.e. in absence of an external magnetic field,
the transition temperature is simply given by Tc = J .

In the spin-glass phase the overlap q = N−1
∑N

i=1 S
a
i S

b
i

between two equilibrium configurations at a given tem-
perature, labeled by a and b, can take infinitely many
values according to a non-trivial distribution P (q), with
q ∈ [0, 1] [10]. The correct form of the distribution
P (q) was obtained by Parisi, in the so-called contin-
uous Replica Symmetry Breaking (full-RSB) solution
scheme [10], which correctly describes the low temper-
ature phase of the model.
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It was already known before Parisi’s solution that if
we consider the same Hamiltonian of Eq. (1) where in
place of the discrete Ising spins one has continuous vari-
ables subject to a spherical constraint, i.e., σi ∈ R with

N =
∑N

i=1 σ
2
i , there is a phase transition at the same

critical temperature Tc = J of the SK model, but in
this case the low temperature phase is a trivial spin-glass
phase. The solution of the spherical model was obtained
by Kosterlitz et al [13] by using random matrix theory.
In the language of replicas, the low temperature phase of
the model is still Replica Symmetric (RS) and is charac-
terized by a trivial probability distribution of the overlap:
a Dirac delta, P (q) = δ(q−q∗T ), where q

∗
T is a finite equi-

librium value which depends on the temperature.

What is very peculiar of this trivial spin-glass phase,
sometimes called disguised ferromagnet, is that it is
marginally stable, in the sense of having a vanishing
mode of the stability matrix, even if there is no breaking
of the replica symmetry [14]. One can therefore legiti-
mately wonder with respect to which kind of perturba-
tions, intended as additional terms in the Hamiltonian,
the system is marginally stable and try to relate the na-
ture of the perturbation to the new stable phase where
the system is driven by the perturbation. Is it true that
the marginally stable trivial spin glass phase of the spher-
ical model becomes unstable in favour of a true spin glass
phase by any sort of perturbation of the Hamiltonian?
For instance: do non-linear ordered and disordered addi-
tional terms have similar or different effects? What kind
of phases will these perturbations induce, when the RS
trivial spin-glass phase is destabilized? The aim of this
paper is to provide a clear answer to these questions,
through a detailed and didactic presentation aimed at
the wider possible audience.

The paper is organized as follows: in Sec. II we intro-
duce the spherical spin-glass model and in Sec. III we
study the effect of adding an ordered non-linear interac-
tion term of the kind (ϵ/N3)σiσjσkσl, where a summa-
tion over all independent quadruplets of indices is con-
sidered, on the low-temperature marginally stable phase
of the system, where σi ∈ R: the phase diagram in the
plane (ϵ, T ) is discussed. In Sec. IV we study the ef-
fect of a purely disordered perturbation, namely we in-
troduce non linear couplings of the form Jijklσiσjσkσl,
where Jijkl are random coefficients following a Gaussian
distribution with zero mean and variance proportional to
ϵ2/N3, which guarantees the extensivity of the Hamil-
tonian. The phase diagram in the plane (ϵ, T ) is pre-
sented, paralleling the results of Refs. [15, 16]. Finally
in Sec. V we study the competing effect of ordered and
disordered non-linear interactions, assigned in the form
of non-linear couplings Jijklσiσjσkσl where the Gaussian
distribution of the random coefficients has both mean and
variance different from zero, controlled by the same pa-
rameter ϵ. Also in this case we discuss the phase diagram
in the (ϵ, T ) plane. The difference with the correspond-
ing phase diagram in Sec. III is that now, by increasing
ϵ, the strength of both ordered and disordered terms in

the non-linear interaction is increased at the same time.
In Sec. VI some conclusions and perspectives are drawn.
Part of the derivations proposed here goes along the same
path of those for the result already presented in Ref. [16].
But, in order to make the presentation as clear as possi-
ble, we have repeated them in the context of the present
framework.

II. THE SPHERICAL p = 2 MODEL

The spherical p = 2 model [13] is defined by the Hamil-
tonian

HJ(σ) = −
1,N∑
i<j

Jij σiσj , (2)

where σ ∈ RN is an array of N , locally unbounded, real
variables subjected to a global spherical constraint:

σ · σ =

N∑
i=1

σ2
i = N. (3)

The couplings Jij are i.i.d. random variables taken
from the Gaussian distribution

p(Jij) =
1√
2πσ2

2

e
−

(Jij−J0)2

2σ2
2 , (4)

where σ2
2 = J2/N and J is a free parameter. For the

pure spherical model one usually considers J0 = 0. The
scaling of the variance ensures that the Hamiltonian is
extensive in the large-N limit. For any given instance of
the random coefficients Jij , the probability distribution
of the spin configurations is given by

Pβ,J(σ) =
1

ZJ(β)
e−βHJ (σ)δ (N − σ · σ) , (5)

where the partition function ZJ(β) reads

ZJ(β) =

∫ ( N∏
i=1

dσi

)
e−βHJ (σ)δ (N − σ · σ) . (6)

We know that thanks to self-averaging, in the large-N
limit the typical free energy corresponds to the average
over disorder:

βfJ = lim
N→∞

− 1

βN
lnZ, (7)

where the overline denotes

(· · · ) =
∫ 1,N∏

i<j

dJij p(Jij)(· · · ). (8)
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The model can be solved either with the replica method
or by exploiting random matrix theory [13], since the
Jij ’s define the elements of a matrix from the Gaussian
Orthogonal Ensemble (GOE). By solving the model with
replicas one finds that the RS ansatz, qab = δab + (1 −
δab)q, where qab is the matricial order parameter which
enters all replica calculations, is stable at all tempera-
tures, with a transition from zero to finite average over-
lap at Tc = J . The exact solution of the model shows
that different kind of perturbations have very different
effects. If a linear coupling with an external magnetic
field is introduced, by considering a total Hamiltonian
of the kind Htot(σ) = Hh(σ) + HJ(σ), where HJ(σ)

is the one of Eq. (2) and Hh(σ) = h
∑N

i=1 σi, one finds
that the magnetic field completely washes the transition
away. This means that drawing the phase diagram of
the model in the plane (h, T ) the only critical point is
at (h = 0, T = J) and for all values h ̸= 0 there are no
phase transitions. The behaviour is different if we take
into account ferromagnetic couplings in addition to ran-
dom couplings, i.e., if we allow the parameter J0 to be
different from zero in the distribution of Eq. (4). In this
case one finds that the low-temperature trivial spin-glass
phase of the spherical model is in fact stable with respect
to an increase of J0, until a transition to a ferromag-
netic phase occours at large enough J0. This is shown in
Fig. 1, which simply reproduces the phase diagram found
by Kosterlitz et al. in Ref. [13].
We will now analyze in detail the behaviour of the

spherical p = 2 spin model with J0 = 0 (i.e., zero
mean of linear couplings distribution) when different
kinds of non-linear terms are added to the Hamiltonian.
In practice we will study different realizations of the
non-linear interactions for the 2 + p-spin model (p is the
order of the non-linear interactions), for which, in the
case of purely disordered interactions, a careful analysis
can be also found in Refs. [15, 16]. From the general
perspective, physically interesting application can be
found in the modelling of light modes interactions in
random lasers [17–21].

III. ORDERED NON-LINEARITY

The first perturbation to the spherical p = 2 model
that we have studied is represented by an ordered 4-body
interaction term. The model is defined by the Hamilto-
nian

Hord(σ) = HJ(σ)−
4!ϵ

N3

1,N∑
i<j<k<l

σiσjσkσl, (9)

where HJ is the Hamiltonian (2) of the spherical p = 2
model with J0 = 0. The scaling of the ordered coupling
magnitude is chosen in order for the non-linear term to
be extensive. The parameter ϵ can be tuned to probe

Paramagnetic
phase

Ferromagnetic

Spin Glass-RS 
phase

0 0.5 1 1.5

0.5

1

1.5

FIG. 1. Phase diagram in the (ϵ, T ) plane for the p = 2
spherical spin glass, where ϵ represents the strength of two-
body ferromagnetic interactions.

different regimes according to the strength of the non-
linearity. The free energy of the model is obtained by
means of a standard replica approach, which provides
the exact mean-field solution in the large-N limit.
For this model one has to consider two global order

parameters

ma =
1

N

N∑
i=1

σa
i

qab =
1

N

N∑
i=1

σa
i σ

b
i , (10)

where ma and qab are respectively the magnetization el-
ements and the overlap matrix elements. From here on,
we will use the following symbols to denote the full over-
lap matrix and magnetization vector in replica space:
Q = {qab}a,b=1,...,n and m = {ma}a=1,...,n. In terms of
these order parameters the replicated partition function
averaged over the disorder reads as

Zn =

∫ 1,n∏
a<b

dqab

∫ n∏
a=1

dma e−NG[Q,m], (11)

where the action functional G is defined as

G[Q,m] =− (βJ)2

4

1,n∑
ab

q2ab − βϵ

n∑
a=1

m4
a (12)

− 1

2
ln det(Q−m⊗mT ), (13)

with

βfJ = lim
n→0

1

n
min
ma

max
qab

G[qab,ma]. (14)

In Eq. (12) the symbol m⊗mT denotes a matrix with
elements (m⊗mT )ab = mamb. Details on the derivation
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of G[Q,m] are given in App. A. As in standard replica
approach, in order to find the physical value of the free
energy we have to maximize with respect to the matricial
order parameters and minimize with respect to the vec-
torial ones [11]. Stationary points are found by solving
the following saddle-point equations:

δG

δqab
= (βJ)2qab + (Q−m⊗mT )−1

ab = 0, (15)

δG

δma
= −4βϵ m3

a + [(Q−m⊗mT )−1 ·m]a = 0. (16)

In what follows we will present the results obtained
within the RS ansatz for the matrix qab, which turns out
to be stable for all values of temperature T and strength
ϵ of the non-linear coupling.

A. Replica Symmetric Ansatz

Let us then assume for the matrix Q a RS ansatz

qab = δab + (1− δab) q0 (17)

For what concerns the vector m we must assume that
all elements are identical, since physical quantities cannot
depend on the replicas. By doing so we get

[
(Q−m⊗mT )−1

]
ab

=


1− 2q0 +m2

(1− q0)2
a = b

−
q0 −m2

(1− q0)2
a ̸= b.

(18)

The RS effective action reads, in the limit n → 0, as

lim
n→0

1

n
G[q0,m] =− (βJ)2

4
(1− q20)− βϵm4

− 1

2
ln(1− q0)−

1

2

q0 −m2

1− q0
.

(19)

The RS saddle-point equations are obtained by plug-
ging the ansatz (17) in Eqs. (15),(16) or by deriving
Eq. (19) with respect to q0 and m:

∂G

∂q0
=(βJ)2q0 −

q0 −m2

(1− q0)2
= 0 (20)

∂G

∂m
=− 4βϵm3 +

m

1− q0
= 0. (21)

A trivial solution for Eq. (21) is m = 0: in this case
Eq. (20) simply becomes identical to the RS saddle-point
equation for the original p = 2 spherical model:

[1− (βJ)2(1− q0)
2]q0 = 0. (22)

The above equation has two solutions, corresponding
to the two possible phases of the model: the paramag-
netic phase with q0 = 0, and the trivial spin-glass phase
with q0 = 1− 1

βJ . Eq. (21) admits also a m ̸= 0 solution,

which reads:

m2 =
1

4βϵ

1

1− q0
, (23)

that plugged into the equation for q0 gives

q0(1− q0)
3

[
1

1− q0
− (βJ)2

]
=

1

4βϵ
. (24)

Summarizing, the analysis of the saddle-point equa-
tions obtained by assuming a RS ansatz yields overall
three kind of solutions: the paramagnetic one with both
m = 0 and q0 = 0; the solution corresponding to the
trivial spin glass with m = 0 and q0 = 1− 1/(βJ) and a
ferromagnetic solution where both m and q0 are different
from zero and are given by the solutions of Eqs. (23) and
(24). The first two solutions are the only possible ones
with ϵ = 0, that is the unperturbed case. The third so-
lution is the interesting one in presence of non-linearity
and can be studied numerically.
The following step of our analysis will consist in study-

ing whether the ordered quartic non-linearity may trig-
ger or not an instability of the RS ansatz, in particular
whether or not it drives, in the low temperature regime,
a transition from a trivial spin-glass phase to a true spin-
glass phase with a non-trivial distribution of the overlap.
In order to do that we need to study the stability of the
RS solutions, which is the subject of the following sec-
tion.

B. Stability of the RS solution and phase diagram

The nature of the fluctuations around the saddle point
determines the stability of the solutions. By following
[22], it is convenient to define a single array containing
all variational parameters:

η =

(
m

[Q]a̸=b

)
. (25)

The object defined in Eq. (25) is a vector in an n(n+1)-
dimensional space, with element ηA where the subscript
index takes values in the range A = 1, . . . , n(n+1). The
number of variational parameters, with respect to which
fluctuations must be taken into account, is n(n + 1) be-
cause we have to consider the n components of m and
n(n−1)/2 components for Q, since for the overlap matrix
the diagonal elements are fixed to qaa = 1 by the spheri-
cal constraint. The effective action (12) can be expanded
around the saddle point η∗ = (m∗,Q∗) up to the second
order in the deviations from saddle-point solutions:
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G[η∗ + δη] = G[η∗] +
1

2

∑
AB

∂2G[η∗]

∂ηA∂ηB
δηAδηB + . . . ,

(26)

In Eq. (26) there are no linear terms because when η∗

is selected as the solution of saddle-point equations we
have by definition

∂G[η∗]

∂ηA
= 0 ∀ A. (27)

In order to assess the stability of the solution η∗ one
has to study the spectrum of the Hessian HAB(η

∗) =
∂2G[η∗]/∂ηA∂ηB . By explicitating the dependence on
the overlap and magnetization fluctuations, the expan-
sion in Eq. (26) can be rewritten as:

G[Q,m] = G[Q∗,m∗]+
1

2

∑
ab

∂2G[Q∗,m∗]

∂ma∂mb
δmaδmb+

∑
ab,c

∂2G[Q∗,m∗]

qab∂mc
δqabδmc+

1

2

∑
ab,cd

∂2G[Q∗,m∗]

∂qab∂qcd
δqabδqcd+... (28)

It is well known that, in the limit n → 0, the small-
est eigenvalue of the Hessian H[η∗] is the replicon [22],
which is related only to overlap fluctuations and can be
obtained from the diagonalization of the submatrix

G(ab),(cd) =
∂2G[Q∗,m∗]

∂qab∂qcd
. (29)

In general, i.e. without specifying the solution ansatz for
the saddle point, this matrix has three different kinds
of elements, defined by taking: (i) a = c and b = d;
(ii) either a ̸= c and b = d or a = c and b ̸= d; (iii)
a ̸= c and b ̸= d. These elements are related to different
correlations of the replicated local variables, as can be
immediately recognized in the case of a model with Ising
variables (see Ref. [22] for the RS case). In the case of
spherical variables, we can rewrite the action functional
(12) in the following way

G[Q,m] = − (βJ)2

2

1,n∑
a<b

q2ab − βϵ

n∑
a=1

m4
a

+ ln

∫ n∏
a=1

dxae
−

∑n
a≤b[(Q−m⊗mT )−1]abxaxb ,

(30)

where we have introduced back the local variables as cor-
related Gaussian auxiliary variables to represent the en-
tropic term ln det(Q −m ⊗mT ). With this formalism,
we have

∂G[Q,m]

∂qab
= −(βJ)2qab − ⟨xaxb⟩, (31)

where the average is computed over the Gaussian distri-
bution of the xa variables:

⟨· · · ⟩ =
∫ ∏n

a=1 dxae
−

∑n
a≤b(Q−m⊗mT )abxaxb(· · · )∫ ∏n

a=1 dxae
−

∑n
a≤b(Q−m⊗mT )abxaxb

. (32)

Therefore, by using the fact that

∂

∂qcd
⟨xaxb⟩ = −⟨xaxbxcxd⟩+ ⟨xaxb⟩⟨xcxd⟩, (33)

we have

G(ab),(ab) ≡
∂2G

∂q2ab
= −(βJ)2 + ⟨x2

ax
2
b⟩ − ⟨xaxb⟩2 (34a)

G(ab),(ac) ≡
∂2G

∂qac∂qab
= ⟨x2

axbxc⟩ − ⟨xaxb⟩⟨xaxc⟩ (34b)

G(ab),(cd) ≡
∂2G

∂qcd∂qab
= ⟨xaxbxcxd⟩ − ⟨xaxb⟩⟨xcxd⟩.

(34c)

We can now use Wick’s theorem to compute the con-
tractions of the 4-point Gaussian correlators and express
them in terms of the second moment of the Gaussian
distribution. We have

G(ab),(ab) = −(βJ)2 + ⟨x2
a⟩⟨x2

b⟩+ ⟨xaxb⟩2 (35a)

G(ab),(ac) = ⟨x2
a⟩⟨xbxc⟩+ ⟨xaxb⟩⟨xaxc⟩ (35b)

G(ab),(cd) = ⟨xaxc⟩⟨xbxd⟩+ ⟨xaxd⟩⟨xbxc⟩, (35c)

where

⟨xaxb⟩ =
[
(Q−m⊗mT )−1

]
ab

. (36)

1. Replicon

The diagonalization of G(ab),(cd) has to be performed
case by case depending on the solution ansatz for the
saddle point problem. If (Q∗,m∗) is a RS saddle point,
due to the symmetry of the overlap matrix Q∗ under
the permutation of n replicas, G(ab),(cd) depends only on
three numbers:

P = −(βJ)2 + ⟨x2
a⟩2 + ⟨xaxb⟩2 (37a)

Q = ⟨x2
a⟩⟨xaxb⟩+ ⟨xaxb⟩2 (37b)

R = 2⟨xaxb⟩2. (37c)

Therefore, the eigenvalues of G(ab),(cd) depend on com-
binations of P,Q and R and can be computed in a
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straightforward manner by following the procedure of
Ref. [22] or by using the Replica Fourier Transform
[14, 23]. There are three types of eigenvalues at finite
n: the longitudinal one, corresponding to fluctuations of
the overlap which do not break the replica symmetry,
the anomalous one, corresponding to fluctuations which
break the replica symmetry, but violate the property of
the overlap matrix of having the same sum over each
row, and the replicon, connected to fluctuations which
break the replica symmetry preserving the properties of
the overlap matrix. In the limit n → 0, the longitudinal
and anomalous eigenvalues degenerate in the same one.
The replicon has the following expression:

λR = P − 2Q+R

= −(βJ)2 +
(
⟨x2

a⟩ − ⟨xaxb⟩
)2

.
(38)

The expression in Eq. (18) for (Q − m ⊗ mT )−1 in
the RS case implies that the explicit expression of the
replicon is

λR = −(βJ)2 +
1

(1− q0)2
. (39)

For RSB saddle points, the diagonalization of the Hes-
sian matrix is more difficult, since the three different
kinds of elements in Eq. (34) have more than just three
possible values. The computation for the fluctuations
around a 1RSB saddle point can be found in Ref. [24],
while the generalization to generic k-RSB saddle points
can be found in Ref. [25]. But for the present case this
further step of the calculation is not necessary, since the
RS ansatz turns out to be always stable.

2. Phase diagram

The phase diagram of the model with ordered p = 4
interaction, represented by the Hamiltonian in Eq. (9),
is then obtained by looking for the solutions of the
RS saddle-point equations, Eqns. (20)(21), and studying
their stability. The result of this analysis is presented
in Fig. 2. For T > Tc and small values of ϵ the system
is in a paramagnetic phase, which is stable because the
replicon is always positive, as can be checked by plugging
into Eq. (39) the values q0 = 0 and T > Tc = J .

Then, for small values of ϵ by lowering the temperature
below Tc the system passes to a trivial spin-glass phase,
which is marginally stable, since λR = 0 in all this re-
gion of the parameters as can be checked by using the
expression q0 = 1 − 1

βJ in Eq. (39). On the contrary, if

ϵ is large enough and the non-linear ferromagnetic inter-
action prevails on the disordered two-body interaction,
that is for ϵ ≳ 1.5, upon lowering the temperature there
is no spin-glass transition and the system moves directly
to the ferromagnetic phase. By using Eqs. (24) and (39)

Paramagnetic
phase

Ferromagnetic

Spin Glass-RS 

phase

0 0.5 1 1.5 2 2.5 3

0.5

1

1.5

2

2.5

FIG. 2. Phase diagram in the (ϵ, T ) plane for the p = 2
spherical spin glass plus four-body ferromagnetic interactions,
where ϵ represents the strength of 4-body ferromagnetic in-
teractions.

one finds the expression

λR =
1

4βϵq0(1− q0)3
(40)

from which one concludes that λR > 0 for all values
of q0 ∈ [0, 1]. We also find a small interval of ϵ val-
ues, approximately ϵ ∈ [0.85 : 1.5] where at T = Tc the
system encounters first a transition to the (trivial) spin-
glass phase and then, upon lowering further the temper-
ature, a transition from (trivial) spin-glass to the ferro-
magnetic phase. Let us stress that in the phase diagram
of Fig. 2 the transition line which separates the ferro-
magnetic phase from the other phases is a line of first
order transitions: the paramagnetic phase and the triv-
ial spin glass phase, respectively at temperatures above
and below the critical one, are always stable upon in-
creasing ϵ and the transition to the ferromagnetic phase
is controlled by the free-energy balance.

We can therefore conclude that the addition of ordered
non-linear interactions does not produce any sort of RSB
in the trivial spin glass phase of the spherical model.
By comparing the present result with the phase diagram
in Fig. 1 we can remark a behaviour which is topologi-
cally analogous, upon increasing the strength of the non-
linearity ϵ, to that of the p = 2 spherical model with
ferromagnetic two-body interactions competing with the
disordered ones [13]: the trivial spin-glass phase remains
marginally stable until the point where a transition to
ferromagnetic order takes place.

Notice also, that this scenario holds for arbitrary or-
dered non-linearity, as one can see with a straightforward
generalization of the previous analysis. If we denote by
p the power of the non-linearity, the only change in the
action (12) is that the magnetization term is raised to the
power p. As a consequence the RS saddle point equation
obtained deriving the action w.r.t q0 (20) remains the
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same and that obtained deriving w.r.t. m reads

pβϵmp−1 +
m

1− q0
= 0. (41)

Therefore, the only change is in the equation for the over-
lap in the ferromagnetic phase, which reads

q0(1− q0)
2(p−1)
p−2

[
1

1− q0
− (βJ)2

]
=

1

(pβϵ)
2

p−2

, (42)

from which one immediately recognize that

λR =

(
1

pβϵq0(1− q0)p−1

) 2
p−2

> 0 (43)

for all values of p, β, ϵ and q0 ∈ [0, 1].

IV. PURELY DISORDERED NONLINEARITY

In this section we consider a different kind of pertur-
bation to the spherical p = 2 model, namely we added
a 4-body interaction term with quenched random cou-
plings. The model is defined by the Hamiltonian

Hdis(σ) = HJ(σ)−
1,N∑

i<j<k<l

J
(4)
ijkl σiσjσkσl, (44)

where the couplings Jijkl are i.i.d. random variables fol-
lowing the Gaussian distribution

p(Jijkl) =
1√
2πσ2

4

e
−

J2
ijkl

2σ2
4 , (45)

with variance

σ2
4 =

ϵ2 4!

2N3
. (46)

By averaging over the disorder, one reaches the following
form for the replicated partition function:

Zn =

∫ 1,n∏
a<b

dqab e−NG[Q], (47)

where the action G[Q] is defined as

G[Q] =− (βJ2)
2

2

1,n∑
a≤b

q2ab −
(βϵ)2

2

1,n∑
a≤b

q4ab

− 1

2
ln detQ.

(48)

The one above is the free energy of the so-called mixed
p-spin model, whose equilibrium thermodynamics has
been studied extensively in [15, 16], while more recent
and very interesting results on the dynamics can be found
in [26, 27]. Let us notice that in the present case, at
variance with the model studied in Sec. III, due to the
absence of any ferromagnetic term in the Hamiltonian
there is only one ordered parameter, the overlap matrix
Q.

A. RS saddle-point equations and stability

The RS free energy of the 2 + 4-spin model, obtained
through steps analogous to those reported in App. A,
reads as

lim
n→0

1

n
G[q0] =− (βJ2)

2

4
(1− q20)−

(βϵ)2

4
(1− q40)

− 1

2
ln(1− q0)−

1

2

q0
1− q0

,

(49)

from which the saddle point equation in q0 is

q0

[
(βJ2)

2 + 2(βϵ)2q20 −
1

(1− q20)

]
= 0. (50)

By proceeding in a similar way with respect to
Sec. III B, we rewrite the effective action as

G[Q] =− (βJ2)
2

2

1,n∑
a<b

q2ab −
(βϵ)2

2

1,n∑
a<b

q4ab

+ ln

∫ n∏
a=1

dxae
−

∑n
a≤b qabxaxb ,

(51)

from which the expressions for the stability matrix ele-
ments read as

G(ab),(ab) = −(βJ2)
2 − 6(βϵ)2q2ab + ⟨x2

a⟩⟨x2
b⟩+ ⟨xaxb⟩2

(52a)

G(ab),(ac) = ⟨x2
a⟩⟨xbxc⟩+ ⟨xaxb⟩⟨xaxc⟩ (52b)

G(ab),(cd) = ⟨xaxc⟩⟨xbxd⟩+ ⟨xaxd⟩⟨xbxc⟩, (52c)

where in this case

⟨xaxb⟩ = (q−1)ab. (53)

By recalling the general expression for the replicon in
the case of RS ansatz, given in Eq. (38), we obtain in the
present case

λR = −(βJ2)
2 − 6(βϵ)2q20 +

1

(1− q0)2
. (54)

By plugging the expression of Eq. (50) into Eq. (54) it
is easy to realize that λR is negative for any value of the
parameter q0 different from zero, so that in the RS case
only the solution q0 = 0 can be stable. By then plugging
the latter into the expression of the replicon we get λR =
1− (βJ2)

2, which for temperatures T < Tc = J2 becomes
negative, signalling the instability of the RS ansatz and
therefore forcing us to consider RSB solutions.

B. 1RSB saddle-point equations

The first attempt to go beyond a RS ansatz it is always
represented by considering one step of replica symmetry
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breaking (1RSB), corresponding to an overlap matrix,
which we may refer to as Q1step, with the following struc-
ture:

[Q1step]ab = (1− q1)δab + (q1 − q0)ϵab + q0Iab. (55)

I = 1⊗ 1T is a matrix whose elements are all identically
equal to 1, while ϵ is a block diagonal matrix, with diago-
nal blocks all equal to Ix = 1x⊗1T

x , namely x×x square
matrices with all elements identically equal to one. For
the 1RSB ansatz we have therefore three variational pa-
rameters: q0, q1 and x. In the present case the inverse
matrix of matrix qab reads as:

[(Q1step)−1]ab = Aδab +Bϵab + CIab, (56)

with

A =
1

1− q1
(57)

B = − (q1 − q0)

(1− q1)(1− q1 + x(q1 − q0))
(58)

C = − q0
[1− q1 + x(q1 − q0)]2

. (59)

Given this structure of the overlap matrix, with very sim-
ilar calculations to the RS case and defining the function

χp = χp(q0, q1, x) ≡ 1− qp1 + x(qp1 − qp0), (60)

we get as 1RSB effective action:

lim
n→0

1

n
G[q0, q1, x] = − (βJ2)

2

4
χ2 −

(βϵ)2

4
χ4−

x− 1

2x
log(1− q1)−

1

2x
log(χ1)−

1

2

q0
χ1

.

The 1RSB saddle point equations read as:

∂G

∂q0
=

x

2
q0

[
(βJ2)

2 + 2(β)2q20 −
1

χ2
1

]
= 0, (61a)

∂G

∂q1
= (x− 1)

[
−q1(βJ2)

2 − 2q31(βϵ)
2 +

q0
χ2
1

+
q1 − q0

(1− q1)χ1

]
= 0, (61b)

∂G

∂x
= − (βJ2)

2

2
[q21 − q20 ]−

(βϵ)2

2
[q41 − q40 ] +

1

x2
log

χ1

1− q1
+ (q1 − q0)

[
q0
χ2
1

− 1

x · χ1

]
= 0. (61c)

C. Stability of the 1RSB saddle point and phase
diagram

For the diagonalization of the stability matrix of the
1RSB ansatz we have followed the procedure of [24],
which generalizes RS calculations of [22].

1. Replicon

There are three different classes of fluctuations around
the 1RSB saddle point, leading to nine different eigenval-
ues, which reduce to seven in the limit n → 0. Follow-
ing [15, 16], the two relevant eigenvalues for the study of
the stability are

Λ(1) = −(βJ2)
2 − 6(βϵ)2q21 +

1

(1− q1)2
(62)

Λ(2) = −(βJ2)
2 − 6(βϵ)2q20 +

1

(1− q1 + x(q1 − q0))2
.

(63)

Fluctuations with respect to a given ansatz for the

breaking of replica symmetry means fluctuations which
alter the structure of the matrix Q1step. In general for
these instabilities it is also possible to give a physical in-
terpretation connected to the modification of the matrix
structure. In particular, in the case of a block diago-
nal matrix Q1step, each row of the matrix has the same
structure: one element is unity, there are x− 1 elements
equal to q1, those belonging to the same block Ix, and
n − x elements equal to q0. This structure of the ma-
trix corresponds to a “one-step” fragmentation of phase
space in disjoint ergodic components, which we may re-
fer to as states or clusters. Configurations belonging to
the same state have typical overlap q1, while configura-
tions belonging to different states have overlap q0. By
considering the structure of the matrix Q1step, a consis-
tent interpretation is to regard the elements of blocks Ix
as the typical overlap between configurations belonging
to the same state and the elements outside blocks Ix as
the typical overlap between configurations belonging to
different states.

Given this scenario, we consider two kind of instabili-
ties: 1) a single state can undergo a further fragmentation
process, which corresponds to an emerging block struc-
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ture inside Ix, with new elements q2 appearing within Ix
(again in a block-diagonal structure); 2) different states
can merge into a single one, which corresponds to a rear-
rangement of the structure of the whole Q1step, with all
inner elements of different blocks Ix changing value from
q1 to q2 and some of the extra-block elements rising from
q0 to q1. These two patterns to alter the 1RSB struc-
ture of Q1step are connected respectively to the eigenval-
ues Λ(1) and Λ(2). In particular, the fluctuations inside
the same cluster represented by Λ(1) are the ones which
destabilize the 1RSB phase in the SK model and that
lead, across an infinite sequences of further other break-
ings, to the well known fractal free-energy structure [10].
This instability pattern for the 1RSB phase is the most
common: it is for instance the one which is also found in
models of hard spheres [5, 7] and ecological models [4].

On the other hand, for mixed p-spin models, i.e., mod-
els with spherical variables and competition between lin-
ear and non-linear interactions, it turns out the dominant
instabilities are those related to Λ(2), as demonstrated
in [16] by showing that Λ(1) > Λ(2), so that the latter
is the dominant eigenvalue. This means that the rele-
vant replicon is the one related to fluctuations between
clusters. In this situation it was pointed out in [16] that
an intermediate phase also emerges, the so-called 1-full-
RSB phase, characterized by the coexistence between a
one-step and full replica symmetry breaking (full-RSB).
In the present discussion we will not deem to study in de-
tail the transition between this mixed 1-full-RSB phase
and the pure full-RSB phase, which also takes place in
the present case, referring the interested reader to [16].

2. Phase diagram

In the mixed p-spin with purely disordered nonlinear-
ity we keep fixed the variance of the two-body disor-
dered interaction, as in the previous study of Sec. III,
and study the phase diagram in the plane (ϵ, T ), where
in the present case ϵ represents the standard deviation
of the four-body couplings disorder. As in the previous
case, we find that the lower limit of stability of the para-
magnetic phase is Tc = J2. For ϵ high enough one finds
at all temperatures a transition to a 1RSB glassy phase.
Then, depending on the temperature, upon lowering ϵ we
can either find a transition to the paramagnetic phase, for
T > Tc, or a transition to a full-RSB phase, for T < Tc,
(either 1-full-RSB or standard full-RSB).

Let us remark the difference between the transition
taking place from the 1-RSB phase to the paramagnetic
one above Tc and the one taking place from the 1-RSB
to the full-RSB below Tc. Considering the probability
distribution of the overlap between replicas, which corre-
sponds to the parametrization of the matrix Q1step, the
transition at temperatures T > Tc has the features of a
first-order phase transition, and is in fact usually known
as “Random First-Order Transition” [28, 29], while the
transition at temperatures T < Tc has the features of

Paramagnetic
phase

Glass 1RSBSpin Glass 1FRSB 

1RSB spinodal

and FRSB

0 0.5 1 1.5 2 2.5 3

0.5

1

1.5

2

FIG. 3. Phase diagram in the (ϵ, T ) plane for the p = 2 spher-
ical spin glass plus four-body purely disordered interactions,
where ϵ represents the strength of non-linear interactions.

a second order phase transition. This means that for
T > Tc, upon reducing ϵ, the 1RSB ansatz for Q1step is
always a locally stable solution, even when it becomes less
convenient than the RS ansatz from the point of view
of free energy, until when it completely disappears as
a solution at the line marked in the phase diagram as
1RSB spinodal. This is the transition mechanism typ-
ical of first-order transitions. Technically, the spinodal
line is simply obtained looking for the value of ϵ where
non-trivial solutions of the equation ∂G/∂q1 = 0 arise in
terms of q1 with x = 1 and q0 = 0 fixed, for instance by
increasing ϵ at fixed temperature T .

On the other hand, for T < Tc, the transition from
the 1RSB phase to the full-RSB phase takes place when
the former loses stability in favour of the latter, as hap-
pens typically in second order phase transitions. The
transition line in Fig. 3 has been obtained by finding the
values of the parameters where Λ(2) = 0. Despite this dif-
ference concerning the behaviour of the overlap matrix,
both transitions are continuous from the point of view of
Landau classification, because in both cases there is no
latent heat.

V. FERROMAGNETIC+DISORDERED
NON-LINEARITY

Having assessed the effect of adding respectively purely
ordered and purely disordered non-linear terms to the
p = 2 spherical model, in this section we study the effect
of non-linear terms with both competing disordered and
ferromagnetic interactions. This can be done by extract-
ing the couplings of the 4-body interaction term from
a non-zero average probability distribution, namely we
consider

p(Jijkl) =
1√
2πσ2

4

e
−

(Jijkl−J0)2

2σ2
4 , (64)
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with

σ2
4 =

ϵ2 4!

2N3
J0 =

ϵ2 4!

N3
. (65)

The variable ϵ parametrizes both the mean and the
variance of the 4-body couplings distribution. This choice
allows to have just one free parameter for the whole Gaus-
sian distribution. With a similar computation with re-
spect to the previous cases we find the effective action

G[Q,m] =− (βJ)2

2

1,n∑
a<b

q2ab −
(βϵ)2

2

1,n∑
a<b

q4ab

− βϵ2
n∑

a=1

m4
a −

1

2
ln det

(
Q−m⊗mT

)
.

(66)

A. RS solutions

In the same way of previous sections we begin by con-
sidering a RS ansatz for the matrix Q. This leads to a
RS action reading as:

lim
n→0

1

n
G[q0,m] = − (βJ2)

2

4
(1− q20)−

(βϵ)2

4
(1− q40)

− βϵ2m4 − 1

2
log(1− q0)−

1

2

q0 −m2

1− q0
. (67)

The RS saddle-point equations read as:

∂G

∂q0
= (βJ2)

2q0 + 2β2ϵ2q30 −
q0 −m2

(1− q0)2
= 0

∂G

∂m
= −4βϵ2m3 +

m

1− q0
= 0 (68)

There are three possible solutions for Eq. (68):

1. m = 0;
q0 = 0.

2. m = 0;
(βJ2)

2 + 2β2ϵ2q20 = 1/(1− q0)
2.

3. m = 1/
√

4βϵ2(1− q0);
q0(1 − q0)[1 − (1 − q0)

2((βJ2)
2 + 2β2ϵ2q20)] =

1/(4βϵ2).

In order to study the stability of the solution we have
computed the replicon, which for the present case reads
as:

λR =
1

(1− q0)2
− (βJ2)

2 − 6β2ϵ2q20 . (69)

The paramagnetic solution (PM, n.1) with m = 0 and
q0 = 0 is unstable everywhere below the critical line Tc =

Paramagnetic
phase

FerromagneticSpin Glass 1FRSB
and FRSB

Glass 1RSB                 

phase

0 0.5 1 1.5

0.5

1

1.5

2

FIG. 4. Phase diagram in the (ϵ, T ) plane for the p = 2
spherical spin glass plus four-body interactions, with compet-
ing disordered and ferromagnetic terms, where the variance
of the disorder and the strength of ferromagnetic couplings
are both controlled by ϵ, see Eq. (65) in the text.

J2, since λR > 0. Therefore, below this line, which is the
horizontal orange one in the phase diagram of Fig. 4, we
can only have phases with either finite magnetization or
replica symmetry breaking or both. The trivial spin glass
solution (n.2), is never stable for this model because one
always has λR < 0, therefore it is always excluded from
the phase diagram. For what concerns the ferromagnetic
phase (FM, n.3) in the list above, the numerical solution
of the corresponding saddle-point equations shows that
in the range of parameters (ϵ, T ) where such a solution
exists and is nontrivial, it is stable, i.e. λR > 0.
Regarding the PM-FM transition, since both solutions

are always stable, it is only by comparing their free en-
ergies that we can determine the transition line. The
coordinates of this first-order transition line in the phase
diagram in Fig. 4 are obtained by the implicit equation:

fpara(ϵferroc , T ferro
c ) = f ferro(ϵferroc , T ferro

c ), (70)

where:

sol n.1 =⇒ fpara(ϵ, T ) =
1

β
G(q0 = 0,m = 0)

= −β

4
(J2

2 + ϵ2)

sol n.3 =⇒ f ferro = G(q0 > 0,m > 0). (71)

We will comment the remaining part of the phase dia-
gram, namely what happens at temperatures lower than
the critical one for the stability of the paramagnetic
phase, T < Tc, in the following paragraph after having
introduced the 1RSB ansatz for the replica matrix.

B. 1RSB ansatz

In order to study the phase diagram of the model for
T < Tc we need to consider the possibility of replica
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symmetry breaking. By recalling the definition

χp(q0, q1, x) = 1− qp1 + x(qp1 − qp0) (72)

and by assuming the 1RSB structure for the matrix Q
we obtain the following form for the effective action in
the limit n → 0:

lim
n→0

1

n
G[q0, q1, x,m] = − (βJ2

2 )
2

4
χ2(q0, q1, x)−

β2ϵ2

4
χ4(q0, q1, x)− βϵ2m4 − x− 1

2x
ln(1− q1)−

ln(χ1)

2x
− q0 −m2

2χ1(q0, q1, x)
,

(73)

from which the four 1RSB saddle point equations read as:

∂G

∂q0
=

(βJ2)
2

2
xq0 + β2ϵ2xq30 −

1

2

(q0 −m2)x

χ2
1(q0, q1, x)

= 0

∂G

∂q1
= (x− 1)

[
− (βJ2)

2

2
q1 − β2ϵ2q31 +

1

2x(1− q1)
− 1

2xχ1(q0, q1, x)
+

q0 −m2

2χ2
1(q0, q1, x)

]
= 0

∂G

∂x
= − (βJ2)

2

4
(q21 − q20)−

β2ϵ2

4
(q41 − q40)−

1

2

q1 − q0
xχ1(q0, q1, x)

+
1

2x2
ln

(
1 +

x(q1 − q0)

1− q1

)
+

(q0 −m2)(q1 − q0)

2χ2
1(q0, q1, x)

= 0

∂G

∂m
= m

(
−4βϵ2m2 +

1

χ1(q0, q1, x)

)
= 0. (74)

The expression of the two replicon eigenvalues which are relevant in the limit n → 0, which can be obtained following
the lines of [16], reads as

Λ(1)[q1] = −(βJ2)
2 − 6β2ϵ2q21 +

1

(1− q1)2
, (75)

Λ(2)[q0, q1, x] = −(βJ2)
2 − 6β2ϵ2q20 +

1

(1− q1 + x(q1 − q0))2
. (76)

As already mentioned, for this model the most relevant
between the two is Λ(2), signalling a pattern of instability
of the 1RSB ansatz characterized by the merging of 1RSB
clusters.

1. Phase Diagram

Let us here summarize how all the transition lines for
T < Tc in Fig. 4 have been obtained. We find, for ϵ
large enough, a stable 1RSB phase with zero magneti-
zation, m = 0. The transition line which separates this
1RSB phase, which we refer to simply as glass phase, from
the spin-glass phase (with full-RSB) at smaller value of ϵ
has been determined by simply tracking the value of the
control parameters where the 1RSB phase loses stability.
That is, the intrinsic equation of this line is determined
as

Λ(2)[q0(ϵ
sg
c , T sg

c ), q1(ϵ
sg
c , T sg

c ), x(ϵsgc , T sg
c )] = 0. (77)

Inside the region of the phase diagram delimited by the
lines T = Tc above and (ϵsgc , T sg

c ) to the right, both the
RS and the 1RSB solutions are unstable. This is therefore

necessarily a region where further breakings of the sym-
metry between replica occurs. As already mentioned, we
know from the results of [15] that different kinds of full-
RSB occur here. Both the transitions occourring along
these lines are continuous.
Finally, the transition line at T < Tc between the RS

ferromagnetic phase at large ϵ and the intermediate zero
magnetization 1RSB phase at smaller values of ϵ is deter-
mined by simply comparing their free energies and has
the implicit equation:

f ferro(ϵferro/1rsbc , T ferro/1rsb
c ) = f1rsb(ϵferro/1rsbc , T ferro/1rsb

c ).

(78)

This is clearly a first order transition.

VI. DISCUSSION AND CONCLUSIONS

Motivated by the idea of investigating the competi-
tion between disorder and non-linearity, we have ana-
lytically studied the effects of adding different kinds of
non-linear interactions to the p = 2 spherical model. In
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particular we studied which of these perturbations is ac-
tually able to induce a non-trivial RSB pattern in the
low-temperature trivial spin-glass phase of the model,
which is known to be marginally stable. We have as-
sessed that ordered non-linear interactions with ferro-
magnetic couplings are not effective in inducing any sort
of replica symmetry breaking at T < Tc in the spheri-
cal model. With respect to this kind of disturbance the
marginally stable trivial spin glass phase is in practice
stable. The phase diagram in the plane (ϵ, T ), where ϵ
is the strength of the quartic ordered non-linearity, al-
though the shape of the lines is slightly different, has
precisely the same topology and the same phases of the
phase diagram for the spherical spin glass with ferromag-
netic couplings competing with the disordered ones: at
small values of temperature and strength of ferromag-
netic couplings we always have a trivial spin-glass phase.

By then inserting disordered four-body couplings, ei-
ther purely disordered ones as in [16] or disordered ones
competing with ferromagnetic ones, we always find that
the trivial spin-glass phase of the spherical model is re-
ally marginally stable: any finite strength of the addi-
tional non-linearity is able to induce a non-trivial RSB
pattern, of a kind which depends on the strength of the
disorder or on the relative importance of purely disor-
dered and ferromagnetic couplings. The most interesting
finding concerns the model with non-linear interactions
Jijklσiσjσkσl and non-zero mean Gaussian distribution
for Jijkl, for which we devised the following evolution
pattern below the Tc. By increasing simultaneously the
variance and the mean of the disorder distribution, both
controlled by ϵ, we find that the model immediately sets
in a full-RSB phase, hence the trivial spin-glass phase
at ϵ = 0 is unstable towards a phase characterized by a
hierarchical free-energy landscape. Then, when ϵ is in-
creased enough, the pattern of replica symmetry break-
ing simplifies to a one-step hierarchy, but still with zero
magnetization. Finally, by increasing further ϵ, we have
that the physics is completely dominated the ferromag-
netic interactions and there is a first-order transition to
an ordered ferromagnetic phase.

One among the pedagogical aspects of this presenta-
tion has been the emphasis on the stability of the 1RSB
phase for both the cases with non-linear disordered
couplings. In particular, it is worth mentioning the
fact that, as outlined first in [16], at variance with
many important models, e.g., SK model, hard spheres
in infinite dimensions and ecological models, in the
2 + 4 spherical model the instability of the 1RSB phase
follows a different pattern, which is characterized by
the merging of 1RSB states in metabasins rather than a
tendency to fragmentation in smaller ones.
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Appendix A: Details of the computation for the case
of ordered non-linearity

In this Appendix we present in detail the computation
of the quenched free energy of the spherical 2-spin model
with ordered 4-body non-linearity.

1. Computation of the quenched free energy

The computation of the quenched free energy with the
replica method requires the knowledge of the replicated
partition function, which is given by

Zn
J =

∫
Dσ exp

β 1,N∑
i<j

n∑
a=1

Jijσ
a
i σ

a
j


× exp

4!βϵ
N3

1,N∑
i<j<k<l

n∑
a=1

σa
i σ

a
j σ

a
kσ

a
l

 ,

(A1)

where we have introduced the shorthand notation

Dσ =

N∏
i=1

n∏
a=1

dσa
i δ

(
N −

N∑
i=1

(σa
i )

2

)
(A2)

for the integration element over the replicated hyper-
sphere.

By considering the J-dependent part of the expression
(A1), we perform the average over the coupling distribu-
tion as follows

eβ
∑N

i<j

∑n
a Jijσa

i σ
a
j =

1,N∏
i<j

∫
dJij√
2πσ2

J

e
−

J2
ij

2σ2
J eβ

∑n
a σa

i σ
a
j Jij

= exp

 (βJ)2
2N

1,N∑
i<j

1,n∑
ab

σa
i σ

b
iσ

a
j σ

b
j

 .

We now retain only the leading contributions to the free
energy density in the large N limit, i.e. only terms of
order O(1). In the expression

2

1,N∑
i<j

1,n∑
ab

σa
i σ

b
iσ

a
j σ

b
j =

1,N∑
ij

1,n∑
ab

σa
i σ

b
iσ

a
j σ

b
j

−
N∑
i=1

1,n∑
ab

(σa
i )

2(σb
i )

2

we neglect the second sum, which leads to a O(1/N) cor-
rection to the free energy density. Similarly in the fol-
lowing expression appearing in the ordered part of the
partition function (A1)

4!

1,N∑
i<j<k<l

n∑
a=1

σa
i σ

a
j σ

a
kσ

a
l =

1,N∑
ijkl

n∑
a=1

σa
i σ

a
j σ

a
kσ

a
l

− 6

1,N∑
ijk

n∑
a=1

(· · · )− 4

1,N∑
ij

n∑
a=1

(· · · )−
N∑
i=1

n∑
a=1

(· · · )

we neglect all the sums apart from the first one, since
they lead to corrections of order O(1/N), O(1/N2) and
O(1/N3) respectively to the free energy density. There-
fore, the averaged expression of the replicated partition
function at the leading order in N reads

Zn =

∫
Dσ exp

 (βJ)2
4N

n,1∑
ab

(
N∑
i=1

σa
i σ

b
i

)2
×

× exp

 βϵ

N3

n∑
a=1

(
N∑
i=1

σa
i

)4
 .

(A3)

At this point of the calculation the partition function
depends only on two global parameters: the magnetiza-
tion vector

ma =
1

N

N∑
i=1

σa
i (A4)

and the overlap matrix with elements

qab =
1

N

N∑
i=1

σa
i σ

b
i . (A5)

By definition the matrix Q is symmetric and positive
semidefinite and its diagonal elements are qaa = 1, due to
the spherical constraint. These global parameters can be
introduced in the computation of the partition function
by exploiting the following identities

1 =

n∏
a=1

∫
dmaδ

(
Nma −

N∑
i

σa
i

)

=

n∏
a=1

∫
dma

∫ +i∞

−i∞

N

2πi
dρae

−ρa(Nma−
∑N

i σa
i )

=

∫
Dm

∫ +i∞

−i∞
Dρ e−N

∑n
a ρama+

∑n
a

∑N
i ρaσ

a
i (A6)

with

Dm =

n∏
a=1

dma , Dρ =

n∏
a

N

2πi
dρa (A7)

and

1 =

1,n∏
a<b

∫
dqabδ

(
Nqab −

N∑
i

σa
i σ

b
i

)

=

1,n∏
a<b

∫
dqab

∫ +i∞

−i∞

N

2πi
dλabe

−λab(Nqab−
∑N

i σa
i σ

b
i )

=

∫
Dq

∫ +i∞

−i∞
Dλ e−

N
2

∑n
a ̸=b λabqab+

1
2

∑n
a̸=b

∑N
i σa

i λabσ
b
i ,

(A8)
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with

Dq =

1,n∏
a<b

dqab , Dλ =

1,n∏
a<b

N

2πi
dλab. (A9)

where the delta functions have been opened through a
Laplace transformation and the conjugate variables of
ma and qab have been introduced, respectively ρa and
λab. Due to the fact that Q is symmetric, the matrix Λ
(with elements λab) is symmetric as well. Note that in
the last line of Eq. (A8) the sums in the exponential have
been symmetrized .

By exploiting a similar relation, the spherical con-
straint, which until now has been hidden in the definition
(A2), can be opened as follows

n∏
a=1

δ

(
N −

N∑
i=1

(σa
i )

2

)
=

n∏
a

∫ +i∞

−i∞

N

4πi
dλaa×

× e−
λaa
2 (N−

∑N
i (σa

i )
2)

=

∫ +i∞

−i∞

n∏
a

N

4πi
dλaae

−N
2

∑n
a λaaqaa+

1
2

∑n
a

∑N
i λaa(σ

a
i )

2

.

(A10)

Note that the previous expression for the spherical con-
straint perfectly matches with Eq. (A8). Hence, by ne-
glecting constant prefactors and subleading contributions
of order O(lnN/N), the expression of the replicated par-
tition function reads

Zn =

∫
Dσ

∫
Dq

∫ +i∞

−i∞
Dλ

∫
Dm

∫ +i∞

−i∞
Dρ ×

× exp

[
(βJ)2N

4

1,n∑
ab

q2ab + βϵN

n∑
a=1

m4
a −

N

2

1,n∑
ab

λabqab

+
1

2

1,n∑
ab

N∑
i=1

σa
i λabσ

b
i −N

n∑
a=1

ρama +

N∑
i=1

n∑
a=1

ρaσ
a
i

]
,

(A11)

where now

Dσ =

N∏
i=1

n∏
a=1

dσa
i Dλ =

1,n∏
a≤b

N

2πi
dλab (A12)

We notice that the spin dependent part of the action
can be factorized with respect to the site indices, yielding
the following expression

exp

[
N ln

∫ n∏
a

dσae
1
2

∑n
ab σaλabσ

b+
∑n

a ρaσ
a

]
.

The Gaussian integral in the spin variables can be easily
performed∫ n∏

a

dσae
1
2

∑n
ab σaλabσ

b+
∑n

a ρaσ
a

=

√
(2π)n

det(−Λ)
×

× e−
1
2

∑n
ab ρa(Λ

−1)abρb .

Note that the previous integral is well defined only af-
ter shifting the integration of the Λ elements in order for
them to have a negative real part. This shift does not
affect significantly the partition function. Eventually, by
neglecting a constant, the partition function can be writ-
ten as

Zn =

∫
Dq

∫ +i∞

−i∞
Dλ

∫
Dm

∫ +i∞

−i∞
Dρ e−NG[Q,Λ,m,ρ],

(A13)

where the effective action G has been defined as

G[Q,Λ,m,ρ] = − (βJ)2

4

1,n∑
ab

q2ab − βϵ

n∑
a=1

m4
a

+
1

2

1,n∑
ab

λabqab +

n∑
a=1

ρama

+
1

2

1,n∑
ab

ρa(Λ
−1)abρb +

1

2
ln det(−Λ).

(A14)

a. The Λ integration

The integrals in Eq. (A13) can be performed through
the saddle point method, which is why we only re-
tained terms of order O(1) in the large N limit. The
Λ-dependent part of eq. (A14) is

G1[Λ] =
1

2

1,n∑
ab

λabqab +
1

2

1,n∑
ab

ρa(Λ
−1)abρb

+
1

2
ln det(−Λ).

(A15)

The following relation holds:

ln det(−Λ− ρ⊗ ρT ) = ln
[
(1 + ρTΛ−1ρ) det(−Λ)

]
= ln(1 + ρTΛ−1ρ) + ln det(−Λ)

= ln det(−Λ) + ρTΛ−1ρ

− 1

2
(ρTΛ−1ρ)2 +O(n3), (A16)

where we have used a general matrix relation for the
determinant of the sum of a matrix A and the external
product of two vectors u and v, i.e.

det(A+ uvT ) = (1 + vTA−1u) detA,

and then we have expanded the logarithm. We also recall
that ρ⊗ρT denotes a matrix with elements (ρ⊗ρT )ab =
ρaρb. Thus, from the relation (A16) one gets

ln det(−Λ) + ρTΛ−1ρ = ln det(−Λ− ρ⊗ ρT )

+
1

2
(ρTΛ−1ρ)2 +O(n3).
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By using the previous relation, eq. (A15) can be written
as

G1[Λ] =
1

2

1,n∑
ab

λabqab +
1

2
ln det(−Λ− ρ⊗ ρT )

+
1

4

(
1,n∑
ab

ρa(Λ
−1)abρb

)2

+O(n3).

(A17)

However, the relevant contribution to the free energy is
of order O(n), due to Eq. (14). Thus the only part of
G1[Λ] that we have to consider is

G1[Λ] =
1

2

1,n∑
ab

λabqab +
1

2
ln det(−Λ− ρ⊗ ρT ). (A18)

The stationary point of G1[Λ] is, thus, given by

λ∗
ab = −ρaρb − (Q−1)ab (A19)

leading to

G1[Λ
∗] = −1

2

1,n∑
ab

ρaqabρb −
1

2
ln detQ, (A20)

where a constant has been neglected. Therefore, the com-
plete effective action (A14) reads as

G[Q,m,ρ] = − (βJ)2

4

1,n∑
ab

q2ab − βϵ

n∑
a=1

m4
a +

n∑
a=1

ρama

− 1

2

1,n∑
ab

ρaqabρb −
1

2
ln detQ.

(A21)

b. The ρ integration

Let us now perform the integration over ρ. For this
purpose the relevant part of the effective action is

G2[ρ] = −1

2

1,n∑
ab

ρaqabρb +

n∑
a=1

ρama. (A22)

The stationary point of G2[ρ] is given by the relation

ρ∗a =

n∑
b=1

(Q−1)abmb, (A23)

that leads to

G2[ρ
∗] =

1

2

1,n∑
ab

ma(Q−1)abmb. (A24)

We have finally arrived to an expression of the effective
action only in terms of the magnetization vector and the
overlap matrix:

G[Q,m] = − (βJ)2

4

1,n∑
ab

q2ab − βϵ

n∑
a=1

m4
a

− 1

2
ln detQ+

1

2

1,n∑
ab

ma(Q−1)abmb.

(A25)

We can now use the same trick used before to retain only
the relevant terms for the saddle point. By exploiting the
following relation

ln det(Q−m⊗mT ) = ln detQ−mTQ−1m

− 1

2
(mTQ−1m)2 +O(n3),

(A26)
one gets

G[Q,m] = − (βJ)2

4

n∑
ab

q2ab − βϵ

n∑
a

m4
a

− 1

2
ln det(Q−m⊗mT )− 1

4

(
n∑
ab

ma(Q−1)abmb

)2

+O(n3).

(A27)

However the only relevant contribution to the saddle
point is given by terms of order O(n), so that we have

G[Q,m] =− (βJ)2

4

n∑
ab

q2ab − βϵ

n∑
a

m4
a

− 1

2
ln det(Q−m⊗mT ).

(A28)

2. Replica symmetric free energy

In order to solve the saddle point problem given by
Eqs. (15), (16) we take the simplest possible ansatz on
the structure of the matrix Q, i.e. the Replica Symmetric
(RS) ansatz. We assume the overlap to be parametrized
by only one variable

qab = (1− q0)δab + q0Iab, (A29)

since the diagonal elements are qaa = 1 due to the spher-
ical constraint. In the previous expression I is a matrix
whose elements are all ones. Moreover, we assume the
magnetization vector to have all its components ma = m.
The energetic part of the action depending on the overlap
can be then written as

n∑
ab

q2ab = n+ n(n− 1)q20 = n(1− q20) +O(n2)
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and the entropic term as

ln det(Q−m⊗mT ) =

= ln
[
(1− q0)

n−1(1− q0 + n(q0 −m2))
]

= ln

[
(1− q0)

n

(
1 + n

q0 −m2

1− q0

)]
= n ln(1− q0) + ln

(
1 + n

q0 −m2

1− q0

)
= n ln(1− q0) + n

q0 −m2

1− q0
+O(n2), (A30)

since the RS matrix Q − m ⊗ mT has only two kind
of eigenvalues λ1 = 1 − q0, with degeneracy n − 1, and
λ2 = 1− q0 + n(q0 −m2). Hence, in the n → 0 limit the
RS effective action reads as

lim
n→0

1

n
G[q0,m] = − (βJ)2

4
(1− q20)− βϵm4

− 1

2
ln(1− q0)−

1

2

q0 −m2

1− q0
.

(A31)

The RS free energy is then given by

fRS =
1

β
lim
n→0

1

n
G[q0,m]. (A32)
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