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ABSTRACT

A generative adversarial network (GAN)-based vocoder trained with
an adversarial discriminator is commonly used for speech synthe-
sis because of its fast, lightweight, and high-quality characteristics.
However, this data-driven model requires a large amount of train-
ing data incurring high data-collection costs. This fact motivates us
to train a GAN-based vocoder on limited data. A promising solu-
tion is to augment the training data to avoid overfitting. However,
a standard discriminator is unconditional and insensitive to distri-
butional changes caused by data augmentation. Thus, augmented
speech (which can be extraordinary) may be considered real speech.
To address this issue, we propose an augmentation-conditional dis-
criminator (AugCondD) that receives the augmentation state as in-
put in addition to speech, thereby assessing the input speech accord-
ing to the augmentation state, without inhibiting the learning of the
original non-augmented distribution. Experimental results indicate
that AugCondD improves speech quality under limited data con-
ditions while achieving comparable speech quality under sufficient
data conditions.1

Index Terms— Speech synthesis, neural vocoder, generative
adversarial networks, limited data, data augmentation

1. INTRODUCTION

Text-to-speech (TTS) and voice conversion (VC) have been ac-
tively studied to obtain the desired speech. In recently developed
TTS and VC systems, a two-stage approach is commonly adopted,
whereby the first model predicts the intermediate representation
(e.g., mel spectrogram) from the input data (e.g., text or speech),
and the second model synthesizes speech from the predicted in-
termediate representation. The second model, the neural vocoder,
has been extensively studied through autoregressive models (e.g.,
WaveNet [1] and WaveRNN [2]) and non-autoregressive models,
including distillation-based (e.g., Parallel WaveNet [3] and Clar-
iNet [4]), flow (e.g., Glow [5])-based (e.g., WaveGlow [6]), dif-
fusion [7, 8]-based (e.g., WaveGrad [9] and DiffWave [10]), and
generative adversarial network (GAN) [11]-based (e.g., [12–27])
models. This study focuses on a GAN-based model because it is
fast, lightweight, and high-quality.

A GAN-based vocoder is a data-driven model that requires
a large amount of training data, resulting in high data-collection
costs. Thus, researchers have recently attempted to train the GAN-
based vocoder on limited data [25]. A promising solution is to
expand the training data using data augmentation methods such as
mixup [28, 29], CutMix [30], SpecAugment [31], SpecMix [32],

1Audio samples are available at https://www.kecl.ntt.co.jp/
people/kaneko.takuhiro/projects/augcondd/.
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Fig. 1. Comparison of standard discriminator with proposed
AugCondD. (a) A standard discriminator, unconditional and
agnostic to the augmentation state, may consider augmented
speech (which can be extraordinary) as the desired real speech.
(b) AugCondD receives not only augmented speech but also the aug-
mentation state, allowing it to assess the input speech conditioned on
the augmentation state without interfering with the learning of the
original non-augmented distribution.

WavAugment [33], and PhaseAug [25] to avoid overfitting.2 How-
ever, as shown in Fig. 1(a), the standard discriminator is uncondi-
tional and agnostic to the augmentation state. Consequently, the
discriminator may consider the augmented speech (which can be
extraordinary) as the desired real speech.

To address this problem, we propose an augmentation-conditional
discriminator (AugCondD), which is a variant of the conditional dis-
criminator [34] receiving not only speech but also the augmentation
state, as shown in Fig. 1(b). This allows AugCondD to assess the
input speech while considering the augmentation state, thereby pre-
venting the augmented speech from interfering with the learning of
the original non-augmented distribution.

In experiments, we first investigated the benchmark perfor-
mance of AugCondD on the LJSpeech dataset [35], demonstrating
that AugCondD improves speech quality under limited data con-
ditions while achieving comparable speech quality under sufficient
data conditions. The general utility of AugCondD was then investi-
gated by evaluating it under various settings.

The remainder of this paper is organized as follows: Section 2
reviews a GAN-based vocoder and data augmentation. Section 3
describes AugCondD. Section 4 presents the experimental results.
Finally, Section 5 concludes the paper and discusses future research.

2. PRELIMINARIES

First, we review the GAN-based vocoder (Section 2.1) and data aug-
mentation (Section 2.2) which forms the basis of our method.

2Another possible solution is to pretrain a neural vocoder on large-scale
data and then finetune it on limited target data. However, collecting large-
scale data is often laborious and impractical in real applications as difficult
ethical issues must be considered. Hence, in this study, we focus on training
a vocoder on limited data from scratch, deferring our ideas on finetuning to
future work.
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2.1. GAN-based vocoder

A GAN-based vocoder (or generator G) synthesizes speech from an
intermediate representation (e.g., mel spectrogram). It is trained with
a discriminator D using three losses: adversarial, feature matching,
and spectrogram-domain losses.
Adversarial losses. Adversarial losses (particularly least-squares
GAN-based [36] losses, which are commonly used in speech syn-
thesis) are expressed as follows:

LAdv(D) = E(xr,sr)[(D(xr)− 1)2 + (D(G(sr)))
2], (1)

LAdv(G) = Esr [(D(G(sr))− 1)2], (2)

where xr represents real speech, and sr represents the intermedi-
ate representation (e.g., mel spectrogram) extracted from xr . D at-
tempts to distinguish between real speech xr and synthesized speech
xg = G(sr) by minimizing LAdv(D). In contrast, G attempts to
synthesize xg which can deceive D by minimizing LAdv(G).
Feature matching loss. To stabilize GAN training, a feature match-
ing (FM) loss [37, 38] is adopted as follows:

LFM(G) = E(xr,sr)

[
T∑

i=1

1

Ni
∥Di(xr)−Di(G(sr))∥1

]
, (3)

where T denotes the number of layers in D. Di and Ni denote the
features and number of features in the ith layer of D, respectively.
G attempts to bring xg = G(sr) closer to xr in the discriminator
feature space by minimizing LFM(G).
Spectrogram-domain loss. A spectrogram-domain loss, such
as a mel-spectrogram loss [14] and multiresolution spectrogram
loss [13], is commonly used to further stabilize GAN training. The
mel-spectrogram loss is defined as follows:

LMel(G) = E(xr,sr) [∥ϕ(xr)− ϕ(G(sr))∥1] , (4)

where ϕ denotes a mel-spectrogram extractor. G attempts to bring
xg = G(sr) closer to xr in the mel-spectrogram domain by mini-
mizing LMel(G).
Total losses. The total losses are expressed as follows:

LG = LAdv(G) + λFMLFM + λMelLMel, (5)
LD = LAdv(D), (6)

where λFM and λMel are hyperparameters for weighting the losses
and were set to 2 and 45, respectively, in the experiments [14]. G
and D are optimized by minimizing LG and LD , respectively.

2.2. Data augmentation

The data augmentation technique prevents overfitting by expanding
the training data. In the context of a GAN-based vocoder, two data-
augmentation strategies can be considered, as shown in Fig. 2.
Strategy 1 (S1): Data augmentation for D (Fig. 2(a)). Data aug-
mentation is applied to xr and xg , that is, x̃r = Aug(xr) and
x̃g = Aug(xg), where “Aug” denotes the augmentation operator.
Subsequently, x̃r and x̃g are fed into D. This strategy is commonly
used for training a GAN generating data from random noise [39,40].
Strategy 2 (S2): Data augmentation for G and D (Fig. 2(b)). Data
augmentation is applied to xr , that is, x̃r = Aug(xr). The interme-
diate representation s̃r is extracted from x̃r; G receives s̃r as input
and synthesizes augmented speech x̃′

g . Subsequently, the augmented
speech, that is, x̃r or x̃′

g , is fed into D.

(a) Strategy 1 (S1) (b) Strategy 2 (S2)

Data augmentation for D Data augmentation for G and D
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Fig. 2. Comparison of data-augmentation strategies. “Ext” and
“Aug” denote an intermediate representation extractor and augmen-
tation operator, respectively. The red variable and red arrow indi-
cate augmented data and augmented data flow, respectively. Two
data-augmentation strategies can be considered for the GAN-based
vocoder: (a) augmenting only the training data for D; (b) augment-
ing data for both G and D.

In S1, only the training data for D are augmented (i.e., x̃r and
x̃g are used), and the inputs of G are not changed (i.e., sr is used). In
contrast, in S2, not only the training data for D are augmented (i.e.,
x̃r and x̃′

g are used) but also the inputs of G are augmented (i.e., s̃r
is used). The preliminary experiments indicate that S2 is more effec-
tive than S1 under limited data conditions. This is possibly because
it is important to prevent not only the overfitting of D but also the
overfitting of G. Therefore, we adopted S2 for the remainder of this
study. When S2 is employed, x̃r and s̃r are used instead of xr and
sr , respectively, in Eqs. 1–6.

3. AUGMENTATION-CONDITIONAL DISCRIMINATOR

Data augmentation is useful for expanding training data and pre-
venting overfitting. However, as shown in Fig. 3(a), a standard dis-
criminator D(x̃), as defined in Section 2, is unconditional, that is,
it receives augmented speech x̃ only and is agnostic to the augmen-
tation state µ. Thus, it may consider the augmented speech (which
can be extraordinary) x̃ ∼ p(x̃) as real speech x ∼ p(x). This
is problematic when training data are limited because strong data
augmentation, which is likely to result in extraordinarily augmented
speech, is required to prevent overfitting.

AugCondD was developed to prevent this undesirable phe-
nomenon. As shown in Fig. 3(b), AugCondD D(x̃, µ) receives x̃
and µ. This simple but critical modification allows AugCondD to
assess x̃ considering µ, which is useful for preventing augmented
speech x̃ ∼ p(x̃) from interfering with the learning of the original
non-augmented distribution p(x).
Losses. When AugCondD is used, the losses defined in Section 2.1
(Eqs. 1–4) are rewritten as follows:

LAug
Adv(D) = E(x̃r,s̃r,µ)[(D(x̃r, µ)− 1)2 + (D(G(s̃r), µ))

2], (7)

LAug
Adv(G) = E(s̃r,µ)[(D(G(s̃r), µ)− 1)2], (8)

LAug
FM (G) = E(x̃r,s̃r,µ)

[
T∑

i=1

1

Ni
∥Di(x̃r, µ)−Di(G(s̃r), µ)∥1

]
,

(9)

LAug
Mel (G) = E(x̃r,s̃r) [∥ϕ(x̃r)− ϕ(G(s̃r))∥1] . (10)

Accordingly, the total losses (Eqs. 5 and 6) are redefined as follows:

LAug
G = LAug

Adv(G) + λFMLAug
FM + λMelLAug

Mel , (11)

LAug
D = LAug

Adv(D), (12)

where G and D are optimized by minimizing LAug
G and LAug

D , re-
spectively. Notably, in implementation, the required modifications
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(a) GAN with standard D (b) GAN with AugCondD
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Fig. 3. Comparison of process flows for a GAN with a standard dis-
criminator and GAN with AugCondD. (a) Standard discriminator
D(x̃) receives augmented speech x̃ only and is agnostic to the aug-
mentation state µ. (b) AugCondD D(x̃, µ) accepts µ in addition to
x̃, allowing AugCondD to assess x̃ while considering µ.

are limited to changes in the inputs of G and D and the architectural
change in D (detailed below), without necessitating other modifica-
tions (e.g., changes in the weight update rule).
Architecture. In AugCondD, D is conditional on µ using input con-
catenation [34] because preliminary experiments indicate that this
works sufficiently well. Fig. 4 depicts the conditioning method.
First, µ is reshaped such that its time length is identical to that of
the input speech x̃. Subsequently, µ and x̃ are concatenated in the
channel direction. Finally, the concatenated tensor is input into D.
The increases in calculation cost and model size are not significant
because the modification is limited to changes in the input.

4. EXPERIMENTS

Two experiments were conducted to verify the effectiveness of
AugCondD. (1) The benchmark performance of AugCondD was
investigated on the LJSpeech dataset [35] (Section 4.1). (2) The
general utility of AugCondD was evaluated under various settings
(Section 4.2). Audio samples are available from the link indicated
on the first page of this manuscript.1

4.1. Investigation of benchmark performance

Comparison models. In our experiments, four models were com-
pared: (1) HiFi-GAN (HiFi) (particularly the high-quality V1
variant) [14] is a commonly used baseline. (2) HiFi-GAN with
PhaseAug (HiFi-phase) [25] is a state-of-the-art model trained with
limited data. (3) HiFi-GAN-AugCondD with mixup (HiFi-ACD-
mix) is the proposed model. (4) HiFi-GAN with mixup (HiFi-mix)
is an ablation of (3), where a standard discriminator is used instead
of AugCondD to investigate the effectiveness of AugCondD. For
a fair comparison of (1) and (2), (3) was implemented based on
HiFi-GAN with the same generator and discriminator, only modi-
fying the input layer of the discriminator according to the process
presented in Fig. 4. As a data augmentation method, mixup [28] was
adopted in the waveform domain because preliminary experiments
indicated that it is more effective than PhaseAug (state-of-the-art)
under limited-data conditions.3 In particular, we obtain augmented
speech x̃r by mixing two speech samples in a batch (x1

r and x2
r) with

a mixture rate of m ∼ U(0, 1), that is, x̃r = mx1
r + (1 − m)x2

r ,
where U(a, b) is a uniform distribution in [a, b]. We defined the
augmentation state µ as µ = (1−max(m, 1−m))× 2. According
to this definition, µ = 0 (i.e., m = 0 or m = 1) and µ = 1 (i.e.,
m = 0.5) indicate no augmentation and maximum augmentation,
respectively. As µ is scalar, the process depicted in Fig. 4 is adopted
after expanding to a 1× 1 tensor (i.e., d = 1).

3This is possibly because PhaseAug augments the phase of a waveform
and its effect disappears when the mel spectrogram is extracted, implying
that this is only effective for D and not for G even when S2 (Fig. 2(b)) is
used. In contrast, the mixup is effective for both G and D when S2 is used.

µ
Expand

1× d

x̃
Channel
concat

D(x̃, µ)

t× 1

t× d
t× (d+ 1)

Fig. 4. Process of input concatenation. A × B indicates a tensor
shape with time length A and B channels; t and d denote the time
length of augmented speech x̃ and the dimension of augmentation
state µ, respectively. After µ is expanded by a factor of t in the
temporal direction, it is concatenated with x̃ in the channel direction.
Finally, the concatenated tensor is input into D. When µ is a scalar
(as in the experiments), µ is first expanded to a 1 × 1 tensor (i.e.,
d = 1) and then the above process is adopted.

Data. The performances of the models were investigated using
the LJSpeech dataset [35], which is a commonly used benchmark
dataset. This dataset includes 13,100 audio clips from a single
female English speaker. The clips were divided into 12,950 and
150 audio clips for training and validation, respectively, following
the official HiFi-GAN [14] configuration.4 Following the official
PhaesAug [25] configuration,5 100% (23.7 hr.) and 1% (14.4 min.)
of the training data were used to simulate the sufficient and limited
data conditions, respectively. Audio clips were sampled at 22.05
kHz. 80-dimensional log-mel spectrograms extracted from audio
clips with an FFT size of 1024, hop length of 256, and window
length of 1024 were used as vocoder inputs.
Implementation. The models were implemented using the official
HiFi-GAN4 and PhaseAug5 codes. Each model was trained for 2.5M
iterations using the Adam optimizer [41] with a batch size of 16,
an initial learning rate of 0.0002, and momentum terms β1 and β2

of 0.5 and 0.9, respectively. As reported in [25], HiFi and HiFi-
phase suffered from overfitting in early iterations; therefore, we also
evaluated their early stopped versions (stopped at 200k iterations).
Hereafter, these models are labeled as †.
Evaluation metrics. A mean opinion score (MOS) test was con-
ducted to evaluate speech quality. Twenty audio clips were randomly
selected from the validation set, and the log-mel spectrograms ex-
tracted from the audio clips were used as vocoder inputs. In addi-
tion to the synthesized speech, ground-truth speech was included as
anchor data. Fifteen participants attended the online test and were
asked to rate speech quality on a five-point scale: 1 = bad, 2 = poor,
3 = fair, 4 = good, and 5 = excellent. We further used three ob-
jective metrics: (1) UTMOS [42] is a MOS prediction system that
achieved the highest score for several metrics in the VoiceMOS Chal-
lenge 2022 [43]. Higher values correspond to better speech qual-
ity. (2) Periodicity [21] measures the difference in periodicity be-
tween the synthesized and ground-truth speech. This correlates with
MOS [21] with a lower value indicating a higher degree of similarity.
(3) Conditional Fréchet wav2vec distance (cFW2VD) [20] measures
the distribution distance between the synthesized and ground-truth
speech in a wav2vec 2.0 [44] feature space conditioned on the text.
This correlates with MOS [20] such that a smaller value indicates a
higher degree of similarity.
Results. Table 1 presents the results. As shown, the proposed model
(HiFi-ACD-mix) outperformed the other models for all metrics un-
der limited data conditions (with a data ratio of 1%). AugCondD
achieved a performance comparable to that of the best model under
sufficient data conditions (with a data ratio of 100%).6 These re-

4https://github.com/jik876/hifi-gan
5https://github.com/maum-ai/phaseaug
6For MOS, we conducted the Mann–Whitney U test. The results indicate

that HiFi-ACD-mix is significantly better than the other models under limited
data conditions and is not significantly different from the best model (i.e.,
HiFi-phase) under sufficient data conditions for a p value of 0.05.
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sults indicate that the proposed method can be used for various data
conditions without adverse effects.

Table 1. Comparison of MOS with 95% confidence interval, UT-
MOS, periodicity, and cFW2VD for LJSpeech. In the “MOS” col-
umn, bold font is used when the corresponding model is not signifi-
cantly different from the best model on the Mann–Whitney U test.

Model Data MOS↑ UTMOS↑ Periodicity↓ cFW2VD↓
Ground truth – 4.69±0.07 4.38 – –

HiFi 100% 4.48±0.08 4.23 0.106 0.022
HiFi-phase 100% 4.49±0.08 4.23 0.105 0.023
HiFi-mix 100% 4.35±0.09 4.19 0.108 0.023
HiFi-ACD-mix 100% 4.42±0.09 4.23 0.107 0.020

HiFi 1% 2.89±0.12 3.47 0.168 0.090
HiFi† 1% 3.53±0.12 3.75 0.143 0.079
HiFi-phase 1% 3.01±0.12 3.46 0.166 0.091
HiFi-phase† 1% 3.62±0.12 3.71 0.143 0.073
HiFi-mix 1% 3.88±0.11 3.83 0.125 0.047
HiFi-ACD-mix 1% 4.25±0.10 4.00 0.117 0.036

4.2. Investigation of general utility

The general utility of AugCondD was investigated by evaluating it
using different network architectures (Section 4.2.1), data augmen-
tation methods (Section 4.2.2), and speakers (Section 4.2.3).

4.2.1. Evaluation with different network architectures

Experimental setup. In Section 4.1, HiFi-GAN V1 [14] was used as
the baseline. To investigate the dependence on network architecture,
we evaluated AugCondD using two different network architectures:
HiFi-GAN V2 (HiFiV2) (lightweight variant) [14] and iSTFTNet
(iSTFT) (in particular, V1-C8C8I (balanced variant)) [20]. In the
experiment presented in Section 4.1, HiFi-mix achieved the best per-
formance among the baseline models under limited data conditions.
Therefore, in this experiment, we used X-mix (X with mixup) as the
baseline, and X-ACD-mix (X-AugCondD with mixup) as an imple-
mentation of the proposed model for X ∈ {HiFiV2, iSTFT}. The
models were trained under limited data conditions (with a data ratio
of 1%), where the training settings were identical to those presented
in Section 4.1.
Results. Table 2 presents the results. The same tendencies are ob-
served, in that, the proposed model (X-ACD-mix) outperforms the
baseline model (X-mix) for all the metrics. These results indicate
that AugCondD is not affected by network architecture.

Table 2. Comparison of UTMOS, periodicity, and cFW2VD for
LJSpeech when HiFi-GAN V2 (HiFiV2) and iSTFTNet (iSTFT) are
used as baselines.

Model Data UTMOS↑ Periodicity↓ cFW2VD↓
Ground-truth – 4.38 – –

HiFiV2-mix 1% 3.73 0.137 0.068
HiFiV2-ACD-mix 1% 3.81 0.128 0.052

iSTFT-mix 1% 3.82 0.121 0.049
iSTFT-ACD-mix 1% 3.99 0.118 0.037

4.2.2. Evaluation with different data-augmentation methods

Experimental setup. In the aforementioned experiments, mixup [28]
was used for data augmentation. To investigate the dependence on
the data augmentation method, we evaluated AugCondD using an-
other data augmentation method, speaking rate change [33], where
the augmented speech x̃r is obtained by changing its speed by a

factor of 2s (s ∼ U(−1, 1)). We defined the augmentation state
µ as µ = 2s, expanding it to a 1 × 1 tensor (i.e., d = 1) for the
process presented in Fig. 4. HiFi-GAN with speaking rate change
(HiFi-rate) constituted the baseline, and HiFi-GAN-AugCondD
with speaking rate change (HiFi-ACD-rate) was used as an imple-
mentation of the proposed model. The models were trained under
limited data conditions (with a data ratio of 1%). The training
settings were identical to those described in Section 4.1.
Results. The results are presented in Table 3. As before, the pro-
posed model (HiFi-ACD-rate) outperforms the baseline (HiFi-rate)
for all metrics. These results indicate that AugCondD is effective for
various data augmentation methods.

Table 3. Comparison of UTMOS, periodicity, and cFW2VD for
LJSpeech for data augmented by speaking rate change.

Model Data UTMOS↑ Periodicity↓ cFW2VD↓
Ground-truth – 4.38 – –

HiFi-rate 1% 3.56 0.167 0.090
HiFi-ACD-rate 1% 4.10 0.117 0.033

4.2.3. Evaluation for different speakers

Experimental setup. To investigate the speaker dependence,
AugCondD was evaluated using data from different speakers.
Speech of male (ID 260) and female (ID 1580) speakers was se-
lected from LibriTTS [45]. In total, 50% of the utterances were used
for the training (9.1 and 8.8 mins. for ID 260 and 1580, respectively),
and the remaining data were used for validation. HiFi-ACD-mix and
HiFi-mix were trained individually for each speaker. The training
settings were identical to those presented in Section 4.1 except that
the training was stopped after 500k iterations because the models
tended to suffer from overfitting in an earlier phase because of the
small amount of training data.
Results. Table 4 presents the results. For both speakers, the pro-
posed model (HiFi-ACD-mix) outperforms the baseline (HiFi-mix)
for all metrics. These results indicate that AugCondD is effective
for different speakers.

Table 4. Comparison of UTMOS, periodicity, and cFW2VD for
different speakers in LibriTTS.

Model ID Gender UTMOS↑ Periodicity↓ cFW2VD↓
Ground-truth 260 Male 4.15 – –

HiFi-mix 260 Male 3.51 0.150 0.105
HiFi-ACD-mix 260 Male 3.66 0.140 0.074

Ground-truth 1580 Female 4.09 – –

HiFi-mix 1580 Female 3.45 0.113 0.131
HiFi-ACD-mix 1580 Female 3.55 0.106 0.096

5. CONCLUSION

We proposed AugCondD to train a GAN-based vocoder with limited
data. AugCondD is unique in that it receives not only speech but also
the augmentation state, thereby assessing the input speech according
to the augmentation state. This prevents the augmented speech from
inhibiting the learning of the original non-augmented distribution.
Experimental evaluations under various settings indicate the general
utility of AugCondD. The simplicity and versatility of AugCondD
facilitates its application to other models (e.g., end-to-end models)
and tasks (e.g., finetuning), to be pursued in future research.
Acknowledgements. This work was supported by JST CREST
Grant Number JPMJCR19A3, Japan.
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[3] Aäron van den Oord, Yazhe Li, Igor Babuschkin, Karen Simonyan,
Oriol Vinyals, Koray Kavukcuoglu, George van den Driessche, Edward
Lockhart, Luis Cobo, Florian Stimberg, Norman Casagrande, Dominik
Grewe, Seb Noury, Sander Dieleman, Erich Elsen, Nal Kalchbrenner,
Heiga Zen, Alex Graves, Helen King, Tom Walters, Dan Belov, and
Demis Hassabis, “Parallel WaveNet: Fast high-fidelity speech synthe-
sis,” in ICML, 2018.

[4] Wei Ping, Kainan Peng, and Jitong Chen, “ClariNet: Parallel wave
generation in end-to-end text-to-speech,” in ICLR, 2019.

[5] Diederik P. Kingma and Prafulla Dhariwal, “Glow: Generative flow
with invertible 1× 1 convolutions,” in NeurIPS, 2018.

[6] Ryan Prenger, Rafael Valle, and Bryan Catanzaro, “WaveGlow: A
flow-based generative network for speech synthesis,” in ICASSP, 2019.

[7] Yang Song and Stefano Ermon, “Generative modeling by estimating
gradients of the data distribution,” in NeurIPS, 2019.

[8] Jonathan Ho, Ajay Jain, and Pieter Abbeel, “Denoising diffusion prob-
abilistic models,” in NeurIPS, 2020.

[9] Nanxin Chen, Yu Zhang, Heiga Zen, Ron J. Weiss, Mohammad
Norouzi, and William Chan, “WaveGrad: Estimating gradients for
waveform generation,” in ICLR, 2021.

[10] Zhifeng Kong, Wei Ping, Jiaji Huang, Kexin Zhao, and Bryan Catan-
zaro, “DiffWave: A versatile diffusion model for audio synthesis,” in
ICLR, 2021.

[11] Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David
Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio,
“Generative adversarial nets,” in NIPS, 2014.

[12] Kundan Kumar, Rithesh Kumar, Thibault de Boissiere, Lucas Gestin,
Wei Zhen Teoh, Jose Sotelo, Alexandre de Brébisson, Yoshua Bengio,
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