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Abstract. In 1994, Velázquez constructed a countable family of complete hypersurfaces flowing
in R2N (N ≥ 4) by mean curvature, each of which develops a type II singularity at the origin in
finite time. Later Guo and Sesum showed that for a non-empty subset of Velázquez’s solutions, the
mean curvature blows up near the origin, at a rate smaller than that of the second fundamental form;
recently Stolarski proved another subset of these solutions has bounded mean curvature up to the
singular time. In this paper, we follow their arguments to construct compact mean curvature flow
solutions in Rn (n ≥ 8) with bounded mean curvature.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Minimal Hypersurfaces Tangent to Lawson’s Cones at Infinity . . . . . . . . . . 3
3. Admissible Flow . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4. Construction of Velázquez’s Solutions . . . . . . . . . . . . . . . . . . . 12
5. C0 Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
6. Smooth Estimates and Determination of the Constant Λ . . . . . . . . . . . . 44
7. Vanishing Theorems of Parabolic Equations on Lawson’s Cones and the Related Mini-
mal Hypersurfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
8. Boundedness of the Mean Curvature . . . . . . . . . . . . . . . . . . . 48
Declarations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

1. Introduction

Let Mn−1 be a smooth manifold, F : Mn−1 × [0,T ) → Rn be a one-parameter family of immer-
sions depending smoothly on both space and time. We say F satisfies the mean curvature flow
equation, if

(1.1) ∂tF(x, t)⊥ = H(x, t), x ∈ Mn−1, t ∈ [0,T ),

where ∂t =
∂
∂t , ⊥ denotes the component of a vector perpendicular to the image of F(·, t), and H(·, t)

is the mean curvature vector of the immersion F(·, t). Usually, we regard the image of F(·, t) as an
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immersed submanifold of Rn, denoted by Σ(t). From this viewpoint, the family of hypersurfaces
{Σ(t)}0≤t<T is considered to move by its mean curvature, regardless of the way it is parameterized.
According to [Hui84], when Mn−1 is compact, then for any smooth immersion F0 = F(·, 0) :
Mn−1 → Rn as an initial value, equation (1.1) has a unique solution for a short time. A natural
question is: will the solution exist permanently, or develop a singularity (blow up) in finite time?
How can we characterize the first blow-up time of (1.1)? Actually, when Mn−1 is compact, (1.1)
will always develop a finite-time singularity, and [Hui84] tells us that the norm of the second funda-
mental form must become unbounded at the first singular time. In [AC11], Cooper tells us that the
inner product of the mean curvature vector and the second fundamental form, H ·A, must blow up as
the flow becomes singular. One may naturally ask that “does the mean curvature necessarily blow
up at the first singular time”, which was presented as an open problem in [Man11], Open Problem
2.4.10. At least for small n, people believe this is true, and in fact Li and Wang gave an affirma-
tive answer in [LW19] for compact embedded surfaces flowing in R3. For 4 ≤ n ≤ 7, the answer
remains unknown. However, in higher dimensions, things become completely different. Velázquez
[Vel94] constructed a series of complete, embedded hypersurfaces flowing by mean curvature in Rn

for each even number n ≥ 8, such that they “approach” the Simons’ cone at the first singular time:

Theorem 1.1. ([Vel94]) Let N ≥ 4, l ≥ 2 be integers. For t0 < 0, |t0| ≪ 1, there exists a family of
O(N) × O(N)-invariant mean curvature flow solutions {Σ2N−1

l (t)}t0≤t<0 in R2N such that

(1) {Σl(t)}t0≤t<0 develops a type II singularity at 0 ∈ R2N in the sense that there exists σl =

σl(N) > 0 s.t. AΣl(t) (the second fundamental form of Σl(t)) satisfies

lim sup
t↗0

sup
Σl(t)∩B(0,

√
−t)

(−t)
1
2+σl |AΣl(t)| > 0.

(2) The type I rescaled hypersurfaces (−t)−
1
2Σl(t) converges in the C2 sense to Simons’ cone on

any compact subset of R2N − {0} as t ↗ 0.
(3) The type II rescaled hypersurfaces (−t)−

1
2−σlΣl(t) converges uniformly to a minimal hyper-

surface tangent to Simons’ cone at infinity, on any compact subset of R2N as t ↗ 0.

Guo and Sesum [GS18] performed more detailed analyses on Velázquez’s solutions; in particular
they improved the convergence results (2) (3) in Theorem 1.1 to C∞, and used those estimates to
show:

Theorem 1.2. ([GS18]) For the mean curvature flows {Σl(t)}t0≤t<0 in Theorem 1.1, if N ≥ 5 and
l = 2, then

lim sup
t↗0

sup
Σ2(t)

(−t)
1
2+σ2 |AΣ2(t)| < +∞.

In addition, HΣ2(t), the mean curvature of Σ2(t), blows up as t ↗ 0 at a rate smaller than that of the
second fundamental form. More precisely,

lim sup
t↗0

sup
Σ2(t)∩B(0,C(N)(−t)

1
2 +σ2 )

(−t)
1
2−σ2 |HΣ2(t)| > 0,

and there exists 0 < σ̃ < σ2 s.t.

lim sup
t↗0

sup
Σ2(t)

(−t)
1
2+σ̃|HΣ2(t)| < +∞.
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Stolarski [Sto23] showed that another subset of Velázquez’s solutions has uniformly bounded
mean curvature, using a blow-up method:

Theorem 1.3. ([Sto23]) For the mean curvature flows {Σl(t)}t0≤t<0 in Theorem 1.1, if l ≥ 4 is an
even number, then

sup
t∈[t0,0)

sup
Σl(t)
|HΣl(t)| < +∞.

In [Vel94], Simons’ cone and the minimal hypersurfaces tangent to it are important models for
Velázquez’s construction, but they only exist in even dimensional Euclidean spaces. To cover gen-
eral cases, we use the so-called “Lawson’s cones” and related minimal hypersurfaces as models
instead, which were thoroughly discussed in [Dav04]. The author showed the “Lawson’s cones”
are globally area minimizing in certain dimensions, by constructing minimal hypersurfaces tangent
to them at infinity, and regarding the volume form of these hypersurfaces as a calibration form. In
our paper, we obtain a compact mean curvature flow solution with an asymptotic behavior similar
to [Vel94] by writing down the initial compact hypersurface explicitly. [GS18] provided a simpler
proof of the C0 estimate, but the argument does not work when N = 4; instead we turn to the
original proof in [Vel94], which is inspired by [HV]. Here we present a complete proof. Finally,
it should be noted that the condition “l is even” in Theorem 1.3 is superfluous, if one performs a
careful observation to the estimates in [Vel94]. In brief, we improve and generalize their results as
the following theorem:

Theorem 1.4. For each dimension n ≥ 8, there exists a smooth, compact, embedded mean curvature
flow {Σn−1(t)}t∈[t0,0) ⊂ R

n such that

lim sup
t↗0

sup
x∈Σ(t)

|AΣ(t)(x)| = +∞, sup
t∈[t0,0)

sup
x∈Σ(t)

|HΣ(t)(x)| < +∞.

Acknowledgements: I would like to thank J.J.L. Velázquez, Siao-Hao Guo, Natasa Sesum, and
Maxwell Stolarski for their insights into this problem. I also thank my advisor, Xiaoli Han, for
helpful instructions.

2. Minimal Hypersurfaces Tangent to Lawson’s Cones at Infinity

We first take a glance at the models we shall use, i.e. Lawson‘s cones and related minimal
hypersurfaces. From now on, we fix n ∈ Z, n ≥ 8, and two integers p, q ≥ 2 with p + q = n. If
n = 8, we require p, q ≥ 3. Any point in Rn is denoted by z = (x, y), x ∈ Rp, y ∈ Rq.
Let O(p) be the group of isometries of Rp which fix the origin. For (g, h) ∈ O(p) × O(q), we define
the group action of O(p) ×O(q) on Rn by (g, h)(x, y) = (g(x), h(y)). We shall restrict our discussion
to hypersurfaces in Rn which are invariant under the action of O(p) × O(q).
Let γ: x1 = ξ(t), y1 = η(t) be a smooth curve lying in the first quadrant of the x1y1-plane, i.e. the
points with x1, y1 ≥ 0, x2 = ... = xp = y2 = ... = yq = 0, where t belongs to some real interval,
say J, and ξ′2 + η′2 , 0. Then the set Σ = {(ξ(t)ν, η(t)ω)| t ∈ J, ν ∈ Sp−1, ω ∈ Sq−1} is a smooth
hypersurface in Rn = Rp ×Rq, possibly singular at the points where x = 0 or y = 0. We say Σ is the
hypersurface generated by γ (by the action of O(p) × O(q)), and γ is the profile curve of Σ.

Write µ =
√

q−1
p−1 , and let Cp,q be the Lawson’s cone, i.e. the hypersurface generated by the ray

(2.1) lp,q = {(x1, y1)| y1 = µx1, x1 ≥ 0}.
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According to [Dav04] and [Vel94], there is a smooth minimal hypersurface

M = {(rν, ψ̂(r)ω)| r ≥ 0, ν ∈ Sp−1, ω ∈ Sq−1}

tangent to Cp,q at infinity, with ψ̂(r) satisfying the equation

(2.2)
ψ̂′′

1 + ψ̂′2
+ (p − 1)

ψ̂′

r
− (q − 1)

1
ψ̂
= 0,

and

(2.3)


ψ̂′′ > 0, ψ̂(0) > 0, ψ̂′(0) = 0, ψ̂(r) > µr,

limr→+∞
ψ̂(r)−µr

rα = (1 + µ2)
α+1

2 ,

limr→+∞
ψ̂′(r)−µ

rα−1 = α(1 + µ2)
α+1

2 ,

where
α =

1
2

(3 − n +
√

n2 − 10n + 17) ∈ [−2,−1)

is a root of

(2.4) x(x − 1) + (n − 2)(x + 1) = 0.

The profile curve

(2.5) M̄ = {(r, ψ̂(r))| r ≥ 0}

ofM can also be parameterized as a graph over lp,q; more precisely,

M̄ = {
r(1, µ)√
1 + µ2

+
ψ(r)(−µ, 1)√

1 + µ2
| r ≥ ψ̂(0)

µ√
1 + µ2

}

(2.6) = {(
r − µψ(r)√

1 + µ2
,
µr + ψ(r)√

1 + µ2
)| r ≥ ψ̂(0)

µ√
1 + µ2

}.

The function ψ(r) satisfies

(2.7)
ψ′′

1 + ψ′2
+ (p − 1)

µ + ψ′

r − µψ
− (q − 1)

1 − µψ′

µr + ψ
= 0,

and

(2.8)


ψ′′ > 0, ψ(ψ̂(0) µ

√
1+µ2

) = ψ̂(0)
√

1+µ2
, ψ′(ψ̂(0) µ

√
1+µ2

) = −µ,

limr→+∞
ψ(r)
rα = 1,

limr→+∞
ψ′(r)
rα−1 = α.

More generally, for each k > 0, we can define

Mk = k
1

1−αM,

thenMk is also a smooth minimal hypersurface tangent to Cp,q at infinity. Denote by M̄k the profile
curve ofMk, then M̄k = k

1
1−αM̄. Clearly, M̄k can be parameterized as (2.5) with ψ̂ replaced by ψ̂k,

and
ψ̂k(r) = k

1
1−α ψ̂(k−

1
1−α r).
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ψ̂k satisfies (2.2), and (2.3) with the two limits replaced by k(1+µ2)
α+1

2 and kα(1+µ2)
α+1

2 respectively.
M̄k can also be parameterized as (2.6) with ψ replaced by ψk, and

ψk(r) = k
1

1−αψ(k−
1

1−α r).

ψk satisfies (2.7), and (2.8) with ψ̂ replaced by ψ̂k, and the two limits replaced by k and kα respec-
tively.
Moreover, as in [GS18], we have

(2.9) ψ̂k(r) − rψ̂′k(r) > 0, ψk(r) − rψ′k(r) > 0,

(2.10) lim
r→+∞

ψ̂k(r) − rψ̂′k(r)
rα

= k(1 − α)(1 + µ2)
α+1

2 , lim
r→+∞

ψk(r) − rψ′k(r)
rα

= k(1 − α),

(2.11) ∂kψ̂k(r) =
1

k(1 − α)
(ψ̂k(r) − rψ̂′k(r)) > 0, ∂kψk(r) =

1
k(1 − α)

(ψk(r) − rψ′k(r)) > 0.

Also, we have the following higher order estimates:

(2.12) lim
r→+∞

ψ(m)
k (r)

rα−m = kα(α − 1)(α − 2)...(α − m + 1) (m ≥ 2),

(2.13) |ψ(m)
k (r)| ≤ C(p, q,m)krα−m (m ≥ 0, r ≥ ψ̂k(0)

µ√
1 + µ2

),

lim
r→+∞

ψ̂(m)
k (r)

rα−m = kα(α − 1)(α − 2)...(α − m + 1)(1 + µ2)
α+1

2 (m ≥ 2),

(2.14) |(ψ̂k(r) − µr)(m)| ≤ C(p, q,m)k(k
1

1−α + r)α−m (m ≥ 0, r ≥ 0).

Next, we derive an estimate of the difference between ψk and its asymptotic function appeared in
(2.12), which was proved in [GS18], Lemma 2.5 for Simons’ cones. Things are slightly different
for general Lawson’s cones, however:

Lemma 2.1.
(2.15)
|ψ(m)

k (r) − kα(α − 1)(α − 2)...(α − m + 1)rα−m| ≤ C(p, q,m)k
1−α̃
1−α rα̃−m, (m ≥ 0, r ≥ ψ̂k(0)

µ√
1 + µ2

),

where

(2.16) α̃ = max{2α − 1, α̂} =

2α − 1 (n ≥ 9),
α̂ (n = 8),

and α̂ = 1
2 (3 − n −

√
n2 − 10n + 17) is another root of (2.4).
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Proof: We may assume k = 1; the conclusion for general k follows by a simple scaling argument.
In order to turn (2.7) into an autonomous equation, we set

(2.17) s = ln r, W(s) = e−sψ(es) (s ≥ ln(ψ̂1(0)
µ√

1 + µ2
)), Z = W′,

and then

(2.18) ψ(r) = rW(ln r), ψ′(r) = (W +W′)(ln r), ψ′′(r) =
1
r

(W′ +W′′)(ln r).

Now, (2.7) becomes

(2.19)

W′ = Z,

Z′ = −Z − (n − 2)(1 + (W + Z)2)( 1+(µ−1−µ)W
(1−µW)(1+µ−1W) (W + Z) + W

(1−µW)(1+µ−1W) ).

Since ψ and ψ′ are asymptotic to rα and αrα−1 respectively, as r → +∞, we know W (resp. Z) is
asymptotic to W∗ := e(α−1)s (resp. Z∗ := (α − 1)e(α−1)s), as s → +∞, by making use of (2.17) and
(2.18). Clearly, W∗ and Z∗ satisfy the following equation

(2.20)

W′∗ = Z∗,
Z′∗ = −Z∗ − (n − 2)(2W∗ + Z∗).

Now subtract (2.20) from (2.19) to get

(2.21)

(W −W∗)′ = Z − Z∗,
(Z − Z∗)′ = −(Z − Z∗) − (n − 2)(2(W −W∗) + (Z − Z∗)) + f (s),

where

f (s) =
n − 2

(1 − µW)(1 + µ−1W)
((µ−1 − µ)(W2 −W(W + Z)3) − ((W + Z)2 +W2)(2W + Z))(s),

with
f (s) = O(e2(α−1)s) (s→ +∞, by (2.13)).

Also, we have

W −W∗ = o(e(α−1)s), Z − Z∗ = o(e(α−1)s) (s→ +∞, by (2.8)).

Rewrite (2.21) further as(
W −W∗
Z − Z∗

)′
= A

(
W −W∗
Z − Z∗

)
+

(
0

f (s)

)
, A =

(
0 1

−2(n − 2) −(n − 1)

)
.

Since A has two distinct eigenvalues α − 1 and α̂ − 1 with α̂ − 1 < α − 1 < 0, and

A =
(

1 1
α − 1 α̂ − 1

) (
α − 1 0

0 α̂ − 1

) (
1 1

α − 1 α̂ − 1

)−1

,

we set (
U
V

)
=

(
1 1

α − 1 α̂ − 1

)−1 (
W −W∗
Z − Z∗

)
,

(
g(s)
h(s)

)
=

(
1 1

α − 1 α̂ − 1

)−1 (
0

f (s)

)
,
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to get the equation which U, V satisfy:U′ = (α − 1)U + g(s),
V ′ = (α̂ − 1)V + h(s).

Again, we still have the estimates

g(s) = O(e2(α−1)s), h(s) = O(e2(α−1)s) (s→ +∞),

U = o(e(α−1)s), V = o(e(α−1)s) (s→ +∞),

and there exists a constant C(p, q) > 0 s.t.

|g(s)|, |h(s)| ≤ C(p, q)e2(α−1)s (s ≥ ln(ψ̂1(0)
µ√

1 + µ2
) + 1).

For s0 > s ≥ ln(ψ̂1(0) µ
√

1+µ2
) + 1 ,

U(s) = e(α−1)(s−s0)U(s0) +
∫ s

s0

e(α−1)(s−t)g(t)dt,

|U(s)| ≤ e(α−1)se−(α−1)s0 |U(s0)| +C(p, q)e(α−1)s
∫ +∞

s
e(α−1)tdt

(2.22) = e(α−1)se−(α−1)s0 |U(s0)| +C(p, q)e2(α−1)s.

Since s0 > s is arbitrary, if we let s0 → +∞, the first term of the right side of (2.22) tends to zero,
which implies

|U(s)| ≤ C(p, q)e2(α−1)s.

Similarly, for s > s0 = ln(ψ̂1(0) µ
√

1+µ2
) + 1,

(2.23) V(s) = e(α̂−1)(s−s0)V(s0) +
∫ s

s0

e(α̂−1)(s−t)h(t)dt.

Clearly, the first term of the right side of (2.23) is O(e(α̂−1)s) as s → +∞, and the second term is
bounded by

(2.24) C(p, q)e(α̂−1)s
∫ s

s0

e(2(α−1)−(α̂−1))tdt.

If n = 8, then 2(α − 1) < α̂ − 1, and (2.24) is bounded by

C(p, q)e(α̂−1)s
∫ +∞

s0

e(2(α−1)−(α̂−1))tdt = C(p, q)e(α̂−1)s.

If n ≥ 9, then 2(α − 1) > α̂ − 1, and (2.24) is bounded by

C(p, q)e(α̂−1)s
∫ s

−∞

e(2(α−1)−(α̂−1))tdt = C(p, q)e2(α−1)s,
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and the first term of the right side of (2.23) is also O(e2(α−1)s). In summary, no matter which case
happens, we always have

|U(s)|, |V(s)| ≤ C(p, q)e(α̃−1)s (s ≥ ln(ψ̂1(0)
µ√

1 + µ2
) + 1),

namely,
|W −W∗|, |Z − Z∗| ≤ C(p, q)e(α̃−1)s (s ≥ ln(ψ̂1(0)

µ√
1 + µ2

) + 1).

Applying the transform (2.17), (2.18) again, we get

(2.25) |ψ(r) − rα| ≤ C(p, q)rα̃, |ψ′(r) − αrα−1| ≤ C(p, q)rα̃−1

for all r ≥ eψ̂1(0) µ
√

1+µ2
. By continuity, (2.25) holds for all r ≥ ψ̂1(0) µ

√
1+µ2

.

The higher order estimates (i.e. (2.15) with m ≥ 2) follows by differentiating (2.7) and induction
on m. The start point m = 2 is a direct consequence of (2.25).

3. Admissible Flow

From now on in this paper, we fix the following constants:
n ∈ Z, n ≥ 8;
p, q ∈ Z, p + q = n, p, q ≥ 2 (if n = 8,we require further that p, q ≥ 3);
l ∈ Z, l ≥ 2,

and set the following real constants to be determined:

(3.1)



Λ ≫ 1 (depending on p, q, l);
0 < ρ ≪ 1 (depending on p, q, l,Λ);
β ≫ 1 (depending on p, q, l,Λ);
R ≫ 1 (depending on p, q, l,Λ);
t0 < 0, |t0| ≪ 1 (depending on p, q, l,Λ, ρ, β,R).

Assume t0 < t̊ < 0, and there is a one-parameter family of smooth hypersurfaces {Σt}t0≤t≤t̊ in Rn.
We say {Σt}t0≤t≤t̊ is admissible if

(1) {Σt}t0≤t≤t̊ depends smoothly on both space and time, moves by its mean curvature, and every
time-slice Σt is a compact, embedded, O(p) × O(q) invariant hypersurface.

(2) For some ϵ > 0 and all t0 ≤ t ≤ t̊, the profile curve of Σt ∩ B(0, 2(1 + ϵ)ρ) can be parame-
terized by a single function, as

(3.2) (x, û(x, t)),

where û(x, t) is a positive smooth function, defined at least for 0 ≤ x ≤ (1+ϵ)
√
−t√

1+µ2
. Note that

in this case (1) implies û(x, t) satisfies

∂tû =
û′′

1 + û′2
+ (p − 1)

û′

x
− (q − 1)

1
û
.
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We denote by ’ the derivative in space variables. Moreover, the even extension of û(·, t) is
smooth, and particularly û′(0, t) = 0.

(3) For some ϵ > 0 and all t0 ≤ t ≤ t̊, the profile curve of Σt ∩ (B(0, 2(1 + ϵ)ρ) − B̄(0, 1
2 (1 −

ϵ)β(−t)
1
2+σl)) (where B̄ denotes a closed ball) can be parameterized by a single function, as

(3.3) (
x − µu(x, t)√

1 + µ2
,
µx + u(x, t)√

1 + µ2
),

where u(x, t) is a smooth function, defined at least for (1 − ϵ)β(−t)
1
2+σl ≤ x ≤ (1 + ϵ)ρ, and

σl =
λl

1 − α
, λl = −

1
2

(1 − α) + l.

(The meaning of λl will be interpreted later, see Proposition 3.1.) In this case (1) implies
u(x, t) satisfies

(3.4) ∂tu =
u′′

1 + u′2
+ (p − 1)

µ + u′

x − µu
− (q − 1)

1 − µu′

µx + u
.

(4) The following estimate

(3.5) xi|∂i
xu(x, t)| < Λ((−t)lxα + x2λl+1)

holds for all i = 0, 1, 2, β(−t)
1
2+σl ≤ x ≤ ρ, and t0 ≤ t ≤ t̊.

Rescaling is a common technique for analysis of blow-up behaviors of mean curvature flows. In
the later discussion, we roughly divide the space into three (time dependent) regions and dilate each
region at different rates:

(1) The outer region: Σt − B(0,R
√
−t).

(2) The intermediate region: Σt ∩ (B̄(0,R
√
−t) − B(0, β(−t)

1
2+σl)).

(3) The tip region: Σt ∩ B̄(0, β(−t)
1
2+σl).

In the outer region, we mainly analyze the unrescaled mean curvature flow, especially, the function
u(x, t) defined in (3.3), and the equation (3.4).
In the intermediate region, we perform the “type I” rescaling

(3.6) Πs = (−t)−
1
2Σt|t=−e−s ,

the time interval becoming s0 ≤ s ≤ s̊, where s0 = − ln(−t0), s̊ = − ln(−t̊). Note that s0 ≫ 1 iff
|t0| ≪ 1.
Under rescaling (3.6), the piece of the profile curve of Σt which can be parameterized as (3.3) is
now rescaled and parameterized as

(
y − µv(y, s)√

1 + µ2
,
µy + v(y, s)√

1 + µ2
),

with

(3.7) v(y, s) = (−t)−
1
2 u(
√
−ty, t)|t=−e−s ,
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satisfying the equation

(3.8) ∂sv =
v′′

1 + v′2
+ (p − 1)

µ + v′

y − µv
− (q − 1)

1 − µv′

µy + v
+

1
2

(−yv′ + v).

The condition (3.5) becomes

(3.9) yi|∂i
yv(y, s)| < Λe−λl s(yα + y2λl+1), i = 0, 1, 2, βe−σl s ≤ y ≤ ρe

s
2 , s0 ≤ s ≤ s̊.

In this region, we mainly investigate the function v(y, s) defined in (3.7), and the equation (3.8).
In the tip region, we perform the “type II” rescaling

(3.10) Γτ = (−t)−( 1
2+σl)Σt|

t=−(2σlτ)
− 1

2σl
,

the time interval becoming τ0 ≤ τ ≤ τ̊, where τ0 = (2σl)−1(−t0)−2σl , τ̊ = (2σl)−1(−t̊)−2σl . Note that
τ0 ≫ 1 iff |t0| ≪ 1.
Under rescaling (3.10), the piece of the profile curve of Σt which can be parameterized as (3.2) is
now rescaled and parameterized as

(z, ŵ(z, τ)),

with

(3.11) ŵ(z, τ) = (−t)−( 1
2+σl)û((−t)

1
2+σlz, t)|

t=−(2σlτ)
− 1

2σl
= eσl sv̂(e−σl sz, s)|s= 1

2σl
ln(2σlτ),

satisfying the equation

(3.12) ∂τŵ =
ŵ′′

1 + ŵ′2
+ (p − 1)

ŵ′

z
− (q − 1)

1
ŵ
+

1
2 + σl

2σlτ
(−zŵ′ + ŵ).

The piece of the profile curve of Σt which can be parameterized as (3.3) is now rescaled and param-
eterized as

(3.13) (
z − µw(z, τ)√

1 + µ2
,
µz + w(z, τ)√

1 + µ2
),

with

(3.14) w(z, τ) = (−t)−( 1
2+σl)u((−t)

1
2+σlz, t)|

t=−(2σlτ)
− 1

2σl
= eσl sv(e−σl sz, s)|s= 1

2σl
ln(2σlτ),

satisfying the equation

∂τw =
w′′

1 + w′2
+ (p − 1)

µ + w′

z − µw
− (q − 1)

1 − µw′

µz + w
+

1
2 + σl

2σlτ
(−zw′ + w).

The condition (3.5) becomes

(3.15) zi|∂i
zw(z, τ)| < Λ(zα +

z2λl+1

(2σlτ)l ), i = 0, 1, 2, β ≤ z ≤ ρ(2σlτ)
1
2+

1
4σl , τ0 ≤ τ ≤ τ̊.

In this region, we mainly investigate the function ŵ(z, τ) defined in (3.11), and the equation (3.12).
In Velázquez’s construction, the first step of a priori estimates is to show that the type-I rescaled
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flow satisfies the property that v(y, s) tends exponentially to zero. For this reason, we linearize the
right-hand side of (3.8) at v = 0. More precisely, (3.8) can be rewritten as

(3.16) ∂sv = Lv + Qv,

where

Lv = v′′ + (
n − 2

y
−

y
2

)v′ + (
n − 2

y2 +
1
2

)v = (yn−2e−
y2
4 )−1(yn−2e−

y2
4 v′)′ + (

n − 2
y2 +

1
2

)v

is the linear part of the right-hand side (note that L depends only on n), and

Qv = −
v′2

1 + v′2
v′′ + (n − 2)

( v
y )2( v

y2 +
v′
y ) + (µ − µ−1) v

y
v
y2

(1 − µ v
y )(1 + µ−1 v

y )

is the remaining part. We will use the following properties of the linear operator L shown by
Velázquez (see [Vel94], Proposition 2.1):

Proposition 3.1. Let

H = L2((0,+∞); xn−2e−
x2
4 ) (a weighted L2 space).

For u, v ∈ H, let ⟨u, v⟩ be the inner product in H and |u|H be the norm in H, namely,

⟨u, v⟩ =
∫ ∞

0
u(x)v(x)xn−2e−

x2
4 dx, |u|H =

√
⟨u, u⟩.

Then there exists a countable set of eigenvalues {λi}i≥0 of L, with corresponding normalized eigen-
functions {φi}i≥0 ⊂ H, satisfying Lφi + λiφi = 0. They are given by:

λi = −
1
2

(1 − α) + i,

(3.17) φi(y) = ciyαM(−i, α +
n − 1

2
;

y2

4
),

where M(a, b; x) is the Kummer’s function defined by

M(a, b; x) = 1 +
+∞∑
j=1

a(a + 1)...(a + j − 1)
b(b + 1)...(b + j − 1)

x j

j!

and satisfying
xM′′(a, b; x) + (b − x)M′(a, b; x) − aM(a, b; x) = 0,

and ci > 0 is a normalizing constant s.t. |φi|H = 1.
Moreover, the set of eigenfunctions {φi}i≥0 forms an orthonormal basis of H.

Note that
λ0 < λ1 < 0 < λ2 < λ3 < ...,

i.e. λ2 is the first positive eigenvalue of L. The eigenfunction φl can be written as

(3.18) φl(y) = clyα(1 − Kl,1y2 + Kl,2y4 + ... + (−1)lKl,ly2l),

where {Kl, j}1≤ j≤l are positive constants. The term of φl of highest power has positive sign when l is
even, but has negative sign when l is odd.
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4. Construction of Velázquez’s Solutions

The main idea of the construction can be summarized as follows. Our goal is to find a family of
O(p) × O(q)-invariant, smooth, compact hypersurfaces {Σt}t0≤t<0 ⊂ R

n moving by mean curvature,
which blows up at 0 ∈ Rn and t = 0 but remains smooth elsewhere; the type-I rescaled flow
converges to the Lawson’s cone Cp,q; the type-II rescaled flow converges toMk for some k ≈ 1, i.e.
a smooth minimal hypersurface tangent to Cp,q at infinity, introduced in Section 2.
To achieve the goal, we begin with the construction of the initial hypersurface Σt0 . In fact we will
choose a family of hypersurfaces {Σa

t0}, where a = (a0, a1, ..., al−1) is an l-dimensional parameter
with |a| ≪ 1. The hypersurfaces {Σa

t0} have uniformly bounded curvature outside the ball B(0, ρ);
they are “close” to Cp,q after type-I rescaling and “close” toM1 after type-II rescaling. Then we
can show for each t0 < t̊ < 0, there exists a parameter a such that the corresponding mean curvature
flow {Σa

t0}t≥t0 exists up to time t̊, and behaves in our prescribed way. In addition, this flow satisfies
some uniform smooth estimates. Finally, by the compactness theory, we then get a solution of MCF
which exists and has the desired behavior on the whole time interval t0 ≤ t < 0, and satisfies the
same uniform estimates.
Now, let’s write down γa

t0 , the profile curve of {Σa
t0} in the first quadrant, in an explicit way.

Let
a ∈ B(0, βα̃−α) ⊂ Rl,

where α̃ is defined in (2.16) with α̃ − α < 0.
In the region

√
(x1)2 + (y1)2 > 1

2 , γa
t0 is parameterized by a single smooth function as

(x, û(x, t0)),
1

2
√

1 + µ2
< x ≤ 2, (see (3.2))

where

û(x, t0) =


1
2 x, 1

2
√

1+µ2
< x ≤ 2√

1+µ2
− δ,

smooth and concave, 2√
1+µ2
− δ ≤ x ≤ 2√

1+µ2
+ δ,

√
4 − x2, 2√

1+µ2
+ δ ≤ x ≤ 2,

with 0 < δ ≪ 1 (depending on p, q).
In the region

√
(x1)2 + (y1)2 < 1, γa

t0 is parameterized by a single smooth function as

(
x − µu(x)√

1 + µ2
,
µx + u(x)√

1 + µ2
), ψ̂1+a0+a1+...+al−1(0)

µ√
1 + µ2

(−t0)
1
2+σl ≤ x < 1, (see (3.3))

where

(4.1) u(x, t0) = u(x, t0; a) = (−t0)
1
2+σlψ1+a0+a1+...+al−1((−t0)−( 1

2+σl)x)(1 − η(
(−t0)−( 1

2+σl)x − 1
2β

1
2β

))

+(−t0)
1
2+λl(

1
cl
φl(

x
√
−t0

) +
l−1∑
j=0

a j

c j
φ j(

x
√
−t0

))η(
(−t0)−( 1

2+σl)x − 1
2β

1
2β

)η(
2ρ − x
ρ

),
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with η : R→ R a smooth, non-decreasing function satisfying

(4.2) η(x) =

 0, x ≤ 0,
1, x ≥ 1,

and {c j} j≥0 the normalizing constants defined in Proposition 3.1.
For simplicity, we usually write al = 1. According to (3.18),

(−t0)
1
2+λl(

1
cl
φl(

x
√
−t0

) +
l−1∑
j=0

a j

c j
φ j(

x
√
−t0

))

= (
l∑

j=0

a j)(−t0)lxα − (
l∑

j=1

K j,1a j)(−t0)l−1xα+2 + (
l∑

j=2

K j,2a j)(−t0)l−2xα+4 + ... + (−1)lKl,lxα+2l

(4.3) = x2λl+1{(
l∑

j=0

a j)(
−t0
x2 )l − (

l∑
j=1

K j,1a j)(
−t0
x2 )l−1 + (

l∑
j=2

K j,2a j)(
−t0
x2 )l−2 + ... + (−1)lKl,l}.

Thus, for all x > 0,

(4.4) xi|∂i
x{(−t0)

1
2+λl(

1
cl
φl(

x
√
−t0

) +
l−1∑
j=0

a j

c j
φ j(

x
√
−t0

))}| ≤ C(n, l)((−t0)lxα + x2λl+1), i = 0, 1, 2,

and by (2.12), for x ≥ ψ̂1+a0+a1+...+al−1(0) µ
√

1+µ2
(−t0)

1
2+σl ,

(4.5) xi|∂i
x(−t0)

1
2+σlψ1+a0+a1+...+al−1((−t0)−( 1

2+σl)x)| ≤ C(p, q)(−t0)lxα, i = 0, 1, 2.

Therefore, according to (4.4), if Λ ≫ 1 (depending on n, l), then (3.5) holds. Moreover, by (4.4),
(4.5), and (4.1) (the definition of u), for 1

2β(−t0)
1
2+σl ≤ x ≤ 2ρ,

|
u(x, t0)

x
|, |u′(x, t0)| ≤ C(l, p, q)(βα−1 + ρ2λl) ≤

1
2

min{µ, µ−1},

provided β ≫ 1, ρ ≪ 1 (depending on l, p, q). Thus the curve γa
t0 lies in the first quadrant, and

the hypersurface Σa
t0 generated by γa

t0 is smooth, compact, embedded, satisfying the admissible
condition. In addition, Σa

t0 depends smoothly on a.
Next, for each a ∈ B(0, βα̃−α), by the short-time existence (see [Hui84], Theorem 3.1), the mean
curvature flow starting from Σa

t0 has a unique solution for a short time, denoted by {Σa
t }. Define the

set O ⊂ B(0, βα̃−α) × [−t0, 0) as follows: (a, t̊) ∈ O iff
(1) the corresponding (smooth) MCF {Σa

t } exists for t0 ≤ t ≤ t̊ and can be extended beyond t̊.
(2) {Σa

t } is admissible for t0 ≤ t ≤ t̊.
From the smooth dependence of MCF on the initial data,O is a (relatively) open subset of B(0, βα̃−α)×
[−t0, 0).
For t0 ≤ t̊ < 0, let

Ot̊ = {a ∈ B(0, βα̃−α)| (a, t̊) ∈ O},
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then Ot̊ is an open subset of B(0, βα̃−α), and is decreasing in t̊. Obviously, Ot0 = B(0, βα̃−α).
Recall the function v(y, s) = v(y, s; a) (3.7) in the type-I rescaled flow {Πa

s} (3.6). We define a map
Φ : O → Rl by

Φ(a, t) = eλl s0(⟨c0ṽ(y, s; a), φ0(y)⟩, ⟨c1ṽ(y, s; a), φ1(y)⟩, ..., ⟨cl−1ṽ(y, s; a), φl−1(y)⟩)s=− ln(−t),

where

(4.6) ṽ(y, s; a) = η(eσl sy − β)η(ρe
s
2 − y)v(y, s; a),

⟨·, ·⟩ is the inner product defined in Proposition 3.1, and η is defined in (4.2). According to the
admissible condition, Φ is well-defined, and continuous (actually smooth) on O. For t0 ≤ t < 0, we
also define

Φt(a) = Φ(a, t), a ∈ Ot.

When t = t0, we have the following lemma (see [GS18], Lemma 4.3):

Lemma 4.1. If s0 ≫ 1 (depending on n, l, ρ, β), then

|⟨η(eσl s0y − β)η(ρe
s0
2 − y)φi(y), φ j(y)⟩ − δi j| ≤ C(n, l, β)e−(n−1+2α)σl s0 ,

|(1 − η(eσl sy − β)η(ρe
s
2 − y))φi(y)|H ≤ C(n, l, β)e−

1
2 (n−1+2α)σl s0 ,

for all 0 ≤ i, j ≤ l, where s0 = − ln(−t0).

By (4.1),

(4.7) v(y, s0; a) = e−λl s0(
1
cl
φl(y) +

l−1∑
j=0

a j

c j
φ j(y)), βe−σl s0 ≤ y ≤ ρe

s0
2 ,

and we know from Lemma 4.1 that Φt0 converges uniformly to the identity map on B(0, βα̃−α) as
t0 ↗ 0. Thus, if |t0| ≪ 1 (depending on n, l, ρ, β), we have

Φ−1
t0 (0) ⊂⊂ B(0, βα̃−α),

(in general, we say two sets A ⊂⊂ B iff A has compact closure, and Ā ⊂ B,) and the topological
degree

deg(Φt0 ,Ot0 , 0) = deg(Φt0 , B(0, βα̃−α), 0) = deg(id, B(0, βα̃−α), 0) = 1.
When

(4.8) (a, t̊) ∈ O and Φt̊(a) = 0,

and if (3.1) holds, we have the a priori estimates which are crucial for the extension of solution:

Proposition 4.2. Set

(4.9) ς = min{1,
n − 3 + 2α
2(1 − α)

}

(if n = 8, we require further that 0 < ς < n−3+2α
2(1−α) and ς is fixed, e.g. ς = 1

7 ).
If (4.8) and (3.1) hold, then for all t0 ≤ t ≤ t̊,

(1) |a| ≤ C(p, q, l,Λ, β)(−t0)ςλl ≤ 1
2β

α̃−α.
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(2) In Rn − B̄(0, 2ρ), the second fundamental form of Σa
t is uniformly bounded by a constant

C(p, q, ρ).
(3) The profile curve of Σt ∩ (B(0, 3ρ) − B̄(0, 1

3β(−t)
1
2+σl)) can be parameterized by a single

function as (3.3), with

(4.10) xi|∂i
xu(x, t)| ≤

Λ

2
((−t)lxα + x2λl+1), i = 0, 1, 2, β(−t)

1
2+σl ≤ x ≤ ρ,

and for x ≥ ρ in this region,

(4.11)

|u(x,t)
x |, |u

′(x, t)| ≤ 1
2 min{µ, µ−1},

|u′′(x, t)| ≤ C(p,q)
ρ .

(4) The profile curve of Σt ∩ B(0, 3ρ) can be parameterized by a single function as (3.2). More-
over, if we perform the type-II rescaling, the rescaled function ŵ(z, τ) defined in (3.11)
satisfies

(4.12)


ψ̂ 1

2
(z) ≤ ŵ(z, τ) ≤ ψ̂2(z),

ŵ′(0, τ) = 0 ≤ ŵ′(z, τ) ≤ µ + 1,
|ŵ′′(z, τ)| ≤ C(p, q),

for 0 ≤ z ≤ 2β
√

1+µ2
.

Furthermore, we have the following smooth estimates near the origin, which describe precisely
the asymptotic blow-up behavior of the solution:

Proposition 4.3. If (4.8) and (3.1) hold, then there exists k ∈ R satisfying

(4.13) |k − 1| ≤ C(p, q, l,Λ, β)(−t0)ςλl ,

such that for any non-negative integers m, r, and all t0 ≤ t ≤ t̊, the following estimates hold:
(1) In the outer region, the function u(x, t) defined in (3.3) satisfies

(4.14) xm+2r |∂m
x ∂

r
t (u(x, t) −

k
cl

(−t)λl+
1
2φl(

x
√
−t

))| ≤ C(p, q, l,Λ,m, r)(R−2 + ρ2λl)x2λl+1

for R
√
−t ≤ x ≤ 3

4ρ.
(2) In the intermediate region, if we perform the type-I rescaling, then the function v(y, s) de-

fined in (3.7) satisfies

(4.15) ym+2r |∂m
y ∂

r
s(v(y, s) −

k
cl

e−λl sφl(y))| ≤ C(p, q, l,Λ, β,R,m, r)e−(1+κ)λl syα

for e−
1
2σl s ≤ y ≤ R, where

(4.16) κ = min{
1
2
,

n − 1 + 2α
6(1 − α)

, ς,
1

λl + 1
},

and

(4.17) ym+2r |∂m
y ∂

r
s(v(y, s) − e−σl sψk(eσl sy))| ≤ C(p, q, l,Λ,m, r)βα̃−αe−2ϱσl(s−s0)e−λl syα
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for 3
2βe−σl s ≤ y ≤ e−

1
2σl s, where

(4.18) ϱ = min{
κ

2
(1 − α),

1
5
}.

(3) In the tip region, if we perform the type-II rescaling, then the function ŵ(z, τ) defined in
(3.11) satisfies

(4.19) (1 + z)m+2r |∂m
z ∂

r
τ(ŵ(z, τ) − ψ̂k(z))| ≤ C(p, q, l,m, r)βα̃−α(

τ

τ0
)−ϱ(1 + z)α

for 0 ≤ z ≤ 2β
√

1+µ2
.

Note that our estimates in Proposition 4.3 are slightly different from those in [GS18] that our
ones cover the region where t is close to the initial time t0.

Lemma 4.4. Assume (3.1) holds. If there is a sequence {(a j, t j)} j≥1 ⊂ O s.t. Φt j(a j) = 0 for all
j ≥ 1, and (a j, t j)→ (a∞, t∞) with t∞ < 0, then (a∞, t∞) ∈ O, and Φt∞(a∞) = 0.

Proof: First, by (1) of Proposition 4.2, a∞ ∈ B(0, βα̃−α). Then, from the smooth dependence of
MCF on the initial data, the flow {Σa∞

t } exists on t0 ≤ t < t∞, and satisfies all the conditions in
Proposition 4.2 on this time interval. But obviously those conditions imply a uniform bound on the
second fundamental form of {Σa∞

t }t0≤t<t∞ , and thus the flow can be smoothly extended past time t∞,
with the help of Theorem 8.1 in [Hui84]. The statements in Proposition 4.2 still hold for t0 ≤ t ≤ t∞.
It’s straightforward to check that the conditions in Proposition 4.2 imply the flow is admissible, i.e.
(a∞, t∞) ∈ O, and Φt∞(a∞) = 0 follows from the continuity of Φ. (If t∞ = t0, things become trivial.)

A direct consequence of Lemma 4.4 is, for any t0 ≤ t̊ < 0, Φ−1(0) ∩ (Rl × [t0, t̊]) is a compact
subset of O. Thus Φ−1

t̊
(0) ⊂⊂ Ot̊, and deg(Φt̊,Ot̊, 0) is well-defined. Moreover, by the homotopy

invariance of degree,

deg(Φt̊,Ot̊, 0) = deg(Φt0 ,Ot0 , 0) = 1, and Φ−1
t̊ (0) , ∅,

as long as Ot̊ , ∅. To show Ot̊ is indeed non-empty, we define

t∗ = sup{t| t0 ≤ t < 0, Ot , ∅}.

If t∗ < 0, then Ot∗ = ∅. Choose a sequence {(a j, t j)} j≥1 ⊂ Φ
−1(0) such that t j ↗ t∗, and we may

assume (by passing to a subsequence) a j → a∗. Using Lemma 4.4 again, we know a∗ ∈ Ot∗ , which
is a contradiction, i.e. Ot , ∅ for all t0 ≤ t < 0.
Now it’s time to state and prove the existence result of our desired solutions.

Theorem 4.5. Assuming (3.1) holds, then there exists an a ∈ B(0, βα̃−α) s.t. {Σa
t } exists for all

t0 ≤ t < 0, satisfying all the conditions in Propositions 4.2 and 4.3 on this time interval.

Proof: Choose a sequence {(a j, t j)} j≥1 ⊂ Φ
−1(0) s.t. t j ↗ 0, and we may assume a j → a ∈

B(0, βα̃−α). Again, by the smooth dependence of MCF on the initial data, the flow {Σa
t } exists on

t0 ≤ t < 0, and satisfies all the conditions in Proposition 4.2 on this time interval. In addition,
the estimates in Proposition 4.3 hold for {Σa j

t }t0≤t≤t j with k replaced by some k j satisfying (4.13).
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We may again assume k j → k∞ satisfying (4.13). Thus the estimates in Proposition 4.3 hold for
{Σa

t }t0≤t<0 with k replaced by k∞.

5. C0 Estimates

In this and the next sections, we finish the proof of Propositions 4.2 and 4.3. The C0 estimates in
these Propositions are the main topic of this section.
From now on in this and the next sections, we always assume (4.8) holds for some t0 < t̊ < 0.
We start from the following estimate in the intermediate region:

Proposition 5.1. If 0 < ρ ≪ 1, β ≫ 1 (depending on p, q, l,Λ), and s0 ≫ 1 (depending on n, l, ρ, β),
then (1) of Proposition 4.2 hold. Moreover, there exists k ∈ R satisfying (4.13), such that for any
ϑ ∈ (0, 1), any R ≥ 1, and all s0 ≤ s ≤ s̊ = − ln(−t̊), if we require further that s0 ≫ 1 (depending
on R, ϑ), then the function v(y, s) defined in (3.7) satisfies

(5.1) |v(y, s) −
k
cl

e−λl sφl(y)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα

for 1
2 e−ϑσl s ≤ y ≤ 2R, where

κ̃ = min{1 − ϑ, (1 − ϑ)
n − 3 + 2α

1 − α
, (1 − ϑ)

n − 1 + 2α
3(1 − α)

, ς,
1

λl + 1
}

= min{1 − ϑ, (1 − ϑ)
n − 1 + 2α
3(1 − α)

, ς,
1

λl + 1
}.

The idea of proving Proposition 5.1 mainly comes from [HV], especially Sections 4 and 5, which
were devoted to the construction of an example of rotationally symmetric type-II blow up solution
of a semilinear heat equation. The computation is quite lengthy, but we present it here for the sake of
completeness. [GS18] gave an easier proof but could not cover the case where n = 8. We linearize
the right-hand side of (3.8) at v = 0 and do Fourier expansion (see (3.16)); the φl term is regarded
as the “main frequency”, and the terms of “lower frequency”, i.e. φ j terms with 0 ≤ j ≤ l − 1, are
controlled using (4.8).
Let X be the completion of C∞c ((0,+∞)) w.r.t. the norm

|ϕ|X = (
∫ ∞

0
(ϕ(x)2 + ϕ′(x)2)xn−2e−

x2
4 dx)

1
2 , ϕ ∈ C∞c ((0,+∞)).

Denote by X∗ the dual space of X, and define the norm on X∗ in a standard way as

|u|X∗ = sup
ϕ∈X, |ϕ|X=1

|u(ϕ)|.

We need the following lemma about the eigenfunctions {φ j} j≥0 defined in Proposition 3.1:

Lemma 5.2. For all j ≥ 0, φ j ∈ X, and

|φ j|
2
X ≤ C(n)(1 + |λ j|).
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Proof: According to (3.18), φ j, φ
′
j ∈ H. For h ≫ 1, let

φ j,h(x) = η(
2h − x

h
)η(hx − 1)φ j(x),

where η is the cut-off function defined in (4.2). Clearly, φ j,h ∈ C∞c ((0,+∞)), and φ j,h → φ j in H as
h→ +∞. Look at its derivative:

φ′j,h(x) = η(
2h − x

h
)η(hx − 1)φ′j(x) + (hη′(hx − 1) −

1
h
η′(

2h − x
h

))φ j(x).

Again, η( 2h−x
h )η(hx − 1)φ′j(x)→ φ′j(x) in H as h→ +∞, and

|(hη′(hx − 1) −
1
h
η′(

2h − x
h

))φ j(x)|2H ≤ C(h2
∫ 2h−1

h−1
x2αxn−2e−

x2
4 dx +

1
h2

∫ 2h

h
x4λl+2xn−2e−

x2
4 dx)

≤ C(h3−2α−n + h4λl+n−1e−
h2
4 )→ 0 (h→ +∞),

where C is independent of h. Thus, φ j,h → φ j in X as h→ +∞, i.e. φ j ∈ X.
According to Proposition 3.1 of [GS18], if u ∈ X, then u(x)

x ∈ H, and we can define a bilinear form
on X as

B(u, v) =
∫ +∞

0
(u′(x)v′(x) − (

n − 2
x2 +

1
2

)u(x)v(x))xn−2e−
x2
4 dx, u, v ∈ X,

satisfying the estimate

(5.2) B(u, u) ≥
n2 − 10n + 17

(n − 3)2 |u′|2H −
3n − 7

2(n − 3)
|u|2H, u ∈ X.

Letting u = v = φ j, and integrating
∫ +∞

0 φ′j(x)φ′j(x)xn−2e−
x2
4 dx by parts, (noting that φ j(x)φ′j(x)xn−2e−

x2
4 →

0 as x↘ 0, x→ +∞) we find that

B(φ j, φ j) = −⟨Lφ j, φ j⟩ = λ j|φ j|
2
H,

and by (5.2),
|φ′j|

2
H ≤ C(n)(1 + |λ j|)|φ j|

2
H = C(n)(1 + |λ j|).

Therefore,
|φ j|

2
X ≤ C(n)(1 + |λ j|).

Proof of Proposition 5.1: Let

ṽ(y, s) = η(eσl sy − β)η(ρe
s
2 − y)v(y, s)

(see (4.6)), then according to (3.16),

(5.3) (∂s − L)ṽ := f (y, s) := f1 + f2 + f3,

with
f1(y, s) = η(eσl sy − β)η(ρe

s
2 − y)Qv(y, s),

f2(y, s) = η′(eσl sy − β)eσl s(−2v′(y, s) + (−
n − 2

y
+ (σl +

1
2

)y)v(y, s)) − η′′(eσl sy − β)e2σl sv(y, s),
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f3(y, s) = η′(ρe
s
2 − y)((

ρ

2
e

s
2 −

y
2
+

n − 2
y

)v(y, s) + 2v′(y, s)) − η′′(ρe
s
2 − y)v(y, s).

If 0 < ρ ≪ 1 ≪ β (depending on p, q, l,Λ) and s0 ≫ 1 (depending on n, l, ρ, β), the following
estimates of f hold for all s0 ≤ s ≤ s̊:

| f1(y, s)| ≤ C(p, q,Λ)e−2λl sy−3(y2α + y4λl+2)χ
(βe−σl s,ρe

s
2 )

(y),(5.4)

| f2(y, s)| ≤ C(n, l,Λ, β)e−λl syα−2χ(βe−σl s,(β+1)e−σl s)(y),(5.5)

| f3(y, s)| ≤ C(n,Λ)e−λl sy2λl+2χ
(ρe

s
2 −1,ρe

s
2 )

(y).(5.6)

In fact, according to the admissible condition (3.9),

(5.7) |
v(y, s)

y
|, |v′(y, s)| < Λ(βα−1 + ρ2λl) ≤

1
2

min{µ, µ−1}, βe−σl s ≤ y ≤ ρe
s
2 , s0 ≤ s ≤ s̊,

if 0 < ρ ≪ 1 ≪ β (depending on p, q, l,Λ). Therefore, (5.4) is verified by putting (3.9) and (5.7)
into the definition of Q; (5.5) and (5.6) are also proved directly by (3.9).
We claim that

(5.8) | f (·, s)|X∗ ≤ C(p, q, l,Λ, β)e−λl(1+ς)s,

for all s0 ≤ s ≤ s̊, provided s0 ≫ 1 (depending on n, l, ρ, β).
Take any ϕ ∈ C∞c ((0,+∞)). Let’s estimate f1 first:

|

∫ +∞

0
f1(y, s)ϕ(y)yn−2e−

y2
4 dy|

≤ C(p, q,Λ)e−2λl s(
∫ ρe

s
2

βe−σl s
|ϕ(y)|y2α−3yn−2e−

y2
4 dy +

∫ ρe
s
2

βe−σl s
|ϕ(y)|y4λl−1yn−2e−

y2
4 dy)

:= C(p, q,Λ)e−2λl s(I1 + I2),

I2 ≤

∫ +∞

0
|ϕ(y)|y4λl−1yn−2e−

y2
4 dy ≤ (

∫ +∞

0
ϕ(y)2yn−2e−

y2
4 dy)

1
2 (
∫ +∞

0
y8λl−2yn−2e−

y2
4 dy)

1
2

= C(n, l)|ϕ|H ≤ C(n, l)|ϕ|X.
To estimate I1, assuming n ≥ 9 first, we integrate by parts (by choosing the indefinite integral of
y2α+n−5χ

(βe−σl s,ρe
s
2 )

(y) which takes 0 at 0), and use the fact that ||ϕ|′(y)| = |ϕ′(y)| for a.e. y ∈ (0,+∞):

I1 = −
1

2α + n − 4

∫ ρe
s
2

βe−σl s
y2−n(y2α+n−4 − (βe−σl s)2α+n−4)(|ϕ|′(y) −

y
2
|ϕ(y)|)yn−2e−

y2
4 dy

−
1

2α + n − 4
((ρe

s
2 )2α+n−4 − (βe−σl s)2α+n−4)

∫ +∞

ρe
s
2

y2−n(|ϕ|′(y) −
y
2
|ϕ(y)|)yn−2e−

y2
4 dy

≤ C(n)|ϕ|X{(
∫ ρe

s
2

βe−σl s
y2−n(y2α+n−4 − (βe−σl s)2α+n−4)2(1 + y2)e−

y2
4 dy)

1
2

+(ρe
s
2 )2α+n−4(

∫ +∞

ρe
s
2

y2−n(1 + y2)e−
y2
4 dy)

1
2 } := C(n)|ϕ|X(I1,1 + I1,2),
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(if s0 ≫ 1 (depending on n, l, ρ, β))

I1,1 ≤
√

2(
∫ ρe

s
2

βe−σl s
y4α+n−6(1 + y2)e−

y2
4 dy + (βe−σl s)4α+2n−8

∫ ρe
s
2

βe−σl s
y2−n(1 + y2)e−

y2
4 dy)

1
2

≤

 C(n), 4α + n − 5 > 0 (if s0 ≫ 1 (depending on n, l, β)),
C(n)(βe−σl s)

1
2 (4α+n−5), 4α + n − 5 < 0.

I1,2 ≤ C(n)(ρe
s
2 )2α+n−4e−ρe

s
2
≤ C(n) (if s0 ≫ 1 (depending on n, ρ)).

When n = 8, 2α + n − 5 = −1, and similarly we have

I1 = −

∫ ρe
s
2

βe−σl s
y2−n(ln y − ln(βe−σl s))(|ϕ|′(y) −

y
2
|ϕ(y)|)yn−2e−

y2
4 dy

−(ln(ρe
s
2 ) − ln(βe−σl s))

∫ +∞

ρe
s
2

y2−n(|ϕ|′(y) −
y
2
|ϕ(y)|)yn−2e−

y2
4 dy

≤ C(n)|ϕ|X{(
∫ ρe

s
2

βe−σl s
y2−n(ln y − ln(βe−σl s))2(1 + y2)e−

y2
4 dy)

1
2

+(| ln(ρe
s
2 )| + | ln(βe−σl s)|)(

∫ +∞

ρe
s
2

y2−n(1 + y2)e−
y2
4 dy)

1
2 } := C(n)|ϕ|X(I′1,1 + I′1,2).

For 0 < ξ ≪ 1,

I′1,1 ≤
√

2(
∫ ρe

s
2

βe−σl s
y2−n(ln y)2(1 + y2)e−

y2
4 dy + (ln(βe−σl s))2

∫ ρe
s
2

βe−σl s
y2−n(1 + y2)e−

y2
4 dy)

1
2

≤ C(n, ξ)(βe−σl s)ξ−
5
2 (if s0 ≫ 1 (depending on n, l, β, ξ)),

I′1,2 ≤ C(n)(| ln(ρe
s
2 )| + | ln(βe−σl s)|)e−ρe

s
2
≤ C(n) (if s0 ≫ 1 (depending on n, l, ρ, β)).

No matter which case, we always have (recalling the definition of ς, (4.9))

(5.9) | f1(·, s)|X∗ ≤ C(p, q, l,Λ)e−λl(1+ς)s.

Similarly, we can estimate f2 (by choosing the indefinite integral of yα+n−4χ(βe−σl s,(β+1)e−σl s)(y) which
takes 0 at 0):

|

∫ +∞

0
f2(y, s)ϕ(y)yn−2e−

y2
4 dy| ≤ C(n, l,Λ, β)e−λl s

∫ (β+1)e−σl s

βe−σl s
|ϕ(y)|yα−2yn−2e−

y2
4 dy

= C(n, l,Λ, β)e−λl s(−
1

α + n − 3

∫ (β+1)e−σl s

βe−σl s
y2−n(yα+n−3 − (βe−σl s)α+n−3)(|ϕ|′(y) −

y
2
|ϕ(y)|)yn−2e−

y2
4 dy

−
1

α + n − 3
(((β + 1)e−σl s)α+n−3 − (βe−σl s)α+n−3)

∫ +∞

(β+1)e−σl s
y2−n(|ϕ|′(y) −

y
2
|ϕ(y)|)yn−2e−

y2
4 dy)

≤ C(n, l,Λ, β)e−λl s|ϕ|X{(
∫ (β+1)e−σl s

βe−σl s
y2−n(yα+n−3 − (βe−σl s)α+n−3)2(1 + y2)e−

y2
4 dy)

1
2
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+(((β + 1)e−σl s)α+n−3 − (βe−σl s)α+n−3)(
∫ +∞

(β+1)e−σl s
y2−n(1 + y2)e−

y2
4 dy)

1
2 }

:= C(n, l,Λ, β)e−λl s|ϕ|X(I3 + I4),

I3 ≤
√

2(
∫ (β+1)e−σl s

βe−σl s
y2α+n−4(1 + y2)e−

y2
4 dy + (βe−σl s)2α+2n−6

∫ (β+1)e−σl s

βe−σl s
y2−n(1 + y2)e−

y2
4 dy)

1
2

≤ C(n)β−
1
2 (βe−σl s)

1
2 (2α+n−3),

I4 ≤ C(n)(βe−σl s)
1
2 (2α+n−3),

and thus (recalling (4.9))

(5.10) | f2(·, s)|X∗ ≤ C(n, l,Λ, β)e−λl(1+ς)s.

The estimate of f3 is much simpler:

| f3(·, s)|X∗ ≤ | f3(·, s)|H ≤ C(n,Λ)e−λl s(
∫ ρe

s
2

ρe
s
2 −1

y4λl+n+2e−
y2
4 dy)

1
2

(5.11) ≤ C(n,Λ)e−λl s((ρe
s
2 )4λl+n+2e−

1
4 (ρe

s
2 −1)2

)
1
2 ≤ C(n,Λ)e−λl(1+ς)s

(if s0 ≫ 1 (depending on n, l, ρ)). Combining (5.9), (5.10), (5.11), we get (5.8).
Now, we first estimate the “lower frequency” terms in the Fourier expansion of ṽ(·, s). For 0 ≤ j ≤
l − 1, according to (5.3) (with integration by parts) and the condition (4.8), we have

(5.12)

∂s⟨ṽ(·, s), φ j⟩ + λ j⟨ṽ(·, s), φ j⟩ = ⟨ f (·, s), φ j⟩,

⟨ṽ(·, s̊), φ j⟩ = 0.

Thus, for all s0 ≤ s ≤ s̊,

|⟨ṽ(·, s), φ j⟩| = |

∫ s̊

s
eλ j(ξ−s)⟨ f (·, ξ), φ j⟩dξ| ≤ |φ j|X

∫ s̊

s
e(λl−1)(ξ−s)| f (·, ξ)|X∗dξ

(5.13) ≤ C(p, q, l,Λ, β)e−(λl−1)s
∫ +∞

s
e(λl−1)ξ−(1+ς)λlξdξ = C(p, q, l,Λ, β)e−(1+ς)λl s,

where we used (5.8) and Lemma 5.2. In addition, for 0 ≤ j ≤ l − 1, we compute from Lemma 4.1
and (4.7) that

|eλl s0⟨ṽ(·, s0), c jφ j⟩ − a j| = |⟨η(eσl sy − β)η(ρe
s
2 − y)(

1
cl
φl(y) +

l−1∑
m=0

am

cm
φm(y)), c jφ j⟩ − a j|

≤ C(n, l, β)e−
n−1+2α

1−α λl s0 ≤ C(n, l, β)e−2ςλl s0 ,

and combining with (5.13) we get

(5.14) |a j| ≤ |eλl s0⟨ṽ(·, s0), c jφ j⟩ − a j| + |eλl s0⟨ṽ(·, s0), c jφ j⟩| ≤ C(p, q, l,Λ, β)e−ςλl s0 ,
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which is exactly (1) of Proposition 4.2.
Next we estimate the “main frequency” term of ṽ(·, s). According to (5.3) (with integration by parts)
and Lemma 4.1, we have ∂s(eλl s⟨ṽ(·, s), φl⟩) = eλl s⟨ f (·, s), φl⟩,

|eλl s0⟨ṽ(·, s0), clφl⟩ − 1| ≤ C(n, l, β)e−2ςλl s0 .

Set
k = eλl s̊⟨ṽ(·, s̊), clφl⟩,

then for all s0 ≤ s ≤ s̊,

|eλl s⟨ṽ(·, s), clφl⟩ − k| = |eλl s⟨ṽ(·, s), clφl⟩ − eλl s̊⟨ṽ(·, s̊), clφl⟩| = |cl

∫ s̊

s
eλlξ⟨ f (·, ξ), φl⟩dξ|

(5.15) ≤ cl|φl|X

∫ s̊

s
eλlξ | f (·, ξ)|X∗dξ ≤ C(p, q, l,Λ, β)e−ςλl s,

i.e.

(5.16) |⟨ṽ(·, s), φl⟩ −
k
cl

e−λl s| ≤ C(p, q, l,Λ, β)e−(1+ς)λl s,

where we used (5.8) and Lemma 5.2 again. Moreover, by Lemma 4.1 and (5.15),

(5.17) |k − 1| ≤ |eλl s0⟨ṽ(·, s0), clφl⟩ − k| + |eλl s0⟨ṽ(·, s0), clφl⟩ − 1| ≤ C(p, q, l,Λ, β)e−ςλl s0 ,

which is exactly (4.13).
The estimate of the “higher frequency” terms of ṽ(·, s), i.e. φ j terms with j ≥ l + 1, is much more
complicated. It is divided into two parts, a “short time” estimate and a “long time” estimate; the
short time part is achieved by writing down an integral representation of ṽ, involving f , the initial
value ṽ(·, s0), and the “heat kernel” of the operator L.

Lemma 5.3. For all s0 < s ≤ s̊ and y > 0, we have the integral representation formula:

ṽ(y, s) =
∫ +∞

0
K(y, z, s − s0)ṽ(z, s0)dz +

∫ s

s0

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ,

where

(5.18) K(y, z, s) = (
z
y

)
n
2−1 √yz

e
n−1

4 s

2(1 − e−s)
I n−3

2 +α
(

e−
s
2 yz

2(1 − e−s)
) exp(−

e−sy2 + z2

4(1 − e−s)
)

is the “heat kernel” of L, and Iν (ν ≥ 0) is the modified Bessel function of the first kind, satisfying

(5.19) x2I′′ν (x) + xI′ν(x) − (x2 + ν2)Iν(x) = 0

and

(5.20) Iν(x) ∼
1

Γ(ν + 1)
(
x
2

)ν, x↘ 0.
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Proof: Let

(5.21) V(x, t) = x
n
2−1 √−tṽ(

x
√
−t
,− ln(−t)),

then V satisfies

∂tV = ∂2
xV +

1
4 − γ

2

x2 V + F(x, t) := ∆γV + F(x, t),

where

γ =
n − 3

2
+ α =

1
2

√
n2 − 10n + 17, F(x, t) =

x
n
2−1
√
−t

f (
x
√
−t
,− ln(−t)).

One may first let

ũ(x, t) =
√
−tṽ(

x
√
−t
,− ln(−t))

(see (3.7)), to get

∂tũ = ∂2
xũ +

n − 2
x

∂xũ +
n − 2

x2 ũ +
1
√
−t

f (
x
√
−t
,− ln(−t)),

and then let V = x
n
2−1ũ to eliminate the ∂xũ term.

The heat kernel of the operator ∆γ is

B(x,w, t) =
√

xw
2t

e−
x2+w2

4t Iγ(
xw
2t

), x,w, t > 0,

which is known as the “Bessel heat kernel”. Actually, this kernel can be derived with the help
of Hankel transform, see [BDLC18], Section 1. (To compute the inverse transform, one may use
Weber’s formula, see [Wat22], 13.31, Formula (1).)
Now, V : (0,+∞) × [t0, t̊]→ R is smooth and compactly supported. We claim that for all t0 < t ≤ t̊
and x > 0,

(5.22) V(x, t) =
∫ +∞

0
B(x,w, t − t0)V(w, t0)dw +

∫ t

t0

∫ +∞

0
B(x,w, t − ξ)F(w, ξ)dwdξ.

By direct computation using the equation (5.19), for x,w, t > 0,

∂tB(x,w, t) = (∂2
w +

1
4 − γ

2

w2 )B(x,w, t) = ∆γ,wB(x,w, t).

Differentiating the right-hand side of (5.22) (with t1 ≥ t0 in the place of t0) w.r.t. t1 yields

−

∫ +∞

0
∂tB(x,w, t− t1)V(w, t1)dw+

∫ +∞

0
B(x,w, t− t1)∂tV(w, t1)dw−

∫ +∞

0
B(x,w, t− t1)F(w, t1)dw

= −

∫ +∞

0
∆γ,wB(x,w, t−t1)V(w, t1)dw+

∫ +∞

0
B(x,w, t−t1)∂tV(w, t1)dw−

∫ +∞

0
B(x,w, t−t1)F(w, t1)dw

= −

∫ +∞

0
B(x,w, t−t1)∆γV(w, t1)dw+

∫ +∞

0
B(x,w, t−t1)∂tV(w, t1)dw−

∫ +∞

0
B(x,w, t−t1)F(w, t1)dw = 0,
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i.e. the right-hand side of (5.22) is independent of t1, when t is fixed. In order to compute the limit
when t1 ↗ t, we use variable changing:

r =
w − x

2
√

t − t1
,∫ +∞

0
B(x,w, t − t1)V(w, t1)dw =

∫ +∞

− x
2
√

t−t1

B(x, 2
√

t − t1r + x, t − t1)V(2
√

t − t1r + x, t1)2
√

t − t1dr

(5.23)

=

∫ +∞

− x
2
√

t−t1

√
x(2
√

t − t1r + x)

2(t − t1)
e−

x2+(2
√

t−t1r+x)2

4(t−t1) Iγ(
x(2
√

t − t1r + x)
2(t − t1)

)V(2
√

t − t1r + x, t1)2
√

t − t1dr.

According to Formula (2.13) of [BDLC18],

(5.24) lim
x→+∞

Iγ(x)(
ex

√
2πx

)−1 = 1,

thus by (5.20), there exists C(γ) > 0 s.t.

(5.25) |Iγ(x)| ≤ C(γ)
xγex

(x + 1)γ+
1
2

, x > 0.

By (5.24), as t1 ↗ t, the integrand of (5.23) tends to 1√
π
e−r2

V(x, t), and is dominated by

C(γ)e−r2
sup

w>0, t0≤t1≤t
|V(w, t1)|,

and the integral domain tends to (−∞,+∞). Therefore, by Dominated Convergence Theorem,

lim
t1↗t

∫ +∞

0
B(x,w, t − t1)V(w, t1)dw = V(x, t).

Similarly, the integral ∫ +∞

0
B(x,w, t − ξ)F(w, ξ)dw

is bounded for t0 ≤ ξ < t, and

lim
t1↗t

∫ t

t1

∫ +∞

0
B(x,w, t − ξ)F(w, ξ)dwdξ = 0.

Thus, (5.22) is proved.
Applying the inverse transform of (5.21), we have

ṽ(y, s) = y1− n
2 e

n
4 sV(e−

s
2 y,−e−s)

= y1− n
2 e

n
4 s(

∫ +∞

0
B(e−

s
2 y,w,−e−s+e−s0)V(w,−e−s0)dw+

∫ −e−s

−e−s0

∫ +∞

0
B(e−

s
2 y,w,−e−s−ξ)F(w, ξ)dwdξ)

= y1− n
2 e

n
4 s(

∫ +∞

0
B(e−

s
2 y, e−

s0
2 z,−e−s + e−s0)V(e−

s0
2 z,−e−s0)e−

s0
2 dz
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+

∫ s

s0

∫ +∞

0
B(e−

s
2 y, e−

τ
2 z,−e−s + e−τ)F(e−

τ
2 z,−e−τ)e−

3
2 τdzdτ)

=

∫ +∞

0
(
z
y

)
n
2−1e

n
4 (s−s0)e−

s0
2 B(e−

s
2 y, e−

s0
2 z,−e−s + e−s0)ṽ(z, s0)dz

+

∫ s

s0

∫ +∞

0
(
z
y

)
n
2−1e

n
4 (s−τ)e−

τ
2 B(e−

s
2 y, e−

τ
2 z,−e−s + e−τ) f (z, τ)dzdτ

=

∫ +∞

0
K(y, z, s − s0)ṽ(z, s0)dz +

∫ s

s0

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ.

Parallel to Lemma 5.3, we have the integral formula of eigenfunctions φ j:

Lemma 5.4. For j ≥ 0, y > 0, s > s0,

φ j(y) = eλ j(s−s0)
∫ +∞

0
K(y, z, s − s0)φ j(z)dz,

where K(y, z, s) is defined in (5.18).

Proof: The proof is similar to that of Lemma 5.3, with ṽ(y, s) replaced by e−λ j sφ j(y) and V(x, t)
replaced by V j(x, t) := x

n
2−1(−t)λ j+

1
2φ j( x√

−t
), except that V j here is not compactly supported. The

transform (5.21) is still used here. Note that (∂s − L)(e−λ j sφ j(y)) = 0. It suffices to check if the
computation above is still valid here.
According to (3.18), for i = 0, 1, 2,

xi∂i
xV j(x, t) =

 O(x
n
2−1+α), x↘ 0,

O(x
n
2+2λ j), x→ +∞,

∂tV j(x, t) =

 O(x
n
2−1+α), x↘ 0,

O(x
n
2+2λ j−2), x→ +∞,

uniformly when t is bounded. Also, by the derivative formula of Iγ ([BDLC18], Formula (2.14)),
for i = 0, 1, 2,

xi∂i
xIγ(x) = O(xγ), x↘ 0,

∂i
xIγ(x) = O(

ex

√
x

), x→ +∞,

and thus when x > 0 is fixed,

wi∂i
wB(x,w, t) = O(w

n
2−1+α), w↘ 0,

∂i
wB(x,w, t) = O(e−

(w−x)2
4t wi), w→ +∞,

∂tB(x,w, t) =

 O(w
n
2−1+α), w↘ 0,

O(e−
(w−x)2

4t w2), w→ +∞,
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uniformly when t is bounded and away from 0. Therefore the integral∫ +∞

0
B(x,w, t − t1)V j(w, t1)dw

converges absolutely (t0 ≤ t1 < t), and all the steps below are legal, including differentiating under
the integral sign and integrating by parts:

∂t1

∫ +∞

0
B(x,w, t − t1)V j(w, t1)dw

= −

∫ +∞

0
∂tB(x,w, t − t1)V j(w, t1)dw +

∫ +∞

0
B(x,w, t − t1)∂tV j(w, t1)dw

= −

∫ +∞

0
∆γ,wB(x,w, t − t1)V j(w, t1)dw +

∫ +∞

0
B(x,w, t − t1)∂tV j(w, t1)dw

= −

∫ +∞

0
B(x,w, t − t1)∆γV j(w, t1)dw +

∫ +∞

0
B(x,w, t − t1)∂tV j(w, t1)dw = 0.

In the dominated convergence argument, the integrand

|B(x, 2
√

t − t1r + x, t − t1)V j(2
√

t − t1r + x, t1)2
√

t − t1| ≤ Ce−r2
(1 + |r|

n
2+2λ j),

where C is independent of t1 if t0 ≤ t1 < t.

Next, we estimate the evolution of the “non-homogeneous” term f :

Lemma 5.5. Let

S (y, s) =
∫ s

s0

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ.

If (5.4), (5.5), (5.6) hold, and s0 ≫ 1 (depending on n, l, ρ, β,R, ϑ), then for any s0 < s ≤ min{s̊, s0+

1}, 1
2 e−ϑσl s ≤ y ≤ 2R,

|S (y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl s0yα.

Proof: According to (5.25), for y, z > 0, 0 < s ≤ 1, there exists a constant C(n) s.t.

(5.26) |K(y, z, s)| ≤ C(n)yαs−( n−1
2 +α)zn−2+α(1 + c

yz
s

)−( n
2−1+α) exp(−

(e−
s
2 y − z)2

4s
),

where c = 1
2 e−

1
2 . Write

H(y, z, s) := (1 + c
yz
s

)−( n
2−1+α) exp(−

(e−
s
2 y − z)2

4s
).

By (5.3),

S (y, s) =
3∑

i=1

S i(y, s), S i(y, s) =
∫ s

s0

∫ +∞

0
K(y, z, s − τ) fi(z, τ)dzdτ.

Let’s start from the estimate of S 1. By (5.4) and (5.26),

|S 1(y, s)| ≤ C(p, q,Λ)e−2λl s0yα
∫ s

s0

(s − τ)−( n−1
2 +α)

∫ ρe
τ
2

βe−σlτ
zn−2+α(z2α−3 + z4λl−1)H(y, z, s − τ)dzdτ
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≤ C(p, q,Λ)e−2λl s0yα
∫ s

s0

(s − τ)−( n−1
2 +α)

∫ +∞

čβe−σl s0
zn−2+α(z2α−3 + z4λl−1)H(y, z, s − τ)dzdτ

(č = e−σl)
:= C(p, q,Λ)e−2λl s0yα(S 1,1 + S 1,2),

S 1, j(y, s) =
∫ s

s0

(s−τ)−( n−1
2 +α)

∫ +∞

čβe−σl s0
zn−2+α+b j(1+c

yz
s − τ

)−( n
2−1+α) exp(−

(e−
s−τ
2 y − z)2

4(s − τ)
)dzdτ, j = 1, 2,

b1 = 2α − 3, b2 = 4λl − 1.
We introduce new variables

(5.27) w =
z

√
s − τ

, ξ =
y2

s − τ
,

to get
S 1, j(y, s)

= y2+b j−α

∫ +∞

y2
s−s0

ξ
1
2α−

1
2 b j−2

∫ +∞

čβe−σl s0
√
ξ

y

wn−2+α+b j(1 + cw
√
ξ)−( n

2−1+α) exp(−
1
4

(e−
y2
2ξ

√
ξ − w)2)dwdξ

≤ y2+b j−α

∫ +∞

y2
ξ

1
2α−

1
2 b j−2

∫ +∞

čβe−σl s0
√
ξ

y

wn−2+α+b j(1 + cw
√
ξ)−( n

2−1+α) exp(−
1
4

(e−
y2
2ξ

√
ξ − w)2)dwdξ

= y2+b j−α

∫ +∞

y2
ξ

1
2α−

1
2 b j−2(

∫ 1
2
√
ξ

čβe−σl s0
√
ξ

y

...dw +
∫ 2

√
ξ

1
2
√
ξ
...dw +

∫ +∞

2
√
ξ
...dw)dξ

:= S 1, j,1 + S 1, j,2 + S 1, j,3.

In the rest argument, we denote by c a positive universal constant, which may change from line to
line.

S 1, j,1 ≤ y2+b j−α

∫ +∞

0
ξ

1
2α−

1
2 b j−2e−cξ

∫ 1
2
√
ξ

čβe−σl s0
√
ξ

y

wn−2+α+b j(1 + cw2)−( n
2−1+α)dwdξ

(noting y2

ξ = s − τ ≤ 1).

S 1,1,1 ≤ yα−1
∫ +∞

0
ξ−

1
2α−

1
2 e−cξ

∫ +∞

čβe−σl s0
√
ξ

y

wn−5+3α(1 + cw2)−( n
2−1+α)dwdξ.

If n − 5 + 3α > −1, then

S 1,1,1 ≤ yα−1
∫ +∞

0
ξ−

1
2α−

1
2 e−cξ

∫ +∞

0
wn−5+3α(1 + cw2)−( n

2−1+α)dwdξ

= C(n)yα−1 ≤ C(n, l)eϑλl s0 ≤ C(n, l)e(1−κ̃)λl s0 (since y ≥
1
2

e−ϑσl s ≥
1
2

e−σle−ϑσl s0).

If n − 5 + 3α < −1, then

S 1,1,1 ≤ yα−1
∫ +∞

0
ξ−

1
2α−

1
2 e−cξ

∫ +∞

čβe−σl s0
√
ξ

y

wn−5+3αdwdξ

= C(n, β)yα−1(
y

e−σl s0
)−(n−4+3α)

∫ +∞

0
ξ

n−5
2 +αe−cξdξ = C(n, β)eλl s0(

y
e−σl s0

)−(n−3+2α)
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≤ C(n, l, β)eλl s0e−(1−ϑ) n−3+2α
1−α λl s0 ≤ C(n, l, β)e(1−κ̃)λl s0 .

S 1,2,1 ≤ y4λl+1−α
∫ +∞

0
ξ

1
2α−2λl−

3
2 e−cξ

∫ 1
2
√
ξ

0
wn−3+α+4λldwdξ

= C(n, l)y4λl+1−α
∫ +∞

0
ξ

n−5
2 +αe−cξdξ = C(n, l)y4λl+1−α ≤ C(n, l,R).

S 1, j,2 ≤ C(n, b j)y2+b j−α

∫ +∞

0
ξ

1
2α−

1
2 b j−2ξ

1
2 (n−2+α+b j)(1 + cξ)−( n

2−1+α)
√
ξdξ

= C(n, b j)y2+b j−α

∫ +∞

0
ξ

n−5
2 +α(1 + cξ)−( n

2−1+α)dξ = C(n, b j)y2+b j−α,

S 1,1,2 ≤ C(n)yα−1 ≤ C(n, l)eϑλl s0 ≤ C(n, l)e(1−κ̃)λl s0 ,

S 1,2,2 ≤ C(n, l)y4λl+1−α ≤ C(n, l,R).

S 1, j,3 ≤ y2+b j−α

∫ +∞

y2
ξ

1
2α−

1
2 b j−2e−cξ

∫ +∞

2
√
ξ

wn−2+α+b je−cw2
dwdξ

(since w ≥ 2
√
ξ, we have exp(− 1

4 (e−
y2
2ξ
√
ξ − w)2) ≤ e−

1
16 w2
≤ e−

1
32 w2

e−
1
8 ξ).

S 1,1,3 ≤ yα−1
∫ +∞

y2
ξ−

1
2α−

1
2 e−cξ

∫ +∞

2
√
ξ

wn−5+3αe−cw2
dwdξ

If n − 5 + 3α > −1, then

S 1,1,3 ≤ yα−1
∫ +∞

0
ξ−

1
2α−

1
2 e−cξ

∫ +∞

0
wn−5+3αe−cw2

dwdξ

= C(n)yα−1 ≤ C(n, l)eϑλl s0 ≤ C(n, l)e(1−κ̃)λl s0 .

If n − 5 + 3α < −1, then

S 1,1,3 ≤ yα−1
∫ +∞

0
ξ−

1
2α−

1
2 e−cξ

∫ +∞

2
√
ξ

wn−5+3αdwdξ = C(n)yα−1
∫ +∞

0
ξ

n−5
2 +αe−cξdξ

= C(n)yα−1 ≤ C(n, l)e(1−κ̃)λl s0 .

S 1,2,3 ≤ y4λl+1−α
∫ +∞

y2
ξ

1
2α−2λl−

3
2

∫ +∞

0
wn−3+α+4λle−cw2

dwdξ

= C(n, l)y4λl+1−α
∫ +∞

y2
ξ

1
2α−2λl−

3
2 dξ = C(n, l).

Now we have obtained
|S 1(y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl s0yα.

Next we estimate S 2. By (5.5) and (5.26),

|S 2(y, s)| ≤ C(n, l,Λ, β)e−λl s0yα

×

∫ s

s0

(s − τ)−( n−1
2 +α)

∫ (β+1)e−σl s0

0
zn−4+2α(1 + c

yz
s − τ

)−( n
2−1+α) exp(−

(e−
s−τ
2 y − z)2

4(s − τ)
)dzdτ

= C(n, l,Λ, β)e−λl s0yα
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×

∫ +∞

y2
s−s0

ξ−1
∫ (β+1)e−σl s0

√
ξ

y

0
wn−4+2α(1 + cw

√
ξ)−( n

2−1+α) exp(−
1
4

(e−
y2
2ξ

√
ξ − w)2)dwdξ

(using (5.27) again)

≤ C(n, l,Λ, β)e−λl s0yα
∫ +∞

0
ξ−1e−cξ

∫ (β+1)e−σl s0
√
ξ

y

0
wn−4+2αdwdξ

( y2

ξ = s − τ ≤ 1, and (β + 1)e−σl s0
√
ξ

y ≤
1
2
√
ξ provided s0 ≫ 1 (depending on n, l, β, ϑ))

= C(n, l,Λ, β)e−λl s0yα(
y

e−σl s0
)−(n−3+2α)

∫ +∞

0
ξ

n−5
2 +αe−cξdξ

≤ C(n, l,Λ, β)e−λl s0yαe−(1−ϑ) n−3+2α
1−α λl s0 ≤ C(n, l,Λ, β)e−(1+κ̃)λl s0yα.

Finally we estimate S 3. By (5.6) and (5.26),

|S 3(y, s)| ≤ C(n,Λ)e−λl s0yα

×

∫ s

s0

(s − τ)−( n−1
2 +α)

∫ +∞

ρe
s0
2 −1

zn+2α+2λl(1 + c
yz

s − τ
)−( n

2−1+α) exp(−
(e−

s−τ
2 y − z)2

4(s − τ)
)dzdτ (ĉ = e

1
2 )

= C(n,Λ)e−λl s0y2λl+4

×

∫ +∞

y2
s−s0

ξ
1
2α−λl−3

∫ +∞

(ρe
s0
2 −1)

√
ξ

y

wn+2α+2λl(1 + cw
√
ξ)−( n

2−1+α) exp(−
1
4

(e−
y2
2ξ

√
ξ − w)2)dwdξ

(using (5.27) again)

≤ C(n,Λ)e−λl s0y2λl+4
∫ +∞

y2
ξ

1
2α−λl−3

∫ +∞

ρe
s0
2 −1

wn+2α+2λle−cw2
dwdξ

((ρe
s0
2 − 1)

√
ξ

y ≥ 2
√
ξ provided s0 ≫ 1 (depending on ρ,R))

≤ C(n, l,Λ)e−λl s0y2λl+4e−
1
2 c(ρe

s0
2 −1)2

∫ +∞

y2
ξ

1
2α−λl−3dξ

= C(n, l,Λ)e−λl s0yαe−
1
2 c(ρe

s0
2 −1)2

≤ C(n, l,Λ)e−(1+κ̃)λl s0yα,
if s0 ≫ 1 (depending on n, l, ρ, ϑ).
The proof of this lemma is finished by combining the estimates of S 1, S 2, S 3.

The following lemma deals with the evolution of the initial value:

Lemma 5.6. Let
g(y) = ṽ(y, s0) − ⟨ṽ(·, s0), φl⟩φl(y).

T (y, s) =
∫ +∞

0
K(y, z, s − s0)g(z)dz.

If (5.14) holds, and s0 ≫ 1 (depending on n, l, ρ, β,R, ϑ), then for any s0 < s ≤ min{s̊, s0 + 1},
1
2 e−ϑσl s ≤ y ≤ 2R,

|T (y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl s0yα.
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Proof: For the function g(y), there holds:

(5.28) |g(y)| ≤

 C(p, q, l,Λ, β)e−(1+ς)λl s0(yα + y2λl+1), (β + 1)e−σl s0 ≤ y ≤ ρe
s0
2 − 1,

C(n, l)e−λl s0(yα + y2λl+1), otherwise.

Actually, by Lemma 4.1, (4.7), (5.14), and (3.18), for (β + 1)e−σl s0 ≤ y ≤ ρe
s0
2 − 1,

|g(y)| ≤ e−λl s0

l−1∑
j=0

|a j|

c j
|φ j(y)| + |

1
cl

e−λl s0 − ⟨ṽ(·, s0), φl⟩| |φl(y)|

≤ C(p, q, l,Λ, β)e−(1+ς)λl s0

l−1∑
j=0

|φ j(y)| +C(n, l, β)e−(1+2ς)λl s0 |φl(y)|

≤ C(p, q, l,Λ, β)e−(1+ς)λl s0(yα + y2λl+1),
and similarly, for other y,

|g(y)| ≤ e−λl s0

l−1∑
j=0

|a j|

c j
|φ j(y)| + (

1
cl

e−λl s0 + |⟨ṽ(·, s0), φl⟩|)|φl(y)| ≤ C(n, l)e−λl s0(yα + y2λl+1).

Thus, we can write

T (y, s) = (
∫ (β+1)e−σl s0

0
+

∫ ρe
s0
2 −1

(β+1)e−σl s0
+

∫ +∞

ρe
s0
2 −1

)K(y, z, s − s0)g(z)dz := T1(y, s) + T2(y, s) + T3(y, s).

Then we estimate T j (1 ≤ j ≤ 3) one by one. If s0 ≫ 1 (depending on n, l, ρ, β), then (β+1)e−σl s0 ≤

1 ≤ ρe
s0
2 − 1. By (5.28) and (5.26),

|T1(y, s)| ≤ C(n, l)e−λl s0yα(s − s0)−( n−1
2 +α)

×

∫ (β+1)e−σl s0

0
zn−2+2α(1 + c

yz
s − s0

)−( n
2−1+α) exp(−

(e−
s−s0

2 y − z)2

4(s − s0)
)dz.

If s0 ≫ 1 (depending on n, l, β, ϑ), then

e−
s−s0

2 y ≥
1
2

e−( 1
2+σl)e−ϑσl s0 ≥ 2(β + 1)e−σl s0e

2
3 (1−ϑ)σl s0 ≥ 2e

2
3 (1−ϑ)σl s0z,

and therefore
|T1(y, s)| ≤ C(n, l)e−λl s0yα(s − s0)−( n−1

2 +α)

×

∫ (β+1)e−σl s0

0
zn−2+2α(1 + c

e
2
3 (1−ϑ)σl s0z2

s − s0
)−( n

2−1+α) exp(−
e

2
3 (1−ϑ)σl s0z2

4(s − s0)
)dz

By introducing a new variable
w = e

1
3 (1−ϑ)σl s0

z
√

s − s0
,

we get

|T1(y, s)| ≤ C(n, l)e−λl s0e−(1−ϑ) n−1+2α
3(1−α) λl s0yα

∫ +∞

0
wn−2+2α(1 + cw2)−( n

2−1+α)e−
w2
4 dw
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≤ C(n, l)e−(1+κ̃)λl s0yα.
Similarly,

|T2(y, s)| ≤ C(p, q, l,Λ, β)e−(1+ς)λl s0yα(s − s0)−( n−1
2 +α)

×

∫ +∞

0
zn−2+2α(1 + z2λl+1−α)(1 + c

yz
s − s0

)−( n
2−1+α) exp(−

(e−
s−s0

2 y − z)2

4(s − s0)
)dz.

= C(p, q, l,Λ, β)e−(1+ς)λl s0yα(s − s0)−( n−1
2 +α)(

∫ 2y

0
...dz +

∫ +∞

2y
...dz)

:= C(p, q, l,Λ, β)e−(1+ς)λl s0yα(T2,1 + T2,2),

T2,1 ≤ C(n)(s − s0)−( n−1
2 +α)

∫ 2y

0
zn−2+2α(1 + y2λl+1−α)(

z2

s − s0
)−( n

2−1+α) exp(−
(e−

s−s0
2 y − z)2

4(s − s0)
)dz

= C(n)(1 + y2λl+1−α)(s − s0)−
1
2

∫ 2y

0
exp(−

(e−
s−s0

2 y − z)2

4(s − s0)
)dz

≤ C(n)(1 + y2λl+1−α)
∫ +∞

−∞

e−
w2
4 dw (w =

z − e−
s−s0

2 y
√

s − s0
)

= C(n)(1 + y2λl+1−α) ≤ C(n, l,R).

T2,2 ≤ (s − s0)−( n−1
2 +α)

∫ +∞

0
zn−2+2α(1 + z2λl+1−α)e−

z2
16(s−s0) dz

=

∫ +∞

0
wn−2+2α(1 + (w

√
s − s0)2λl+1−α)e−

w2
16 dw (w =

z
√

s − s0
)

≤

∫ +∞

0
wn−2+2α(1 + w2λl+1−α)e−

w2
16 dw = C(n, l).

Therefore,

|T2(y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+ς)λl s0yα ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl s0yα.

Also,
|T3(y, s)| ≤ C(n, l)e−λl s0yα(s − s0)−( n−1

2 +α)

×

∫ +∞

ρe
s0
2 −1

zn−1+α+2λl(1 + c
yz

s − s0
)−( n

2−1+α) exp(−
(e−

s−s0
2 y − z)2

4(s − s0)
)dz

≤ C(n, l)e−λl s0yα(s − s0)−( n−1
2 +α)

∫ +∞

ρe
s0
2 −1

zn−1+α+2λle−
z2

16(s−s0) dz

(z ≥ ρe
s0
2 − 1 ≥ 4R ≥ 2y provided s0 ≫ 1 (depending on ρ,R))

= C(n, l)e−λl s0yα(s − s0)λl+
1−α

2

∫ +∞

(ρe
s0
2 −1)(s−s0)−

1
2

wn−1+α+2λle−
w2
16 dw (w =

z
√

s − s0
)

≤ C(n, l)e−λl s0yα
∫ +∞

ρe
s0
2 −1

wn−1+α+2λle−
w2
16 dw ≤ C(n, l)e−λl s0yαe−

1
32 (ρe

s0
2 −1)2

≤ C(n, l)e−(1+κ̃)λl s0yα,
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if s0 ≫ 1 (depending on n, l, ρ, ϑ).
The proof of this lemma is finished by combining the estimates of T1,T2,T3.

As a consequence, we are able to prove the short-time estimate of Proposition 5.1:

Corollary 5.7. Under the assumptions of Proposition 5.1, the estimate (5.1) holds for all s0 ≤ s ≤
min{s̊, s0 + 1}, 1

2 e−ϑσl s ≤ y ≤ 2R.

Proof: If s0 ≫ 1 (depending on n, l, ρ, β,R, ϑ), then for 1
2 e−ϑσl s ≤ y ≤ 2R, v(y, s) = ṽ(y, s), and

according to Lemmas 5.3 and 5.4,

v(y, s) −
k
cl

e−λl sφl(y) = ṽ(y, s) −
k
cl

e−λl sφl(y)

=

∫ +∞

0
K(y, z, s − s0)ṽ(z, s0)dz +

∫ s

s0

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ −

k
cl

e−λl sφl(y)

= S (y, s) + T (y, s) + ⟨ṽ(·, s0), φl⟩

∫ +∞

0
K(y, z, s − s0)φl(z)dz −

k
cl

e−λl sφl(y)

= S (y, s) + T (y, s) + (⟨ṽ(·, s0), φl⟩eλl s0 −
1
cl

)e−λl sφl(y) −
k − 1

cl
e−λl sφl(y).

By Lemmas 5.5 and 5.6, if s0 ≤ s ≤ min{s̊, s0 + 1},

|S (y, s)| + |T (y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl s0yα ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα,

(if s = s0, then the estimate holds obviously.) By Lemma 4.1 and (4.7),

|⟨ṽ(·, s0), φl⟩eλl s0 −
1
cl
| ≤ C(n, l, β)e−2ςλl s0 ≤ C(n, l, β)e−2ςλl s.

By (5.17),
|k − 1| ≤ C(p, q, l,Λ, β)e−ςλl s0 ≤ C(p, q, l,Λ, β)e−ςλl s.

And we know from (3.18) that

|φl(y)| ≤ C(n, l,R)yα, 0 < y ≤ 2R.

Combining all the estimates above, the Corollary is proved.

The long time estimate (s > s0 + 1) of Proposition 5.1 is obtained by writing down the Fourier
expansion of ṽ under the basis {φ j} j≥0, and directly estimating the infinite series.

Lemma 5.8. For all s0 ≤ s ≤ s̊,

(5.29) ṽ(·, s) =
+∞∑
j=0

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j +

+∞∑
j=0

∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j,

where both of the two infinite sums converge in H. Moreover, for s0 < s ≤ s̊,

(5.30)
∫ +∞

0
K(y, z, s − s0)ṽ(z, s0)dz =

+∞∑
j=0

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j(y),



BLOW UP OF COMPACT MEAN CURVATURE FLOW SOLUTIONS WITH BOUNDED MEAN CURVATURE 33

(5.31)
∫ s

s0

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ =

+∞∑
j=0

∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y),

as elements in H.

Proof: {⟨ṽ(·, s0), φ j⟩} j≥0 is the Fourier coefficient of the function ṽ(·, s0), so
+∞∑
j=2

(e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩)2 ≤

+∞∑
j=0

⟨ṽ(·, s0), φ j⟩
2 < +∞.

Similarly, {⟨ f (·, τ), φ j⟩} j≥0 is the Fourier coefficient of the function f (·, τ), and
+∞∑
j=2

(
∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ)2 ≤

+∞∑
j=0

(
∫ s

s0

|⟨ f (·, τ), φ j⟩|dτ)2 ≤ {

∫ s

s0

(
+∞∑
j=0

⟨ f (·, τ), φ j⟩
2)

1
2 dτ}2

(5.32) ≤ ((s − s0) sup
s0≤τ≤s

| f (·, τ)|H)2 < +∞,

thus both series converge in H.
For all j ≥ 0, the function ⟨ṽ(·, s), φ j⟩ satisfies the following ODE (see (5.12)):

∂s⟨ṽ(·, s), φ j⟩ + λ j⟨ṽ(·, s), φ j⟩ = ⟨ f (·, s), φ j⟩,

thus we have

⟨ṽ(·, s), φ j⟩ = e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ +

∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ.

So (5.29) is indeed the Fourier expansion of ṽ under the basis {φ j} j≥0.

To prove (5.30), we first observe from (5.18) and (5.25) that for s > 0, y > 0, K(y, z, s)(zn−2e−
z2
4 )−1 ∈

H, where the integral variable is z. Furthermore, by Lemma 5.4, for any M ≥ 0,

(5.33)
∫ +∞

0
K(y, z, s − s0)(

M∑
j=0

⟨ṽ(·, s0), φ j⟩ · φ j(z))dz =
M∑
j=0

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j(y).

As M → +∞,
M∑
j=0

⟨ṽ(·, s0), φ j⟩ · φ j → ṽ(·, s0)

in H, so the left hand side of (5.33) converges to∫ +∞

0
K(y, z, s − s0)ṽ(z, s0)dz

in a pointwise manner, for y > 0. On the other hand, the right hand side of (5.33) converges to
+∞∑
j=0

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j

in H, thus the two sides of (5.30) must be the same element in H.
(5.31) is a direct consequence of (5.29), (5.30), and Lemma 5.3.
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To estimate the infinite sum directly, we first derive some uniform bounds on the eigenfunctions
{φ j} j≥0, using the properties of Kummer’s functions:

Lemma 5.9. For any R ≥ 1, j ≥ 1,

|φ j(y)| ≤ C(n,R) j
n−3+2α

4 yα, 0 < y ≤ 2R.

Proof: Recall (3.17), the expression of φ j. Set b = α + n−1
2 . According to [Tem15], (10.3.58), for

j ≥ 1 and 0 < y ≤ 2R,

(5.34) |M(− j, b,
y2

4
)| ≤ C(n,R).

On the other hand, the normalizing constant c j satisfies

c−2
j =

∫ +∞

0
yn−2+2αe−

y2
4 M(− j, b,

y2

4
)2dy = 2n−2+2α

∫ +∞

0
xb−1e−xM(− j, b, x)2dx.

By [GP90], (A.150),∫ +∞

0
xb−1e−xM(− j, b, x)2dx =

Γ(b) j!
b(b + 1)...(b + j − 1)

=
Γ(b)2Γ( j + 1)
Γ(b + j)

,

i.e.

c j =
2−

1
2 (n−2+2α)

Γ(b)

√
Γ(b + j)
Γ( j + 1)

∼
2−

1
2 (n−2+2α)

Γ(b)
j

b−1
2 ( j→ +∞),

using Stirling’s formula Γ(x + 1) ∼
√

2πx( x
e )x (x→ +∞). Therefore,

(5.35) c j ≤ C(n) j
b−1

2 ,

and the lemma follows from (3.17), (5.34), and (5.35).

The estimate of “higher frequency” terms in a long time period is also divided into two parts, the
part caused by evolution of the initial value ṽ(·, s0) and the “non-homogeneous” term f , respectively.
We proceed the initial value part first:

Lemma 5.10. Let

P(y, s) =
+∞∑

j=l+1

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j(y).

If s̊ > s0 + 1, then the series converges for all y > 0, s0 + 1 ≤ s ≤ s̊. Moreover, if s0 ≫ 1 (depending
on n, l, ρ, β), then for any R ≥ 1, there holds

|P(y, s)| ≤ C(n, l, β,R)e−(1+κ̃)λl syα, 0 < y ≤ 2R, s0 + 1 ≤ s ≤ s̊.

Proof: Since s ≥ s0 + 1 and λ j = λl + j − l for all j,

|P(y, s)| ≤
+∞∑

j=l+1

e−(λl+1)(s−s0)e−( j−l−1)(s−s0)|ṽ(·, s0) − e−λl s0(
1
cl
φl +

l−1∑
m=0

am

cm
φm)|H |φ j|H |φ j(y)|
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≤ |ṽ(·, s0) − e−λl s0(
1
cl
φl +

l−1∑
m=0

am

cm
φm)|H

+∞∑
j=l+1

e−(1+κ̃)λl(s−s0)e−( j−l−1)|φ j(y)|

≤ C(n, l, β,R)e−(1+κ̃)λl(s−s0)e−(1+κ̃)λl s0yα
+∞∑

j=l+1

e−( j−l−1) j
n−3+2α

4 (by Lemmas 4.1 and 5.9)

= C(n, l, β,R)e−(1+κ̃)λl syα.
Since R ≥ 1 is arbitrary, the series of course converges for all y > 0.

The following lemma deals with the “non-homogeneous” part:

Lemma 5.11. Let

Q(y, s) =
+∞∑

j=l+1

∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y).

If s̊ > s0 + 1, (5.4), (5.5), (5.6) hold, and s0 ≫ 1 (depending on n, l, ρ, β,R, ϑ), then for any
s0 + 1 ≤ s ≤ s̊, any R ≥ 1, and almost all 1

2 e−ϑσl s ≤ y ≤ 2R, there holds

|Q(y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα.

Proof: Formally we can write (noting s ≥ s0 + 1)

Q(y, s) =
+∞∑

j=l+1

∫ s−1

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y) +
+∞∑

j=l+1

∫ s

s−1
e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y)

:= Q1(y, s) + Q2(y, s).
From (5.32) we know both two series above converge in H. We estimate Q1 using Cauchy-Schwartz
inequality:

|Q1(y, s)| ≤
∫ s−1

s0

(
+∞∑

j=l+1

λ3
je
−2λ j(s−τ)φ j(y)2)

1
2 (
+∞∑

j=l+1

⟨ f (·, τ), φ j⟩
2

λ3
j

)
1
2 dτ

=

∫ s−1

s0

e−λl+1(s−τ)(
+∞∑

j=l+1

λ3
je
−2(λ j−λl+1)(s−τ)φ j(y)2)

1
2 (
+∞∑

j=l+1

⟨ f (·, τ), φ j⟩
2

λ3
j

)
1
2 dτ

≤ (
+∞∑

j=l+1

λ3
je
−2( j−l−1)φ j(y)2)

1
2

∫ s−1

s0

e−(λl+1)(s−τ)| f (·, τ)|X∗(
+∞∑

j=l+1

|φ j|
2
X

λ3
j

)
1
2 dτ.

Using Lemma 5.9, the uniform estimate of {φ j} j≥0, and noting {λ j} j≥0 is of linear growth, we get
(for 0 < y ≤ 2R)

(
+∞∑

j=l+1

λ3
je
−2( j−l−1)φ j(y)2)

1
2 ≤ C(n, l,R)yα < +∞,

and by Lemma 5.2,

(
+∞∑

j=l+1

|φ j|
2
X

λ3
j

)
1
2 ≤ C(n)(

+∞∑
j=0

1 + |λ j|

|λ j|
3 )

1
2 = C(n) < +∞
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(again, {λ j} j≥0 is of linear growth). Thus

|Q1(y, s)| ≤ C(n, l,R)yα
∫ s−1

s0

e−(λl+1)(s−τ)| f (·, τ)|X∗dτ

≤ C(p, q, l,Λ, β,R)yαe−(λl+1)s
∫ s−1

s0

e(1−κ̃λl)τdτ (by (5.8))

≤ C(p, q, l,Λ, β,R)yαe−(1+κ̃)λl s

for 0 < y ≤ 2R, since 1 − κ̃λl ≥
1

λl+1 > 0.
As for the estimate of Q2, we write

Q2(y, s) =
+∞∑
j=0

∫ s

s−1
e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y) −

l∑
j=0

∫ s

s−1
e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y)

=

∫ s

s−1

∫ +∞

0
K(y, z, s − τ) f (z, τ)dzdτ −

l∑
j=0

∫ s

s−1
e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y) (by (5.31))

:= Q2,1 + Q2,2.

According to Lemma 5.5 (with s − 1 in the place of s0),

|Q2,1| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl(s−1)yα ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα,
1
2

e−ϑσl s ≤ y ≤ 2R,

and using (5.8) again,

|Q2,2| ≤ C(n) sup
s−1≤τ≤s

| f (·, τ)|X∗
l∑

j=0

|φ j|X|φ j(y)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα, 0 < y ≤ 2R.

The lemma is proved by adding up the estimates of Q1,Q2,1,Q2,2.

Now it’s time to prove the long-time estimate of Proposition 5.1:

Corollary 5.12. Under the assumptions of Proposition 5.1, if s̊ > s0 + 1, then the estimate (5.1)
holds for all s0 + 1 ≤ s ≤ s̊, 1

2 e−ϑσl s ≤ y ≤ 2R.

Proof: If s0 ≫ 1 (depending on n, l, ρ, β,R, ϑ), then for 1
2 e−ϑσl s ≤ y ≤ 2R, v(y, s) = ṽ(y, s).

According to Lemma 5.8,

v(y, s) −
k
cl

e−λl sφl(y) = ṽ(y, s) −
k
cl

e−λl sφl(y)

=

l−1∑
j=0

⟨ṽ(·, s), φ j⟩ · φ j(y) + (⟨ṽ(·, s), φl⟩ −
k
cl

e−λl s)φl(y)

+

+∞∑
j=l+1

e−λ j(s−s0)⟨ṽ(·, s0), φ j⟩ · φ j(y) +
+∞∑

j=l+1

∫ s

s0

e−λ j(s−τ)⟨ f (·, τ), φ j⟩dτ · φ j(y)
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=

l−1∑
j=0

⟨ṽ(·, s), φ j⟩ · φ j(y) + (⟨ṽ(·, s), φl⟩ −
k
cl

e−λl s)φl(y) + P(y, s) + Q(y, s).

All the equalities above, except the first one, mean the two sides represent the same element in H.
By Lemmas 5.10 and 5.11, if s0 + 1 ≤ s ≤ s̊, then for almost all 1

2 e−ϑσl s ≤ y ≤ 2R,

|P(y, s)| + |Q(y, s)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα.

According to (5.13) and (5.16), for all 0 < y ≤ 2R,

l−1∑
j=0

|⟨ṽ(·, s), φ j⟩| · |φ j(y)| + |⟨ṽ(·, s), φl⟩ −
k
cl

e−λl s| · |φl(y)| ≤ C(p, q, l,Λ, β,R)e−(1+κ̃)λl syα.

Thus (5.1) holds for all 1
2 e−ϑσl s ≤ y ≤ 2R, and actually all these y, because v(·, s) is continuous.

The proof of Proposition 5.1 is now finished, by putting Corollaries 5.7 and 5.12 together.

For brevity, in the rest part of this and the next sections, we always fix ϑ = 1
2 , and therefore κ̃ = κ

(see (4.16)). It’s noteworthy that the choice of ϑ ∈ (−1−α
1−α , 1) makes no essential difference in the

following discussion. The lower bound ϑ > −1−α
1−α is necessary in the proof of Proposition 5.14; see

[GS18], Proposition 6.6.
Next, we provide an estimate in the outer region, for the function u(x, t) with R

√
−t ≲ x ≲ ρ. The

original proof appears in [Vel94], Lemma 4.3. By a simple observation, it’s not hard to see the
argument applies to both even and odd l.

Proposition 5.13. If 0 < ρ ≪ 1 (depending on p, q, l,Λ), R ≫ 1 (depending on n, l), and |t0| ≪ 1
(depending on p, q, l,Λ, ρ, β,R), then

|u(x, t) −
k
cl

(−t)λl+
1
2φl(

x
√
−t

)| ≤ C(n, l)R−2x2λl+1

for 2R
√
−t ≤ x ≤ ρ, t0 ≤ t ≤ t̊.

Proof: We prove it by constructing sub- and supersolutions.
To investigate the equation (3.4) further, we rewrite it as

(5.36) ∂tu = L̃u + Qu,

where (see (3.16))

L̃u = u′′ +
n − 2

x
u′ +

n − 2
x2 u,

Qu = −
u′2

1 + u′2
u′′ + (n − 2)

( u
x )2( u

x2 +
u′
x ) + (µ − µ−1) u

x
u
x2

(1 − µ u
x )(1 + µ−1 u

x )
.

Assume l is an even number first. Define

u±(x, t) = C±0 (x2λl+1 −C±(−t)x2λl−1),
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where C±0 > 0, C± ≥ 0 are constants to be determined later, with C±0 bounded and away from 0
(depending on n, l). Direct computation yields

(∂t − L̃)u± = C±0 x2λl−1(C± − M1 +C±M2
−t
x2 ),

M1 = (2λl + 1)(2λl) + (n − 2)(2λl + 2) > 0,
M2 = (2λl − 1)(2λl − 2) + (n − 2)(2λl) > 0.

Set C+ = 2M1, C− = 0, then

(∂t − L̃)u+ ≥ C±0 M1x2λl−1 > 0, (∂t − L̃)u− = −C±0 M1x2λl−1 < 0.

Since C±0 is bounded and away from 0 (depending on n, l), if t < 0,
√
−t ≤ x ≤ ρ and ρ ≪ 1

(depending on p, q, l), then

|Qu±| ≤ C(p, q, l)x4λl−1 ≤ C±0 M1x2λl−1,

i.e. u+ (resp. u−) is a supersolution (resp. subsolution) of (3.4).
Next we verify the initial and boundary values of u. Under the transform (3.7), Proposition 5.1
implies

(5.37) |u(x, t) −
k
cl

(−t)λl+
1
2φl(

x
√
−t

)| ≤ C(p, q, l,Λ, β,R)(−t)κλl x2λl+1, x = 2R
√
−t, t0 ≤ t ≤ t̊.

The formula of v(·, s0), (4.7), together with the estimates (5.14), (5.17), indicates

|v(y, s0) −
k
cl

e−λl s0φl(y)| ≤ C(p, q, l,Λ, β)e−(1+κ)λl s0y2λl+1, 2R ≤ y ≤ ρe
s0
2 ,

i.e.

(5.38) |u(x, t0) −
k
cl

(−t0)λl+
1
2φl(

x
√
−t0

)| ≤ C(p, q, l,Λ, β)(−t0)κλl x2λl+1, 2R
√
−t0 ≤ x ≤ ρ.

By (5.36) and the admissible condition, (3.5), if t0 ≤ t ≤ t̊,
√
−t ≤ x ≤ ρ and ρ ≪ 1 (depending on

p, q, l,Λ), then

|∂tu| ≤ |u′′| + (n − 2)|
u′

x
| + (n − 2)|

u
x2 | + |Qu| ≤ C(n,Λ)x2λl−1.

Moreover, by (3.18),

∂t(
k
cl

(−t)λl+
1
2φl(

x
√
−t

)) = k∂t((−t)lxα − Kl,1(−t)l−1xα+2 + Kl,2(−t)l−2xα+4 + ... + (−1)lKl,lxα+2l)

= −k(l(−t)l−1xα − (l − 1)Kl,1(−t)l−2xα+2 + (l − 2)Kl,2(−t)l−3xα+4 + ... + (−1)l−1Kl,l−1xα+2(l−1)).
If t < 0 and x ≥

√
−t, then

|∂t(
k
cl

(−t)λl+
1
2φl(

x
√
−t

))| ≤ C(n, l)x2λl−1,

and in particular, for t0 ≤ t ≤ t̊,

|∂t(u(ρ, t) −
k
cl

(−t)λl+
1
2φl(

ρ
√
−t

))| ≤ C(n, l,Λ)x2λl−1 = C(n, l,Λ)ρ−2x2λl+1.
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Taking (5.38) into account, we get

(5.39) |u(ρ, t) −
k
cl

(−t)λl+
1
2φl(

ρ
√
−t

)| ≤ C(p, q, l,Λ, ρ, β)(−t0)κλl x2λl+1, t0 ≤ t ≤ t̊.

Set
Ω = {(x, t) ⊂ R × R| t0 < t < t̊, 2R

√
−t < x < ρ},

then (5.37), (5.38), (5.39) together imply that on PΩ, the parabolic boundary of Ω (see ??),

|u(x, t) −
k
cl

(−t)λl+
1
2φl(

x
√
−t

)| ≤ C(p, q, l,Λ, ρ, β,R)(−t0)κλl x2λl+1.

On the other hand, using (3.18) again,

(5.40) |
k
cl

(−t)λl+
1
2φl(

x
√
−t

) − kKl,lx2λl+1| ≤ C(n, l)R−2x2λl+1, t < 0, x ≥ 2R
√
−t,

namely, on PΩ,

|u(x, t) − kKl,lx2λl+1| ≤ (C(p, q, l,Λ, ρ, β,R)(−t0)κλl +C(n, l)R−2)x2λl+1

(5.41) ≤ C(n, l)R−2x2λl+1 if |t0| ≪ 1 (depending on p, q, l,Λ, ρ, β,R).

Now we can determine the constants C±0 in u±. Let

C+0 = {kKl,l +C(5.41)(n, l)R−2}(1 −
M1

2R2 )−1,

C−0 = kKl,l −C(5.41)(n, l)R−2.

Here the subscript indicates we choose exactly that constant appeared in (5.41). Obviously, if R ≫ 1
(depending on n, l), and |t0| ≪ 1 (depending on p, q, l,Λ, β), then (recall (5.17))

1
2

Kl,l ≤ C−0 < C+0 ≤ 2Kl,l,

i.e. they are indeed bounded and away from 0 (depending on n, l). And on PΩ,

u+ = C+0 x2λl+1(1 − 2M1
−t
x2 ) ≥ C+0 x2λl+1(1 −

M1

2R2 )

= {kKl,l +C(5.41)(n, l)R−2}x2λl+1 ≥ u,

u− = {kKl,l −C(5.41)(n, l)R−2}x2λl+1 ≤ u.
Making use of Theorem ?? (the comparison principle), we deduce for all (x, t) ∈ Ω̄,

C−0 x2λl+1 = u− ≤ u ≤ u+ ≤ C+0 x2λl+1,

in other words, (5.41) holds on the whole Ω̄with a probably larger constant, by noting an elementary
fact that (1 − M1

2R2 )−1 ≤ 1 + M1
R2 when R ≫ 1 (depending on n, l). Combining this with (5.40), we

finally get

|u(x, t) −
k
cl

(−t)λl+
1
2φl(

x
√
−t

)| ≤ C(n, l)R−2x2λl+1, (x, t) ∈ Ω̄.

The situation is very similar if l is odd, except that the subsolution and the supersolution are re-
versed. More precisely, we shall let C±0 < 0 now, still bounded and away from 0 (depending on n, l).
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If we set C+ = 0, C− = 2M1 in this case, then we can get a subsolution u+ and a supersolution u−

in the same way. (5.40) and (5.41) remain valid, if we replace Kl,l with −Kl,l. The final choice of
C±0 is

C+0 = −kKl,l +C(5.41)(n, l)R−2,

C−0 = {−kKl,l −C(5.41)(n, l)R−2}(1 −
M1

2R2 )−1.

Below is an estimate in the tip region, for the function ŵ(z, τ) with 0 ≤ z ≲ (2σlτ)
1
4 . Again, this is

proved by the method of sub- and supersolutions, which is exactly the same as [GS18], Proposition
6.6, and thus we omit the proof here.

Proposition 5.14. If β ≫ 1 (depending on p, q, l), and τ0 ≫ 1 (depending on p, q, l,Λ, ρ, β,R), then

|ŵ(z, τ) − ψ̂k(z)| ≤ C(p, q)βα̃−α(
τ

τ0
)−ϱ(1 + z)α, 0 ≤ z ≤

2(2σlτ)
1
4√

1 + µ2
, τ0 ≤ τ ≤ τ̊,

where α̃ is defined in (2.16), and ϱ is defined in (4.18).

Finally, we provide an estimate of the remaining part, by virtue of a well-known interior estimate
for hypersurfaces moving by mean curvature in Rn, due to Ecker and Huisken ([EH91], Theorems
2.1 and 3.1). The original estimate is “interior” in both space and time. We first state a slightly
variant version of the theorem, which can extend the estimate to the initial time, and simplify
subsequent arguments.

Theorem 5.15. Let {Mn−1
t }0≤t≤T ⊂ R

n be a smooth family of embedded hypersurfaces moving by
mean curvature. Assume E = {(x, t)| x ∈ Mt, 0 ≤ t ≤ T, r(x, t) ≤ L2} is compact, and on E,
⟨v, ω⟩ > 0, where L > 0 is a constant, r(x, t) = |x − x0|

2 + 2(n − 1)t, x0 ∈ R
n is a fixed point,

ω ∈ Rn is a fixed vector, and v = v(x, t) is a unit normal vector of Mt at x. (In other words, E
can be regarded as graphs over the hyperplane perpendicular to ω.) Then for any t0 ∈ [0,T ] and
θ ∈ (0, 1),

(5.42) sup
x∈Mt0 ,r(x,t0)≤θL2

v2 ≤ (1 − θ)−2 sup
x∈M0,r(x,0)≤L2

v2,

(5.43) sup
x∈Mt0 ,r(x,t0)≤θL2

|A|2 ≤ 8(1 − θ)−2 sup
x∈M0,r(x,0)≤L2

|A|2v2 +C(n)L−2(1 − θ)−6 sup
x∈M0,r(x,0)≤L2

v4,

where v = ⟨v, ω⟩−1 is the “gradient function”, and A is the second fundamental form of Mt.

Actually, Theorem 5.15 remains true if the mean curvature flow is merely immersed.
Proof: (5.42) follows immediately from Theorem 2.1 of [EH91].
The proof of (5.43) is essentially the same as that of Theorem 3.1 of [EH91], except that we do not
cut off along the t direction. More precisely, in the original proof, the author derived the following
inequality:

(
d
dt
− ∆)(gη) ≤ −2kg2η − 2(φv−3∇v + η−1∇η) · ∇(gη) +C(n)((1 +

1
kv2 )r + L2)g,
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where ∆ and ∇ are the Laplacian and gradient on the hypersurface Mt, φ = φ(v2) = v2

1−kv2 , g =
|A|2φ(v2), η = (L2 − r)2, d

dt is the derivative along a curve γ(t) ∈ Mt whose velocity equals the mean
curvature of Mt, and

k =
1
2

inf
x∈Mt ,r(x,t)≤L2,

0≤t≤t0

v−2 > 0.

At a point (x1, t1) where supx∈Mt ,r(x,t)≤L2,
0≤t≤t0

gη is attained, if t1 = 0, then

sup
x∈Mt0 ,r(x,t0)≤L2

gη ≤ sup
x∈M0,r(x,0)≤L2

gη.

If t1 > 0, then at (x1, t1) we have ( d
dt (gη) ≥ 0, ∆(gη) ≤ 0, ∇(gη) = 0)

2kg2η ≤ C(n)((1 +
1

kv2 )r + L2)g,

i.e. (note r ≤ L2, kv2 ≤ 1
2 , v ≥ 1)

gη ≤
C(n)

k
(1 +

1
kv2 )L2 ≤

C(n)
k2v2 L2 ≤ C(n)L2 sup

x∈Mt ,r(x,t)≤L2,
0≤t≤t0

v4.

Thus,
sup

x∈Mt0 ,r(x,t0)≤L2
gη ≤ sup

x∈M0,r(x,0)≤L2
gη +C(n)L2 sup

x∈Mt ,r(x,t)≤L2,
0≤t≤t0

v4.

Since

gη = |A|2
v2

1 − kv2 (L2 − r)2 ≤ 2|A|2v2L4,

gη ≥ |A|2(1 − θ)2L4 (r ≤ θL2),

we have

(5.44) sup
x∈Mt0 ,r(x,t0)≤θL2

|A|2 ≤ 2(1 − θ)−2 sup
x∈M0,r(x,0)≤L2

|A|2v2 +C(n)L−2(1 − θ)−2 sup
x∈Mt ,r(x,t)≤L2,

0≤t≤t0

v4.

Replace L2 in (5.44) by 1+θ
2 L2 and θ by 2θ

1+θ :

(5.45) sup
x∈Mt0 ,r(x,t0)≤θL2

|A|2 ≤ 8(1 − θ)−2 sup
x∈M0,r(x,0)≤L2

|A|2v2 +C(n)L−2(1 − θ)−2 sup
x∈Mt ,r(x,t)≤ 1+θ

2 L2,
0≤t≤t0

v4.

Putting (5.42) (with 1+θ
2 in the place of θ) into the last term of (5.45), we arrive at (5.43).

The following statement justifies a part of the estimates in Proposition 4.2:

Proposition 5.16. If ρ ≪ 1 (depending on p, q, l), and |t0| ≪ 1 (depending on p, q, l, ρ, β), then for
all t0 ≤ t ≤ t̊,

(1) The statement (2) of Proposition 4.2 holds.
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(2) The profile curve of Σt ∩ (B(0, 3ρ) − B̄(0, 1
3ρ)) can be parameterized by a single function as

(3.3), and (4.11) holds for all x ≥ 1
2ρ in this region.

Proof: Let’s first parameterize (a part of) the initial hypersurface Σa
t0 = Σt0 as (3.3), i.e.

(5.46) x(u(x, t0), ω, ϕ) = (
x − µu(x, t0)√

1 + µ2
ω,
µx + u(x, t0)√

1 + µ2
ϕ), ω ∈ Sp−1, ϕ ∈ Sq−1,

where u(x, t0) is constructed in (4.1), with 1
5ρ ≤ x ≤ 1. The (outward) unit normal vector of Σt0 at

x = x(u(x, t0), ω, ϕ) is

Nt0(x) =
((−µ − u′(x, t0))ω, (1 − µu′(x, t0))ϕ)√

1 + µ2
√

1 + u′(x, t0)2
.

According to (4.4), if ρ ≪ 1 (depending on p, q, l) and |t0| ≪ 1 (depending on n, l, ρ, β), then for all
1
6ρ ≤ x ≤ 1,

(5.47) |
u(x, t0)

x
|, |u′(x, t0)|, |xu′′(x, t0)| ≤

1
4

min{µ, µ−1},

and every point in Σt0 ∩ (B̄(0, 1) − B(0, 1
5ρ)) can be parameterized as (5.46) with 1

6ρ ≤ x ≤ 1. Now,
for 1

6ρ ≤ x j ≤ 1, ω j ∈ S
p−1, ϕ j ∈ S

q−1, x j = x(u(x j, t0), ω j, ϕ j), j = 1, 2,

|x1 − x2|
2

=
1

1 + µ2 (|(x1 − µu(x1, t0))ω1 − (x2 − µu(x2, t0))ω2|
2 + |(µx1 + u(x1, t0))ϕ1 − (µx2 + u(x2, t0))ϕ2|

2)

=
1

1 + µ2 {((x1 − µu(x1, t0)) − (x2 − µu(x2, t0)))2 + 2(x1 − µu(x1, t0))(x2 − µu(x2, t0))(1 − ⟨ω1, ω2⟩)

+((µx1 + u(x1, t0)) − (µx2 + u(x2, t0)))2 + 2(µx1 + u(x1, t0))(µx2 + u(x2, t0))(1 − ⟨ϕ1, ϕ2⟩)}

≥
2

1 + µ2 {(x1−µu(x1, t0))(x2−µu(x2, t0))(1−⟨ω1, ω2⟩)+(µx1+u(x1, t0))(µx2+u(x2, t0))(1−⟨ϕ1, ϕ2⟩)}

(5.48) ≥
1
32
ρ2(1 −max{⟨ω1, ω2⟩, ⟨ϕ1, ϕ2⟩}).

For the fixed unit vector e = (−µω1,ϕ1)
√

1+µ2
, the “gradient function” of Σt0 (see Theorem 5.15) at x2 is

(5.49) ⟨Nt0(x2), e⟩−1 =
(1 + µ2)

√
1 + u′(x2, t0)2

µ(µ + u′(x2, t0))⟨ω1, ω2⟩ + (1 − µu′(x2, t0))⟨ϕ1, ϕ2⟩
.

By (5.48) and (5.49), there exists 0 < δ = δ(p, q) < 1
20 s.t. if |x1 − x2| ≤ δρ, then

(5.50) ⟨Nt0(x2), e⟩−1 ≤

√
1 + (

1
3

min{µ, µ−1})2,
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namely, for any x1 = x(u(x1, t0), ω1, ϕ1) ∈ Σt0 ∩ (B̄(0, 3
4 ) − B(0, 1

4ρ)) and any x2 ∈ Σt0 ∩ B̄(x1, δρ),
(5.50) holds. Then (5.42) implies, there exists 0 < δ̄(p, q) < δ(p, q) s.t. for all x′ ∈ Σt ∩ B̄(x1, δ̄ρ)
and all t0 ≤ t ≤ t0 +

(δ̄ρ)2

2(n−1) , the (outward) unit normal vector of Σt at x′ satisfies

(5.51) |⟨Nt(x′), e⟩|−1 ≤

√
1 + (

1
2

min{µ, µ−1})2.

If |t0| ≤
(δ̄ρ)2

2(n−1) , then (5.51) holds for all t0 ≤ t ≤ t̊.
By direct computation, the norm of the second fundamental form of Σt0 at x = x(u(x, t0), ω1, ϕ1) is

(5.52) |At0(x)|2 =
1

1 + u′2
((

u′′

1 + u′2
)2 + (p − 1)(

µ + u′

x − µu
)2 + (q − 1)(

1 − µu′

µx + u
)2), u = u(x, t0).

According to (5.47), for x1 as above, if x2 ∈ Σt0 ∩ B̄(x1, δρ),

|At0(x2)|2 ≤
C(p, q)
ρ2 .

Applying (5.43) and (5.50), we get, for all x′ ∈ Σt ∩ B̄(x1, δ̄ρ) and all t0 ≤ t ≤ t̊,

(5.53) |At(x′)|2 ≤
C(p, q)
ρ2 .

On the other hand, Σt0 − B(0, 1
2 ) is a compact hypersurface (with boundary) depending only on p, q,

so there exists 0 < ε = ε(p, q) < 1
4 s.t. for every x1 ∈ Σt0 − B(0, 3

4 ), and x2 ∈ Σt0 ∩ B̄(x1, ε), then

|At0(x2)|2 ≤ C(p, q), ⟨Nt0(x2),Nt0(x1)⟩−1 ≤ C(p, q).

Again, (5.42) implies, there exists 0 < ε̄(p, q) < ε(p, q) s.t. for all x′ ∈ Σt ∩ B̄(x1, ε̄) and all
t0 ≤ t ≤ t0 + ε̄2,

|At(x′)|2 ≤ C(p, q).
Assuming δ̄ρ ≤ ε̄, this estimate holds for all t0 ≤ t ≤ t̊.
It’s known that Σt lies in the (closed)

√
2(n − 1)(t − t0) neighborhood of Σt0 from [Wan04], Corol-

lary 2.1, and hence, for all t0 ≤ t ≤ t0 +
(δ̄ρ)2

2(n−1) , Σt − B(0, 1
3ρ) lies in the (closed) δ̄ρ neighborhood of

Σt0 − B(0, ( 1
3 − δ̄)ρ). Since |t0| ≤

(δ̄ρ)2

2(n−1) and δ̄ < 1
12 , for all t0 ≤ t ≤ t̊, Σt − B(0, 1

3ρ) lies in the (closed)
δ̄ρ neighborhood of Σt0 − B(0, 1

4ρ). Therefore, for any t0 ≤ t ≤ t̊, and x ∈ Σt − B(0, 1
3ρ), there is

|At(x)| ≤
C(p, q)
ρ

,

which verifies (1) of this Proposition.
To prove (2), we first notice that for x j, y j ≥ 0, ω j ∈ S

p−1, ϕ j ∈ S
q−1, j = 1, 2,

|(x1ω1 + y1ϕ1) − (x2ω2 + y2ϕ2)|2 = |x1ω1 − x2ω2|
2 + |y1ϕ1 − y2ϕ2|

2

= (x1 − x2)2 + 2x1x2(1 − ⟨ω1, ω2⟩) + (y1 − y2)2 + 2y1y2(1 − ⟨ϕ1, ϕ2⟩)
≥ (x1 − x2)2 + (y1 − y2)2 = |(x1, y1) − (x2, y2)|2.

From the discussion above, for all t0 ≤ t ≤ t̊, Σt ∩ (B̄(0, 1
2 ) − B(0, 1

3ρ)) lies in the (closed) δ̄ρ
neighborhood of Σt0 ∩ (B̄(0, 3

4 ) − B(0, 1
4ρ)). Taking the profile curve γa

t = γt of Σt into account,
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we deduce that for all t0 ≤ t ≤ t̊, γt ∩ (B̄2(0, 1
2 ) − B2(0, 1

3ρ)) ⊂ U, where U is the (closed) δ̄ρ
neighborhood of γt0 ∩ (B̄2(0, 3

4 ) − B2(0, 1
4ρ)), and B2 and B̄2 are the open and closed balls on the

2-dimensional plane respectively. If γt is (locally) parameterized as (3.3), with

(
x − µu(x, t)√

1 + µ2
,
µx + u(x, t)√

1 + µ2
) ∈ U,

then we may assume

|(
x − µu(x, t)√

1 + µ2
,
µx + u(x, t)√

1 + µ2
) − (

x0 − µu(x0, t0)√
1 + µ2

,
µx0 + u(x0, t0)√

1 + µ2
)| ≤ δ̄ρ,

1
6
ρ ≤ x0 ≤ 1,

i.e.
|(x, u(x, t)) − (x0, u(x0, t0))| ≤ δ̄ρ.

By (5.47),

|
u(x, t)

x
| ≤
|u(x0, t0)| + δ̄ρ

x0 − δ̄ρ
≤

1
4 min{µ, µ−1}x0 + δ̄ρ

x0 − δ̄ρ
≤

1
4 min{µ, µ−1} 16ρ + δ̄ρ

1
6ρ − δ̄ρ

.

If we choose δ̄ ≪ 1 (depending on p, q), then

|
u(x, t)

x
| ≤

1
2

min{µ, µ−1}.

Moreover, by (5.49) and (5.51), (letting ω1 = ω2, ϕ1 = ϕ2 in (5.49),)

|u′(x, t)| ≤
1
2

min{µ, µ−1},

and from (5.52), (5.53) we know

|u′′(x, t)| ≤ |At(x)|(1 + u′(x, t)2)
3
2 ≤

C(p, q)
ρ

, x = x(u(x, t), ω, ϕ).

Finally, during the flow, the curve γt∩ (B̄2(0, 1
2 )−B2(0, 1

3ρ)) never leaves U∩ (B̄2(0, 1
2 )−B2(0, 1

3ρ)),
and has a uniformly bounded gradient as a graph over the ray lp,q (see (2.1)). At the initial time t0,
γt0 ∩ (B̄2(0, 1

2 )−B2(0, 1
3ρ)) is written globally as a (single-valued) graph over lp,q, so γt∩ (B̄2(0, 1

2 )−
B2(0, 1

3ρ)) is always a graph over lp,q, for t0 ≤ t ≤ t̊. The proof of (2) is now complete (provided
ρ ≤ 1

6 ).

6. Smooth Estimates and Determination of the Constant Λ

In this section, we will first derive the higher order estimates in Propositions 4.2 and 4.3, and
then describe how to determine the constant Λ defined in the admissible condition. The main tools
come from the “standard” theory of parabolic equations, including Schauder’s estimates and Hölder
continuity estimates for linear equations; see [Lie96] for a reference.

Proposition 6.1. If (3.1) holds, then we have the estimates (4.14), (4.15), (4.17) and (4.19).
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The key steps of proof are (taking (4.15) for example): estimate the Hölder continuity of v and
its spatial derivative, use Schauder’s theory to obtain a smooth estimate of v, and use Schauder’s
theory again together with C0 estimates obtained in the last section to get the desired result. See
Section 7 of [GS18] for details. One may use the estimates near the bottom in addition to the interior
estimates, in order to let our results “global” in time. Before deriving (4.19), a gradient estimate is
required, which can be derived using maximum principle. The equation (3.12) is singular at z = 0,
so to obtain (4.19) one should regard ŵ as a radially symmetric function of p variables and apply
the corresponding estimates to it.
Until now, the proof of Proposition 4.3 is complete. In order to justify (4.10), we need one more
estimate for the function u(x, t), x ≈ ρ. The argument differs from that in [GS18].

Lemma 6.2. If |t0| ≪ 1 (depending on n, l, ρ, β), then for 3
4ρ ≤ x ≤ ρ, t0 ≤ t ≤ t̊, i = 0, 1, 2,

xi|∂i
xu(x, t)| ≤ C(p, q, l)x2λl+1.

Proof: Rewrite the equation (3.4) as

(6.1) ∂tu =
1

1 + u′2
u′′ +

1
x

P(
u
x

)u′ +
1
x2 Q(

u
x

)u,

where

(6.2) P(x) =
(n − 2)(1 + (µ−1 − µ)x)

(1 − µx)(1 + µ−1x)
, Q(x) =

n − 2
(1 − µx)(1 + µ−1x)

.

From our construction of initial value, (4.1), and (3.18), we know if |t0| ≪ 1 (depending on n, l, ρ, β),
then for 1

2ρ ≤ x ≤ 5
4ρ, i = 0, 1, 2, 3,

(6.3) |∂i
xu(x, t0)| ≤ C(n, l)ρ2λl+1−i.

Putting (4.11) (which holds for x ≥ 1
2ρ, by Proposition 5.16) into the equation (6.1), we get for

1
2ρ ≤ x ≤ 5

4ρ, t0 ≤ t ≤ t̊,

|∂tu(x, t)| ≤
C(p, q)
ρ

,

i.e.

|u(x, t) − u(x, t0)| ≤
C(p, q)
ρ
|t − t0|.

Assuming further that |t0| ≪ 1 (depending on n, l, ρ), for (x, t) as above, there is (by (6.3))

|u(x, t)| ≤ C(p, q, l)ρ2λl+1.

Now, fix X∗ = (x∗, t∗) satisfying t0 ≤ t∗ ≤ t̊, 3
4ρ ≤ x ≤ ρ. Using (4.11) again, we get

|u|0,Q(X∗, 1
4ρ)t0
≤ C(p, q, l)ρ2λl+1, |u′|0,Q(X∗, 1

4ρ)t0
≤ C(p, q),

|
1

1 + u′2
|0,Q(X∗, 1

4ρ)t0
+ ρ|

1
x

P(
u
x

)|0,Q(X∗, 1
4ρ)t0
+ ρ2|

1
x2 Q(

u
x

)|0,Q(X∗, 1
4ρ)t0
≤ C(n).

Also,
|u(·, t0)|(ρ)

3,B(x∗, 1
4ρ)
≤ C(n, l)ρ2λl+1.
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Here Q(X∗,R)t0 = (B(x∗,R) × (t∗ − R2, t∗)) ∩ {t > t0}, and the meaning of the norm is shown in the
following example:

|u|(ρ)
2+γ,Ω = |u|0,Ω + ρ[u]1,Ω + ρ

2[u]2,Ω + ρ
2+γ[u]2+γ,Ω,

where the subscript denotes a seminorm in which the exponents w.r.t. x are twice those w.r.t. t, s.t.
the norm is invariant under parabolic scaling.
Applying Hölder continuity estimate to (6.1), we deduce there exists a universal constant γ ∈ (0, 1)
s.t.

ργ[u]γ,Q(X∗, 1
5ρ)t0
≤ C(p, q, l)ρ2λl+1.

According to the gradient Hölder continuity estimate, we may assume for the same γ,

ργ[u′]γ,Q(X∗, 1
5ρ)t0
≤ C(p, q, l).

Thus,

|
1

1 + u′2
|
(ρ)
γ,Q(X∗, 1

5ρ)t0
+ ρ|

1
x

P(
u
x

)|(ρ)
γ,Q(X∗, 1

5ρ)t0
+ ρ2|

1
x2 Q(

u
x

)|(ρ)
γ,Q(X∗, 1

5ρ)t0
≤ C(p, q, l).

Applying Schauder’s estimate to (6.1),

|u|(ρ)
2+γ,Q(X∗, 1

6ρ)t0
≤ C(p, q, l)ρ2λl+1,

which obviously implies the Lemma.

Below we will eventually prove Proposition 4.2, as well as the main existence result Theorem
4.5:

Proposition 6.3. If Λ ≫ 1 (depending on p, q, l), ρ ≪ 1, β ≫ 1, R ≫ 1 (depending on p, q, l,Λ),
and t0 ≫ 1 (depending on p, q, l,Λ, β,R), then Proposition 4.2 holds.

Proof: Actually, (1) is exactly (5.14), and (2) is shown in Proposition 5.16, (1). (4.11) is proved
in Proposition 5.16, (2), and (4.12) is implied by (4.19), provided β ≫ 1 (depending on p, q, l).
The statement “The profile curve of Σt ∩ (B(0, 3ρ) − B̄(0, 1

3β(−t)
1
2+σl)) can be parameterized by a

single function as (3.3)” is a consequence of the admissible condition (2), (3), Proposition 5.16,
(2), and the C0 and C1 estimates in (4.12), and the statement “The profile curve of Σt ∩ B(0, 3ρ)
can be parameterized by a single function as (3.2)” follows from the admissible condition (2), and
Proposition 5.16, (2), especially (4.11).
Now, it remains to prove (4.10). By Lemma 6.2, if Λ ≫ 1 (depending on p, q, l), then (4.10) holds
for 3

4ρ ≤ x ≤ ρ, t0 ≤ t ≤ t̊.
By (3.18), for x ≥

√
−t, i = 0, 1, 2,

xi|∂i
x(

k
cl

(−t)λl+
1
2φl(

x
√
−t

))| ≤ C(n, l)x2λl+1.

Thus by (4.14), if we choose R ≫ 1, ρ ≪ 1 (depending on p, q, l,Λ), then

xi|∂i
xu(x, t)| ≤ C(n, l)x2λl+1, R

√
−t ≤ x ≤

3
4
ρ, t0 ≤ t ≤ t̊, i = 0, 1, 2,
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and (4.10) holds for (x, t) as above, provided Λ ≫ 1 (depending on n, l).
Again, by (3.18), for y > 0, i = 0, 1, 2,

yi|∂i
y(

k
cl

e−λl sφl(y))| ≤ C(n, l)e−λl s(yα + y2λl+1).

Thus by (4.15), if we choose s0 ≫ 1 (depending on p, q, l,Λ, β,R), then

yi|∂i
yv(y, s)| ≤ C(n, l)e−λl s(yα + y2λl+1), e−

1
2σl s ≤ y ≤ R, s0 ≤ s ≤ s̊, i = 0, 1, 2,

i.e.

xi|∂i
xu(x, t)| ≤ C(n, l)((−t)lxα + x2λl+1), (−t)

1
2+

1
2σl ≤ x ≤ R

√
−t, t0 ≤ t ≤ t̊, i = 0, 1, 2,

and (4.10) holds for (x, t) as above, provided Λ ≫ 1 (depending on n, l).
By (2.13), for y > ψ̂k(0) µ

√
1+µ2

e−σl s, i = 0, 1, 2,

yi|∂i
y(e−σl sψk(eσl sy))| ≤ C(p, q)e−λl syα.

Thus by (4.17), if we choose β ≫ 1 (depending on p, q, l,Λ), then

yi|∂i
yv(y, s)| ≤ C(p, q)e−λl syα,

3
2
βe−σl s ≤ y ≤ e−

1
2σl s, s0 ≤ s ≤ s̊, i = 0, 1, 2,

i.e.

xi|∂i
xu(x, t)| ≤ C(p, q)(−t)lxα,

3
2
β(−t)

1
2+σl ≤ x ≤ (−t)

1
2+

1
2σl , t0 ≤ t ≤ t̊, i = 0, 1, 2,

and (4.10) holds for (x, t) as above, provided Λ ≫ 1 (depending on p, q).

By (2.14), for
1
2β√
1+µ2
≤ z ≤ 2β

√
1+µ2

, i = 0, 1, 2,

zi|∂i
z(ψ̂k(z) − µz)| ≤ C(p, q)zα.

Thus by (4.19), if we choose β ≫ 1 (depending on p, q, l), then

zi|∂i
z(ŵ(z, τ) − µz)| ≤ C(p, q)zα,

1
2β√

1 + µ2
≤ z ≤

2β√
1 + µ2

, τ0 ≤ τ ≤ τ̊, i = 0, 1, 2.

Using the linear transform

T (x, y) = (
x + µy√
1 + µ2

,
−µx + y√

1 + µ2
),

we let
T (z, ŵ(z, τ)) = (z1,w(z1, τ)),

then

w(z1, τ) =
ŵ(z, τ) − µz√

1 + µ2
, w′(z1, τ) =

ŵ′(z, τ) − µ
µŵ′(z, τ) + 1

, w′′(z1, τ) = (1 + µ2)
3
2

ŵ′′(z, τ)
(µŵ′(z, τ) + 1)3 ,

and

zi|∂i
zw(z1, τ)| ≤ C(p, q)zα,

1
2β√

1 + µ2
≤ z ≤

2β√
1 + µ2

, τ0 ≤ τ ≤ τ̊, i = 0, 1, 2.
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If β ≫ 1 (depending on p, q), then z1 ≈
√

1 + µ2z, and thus

zi|∂i
zw(z, τ)| ≤ C(p, q)zα, β ≤ z ≤

3
2
β, τ0 ≤ τ ≤ τ̊, i = 0, 1, 2.

i.e.

xi|∂i
xu(x, t)| ≤ C(p, q)(−t)lxα, β(−t)

1
2+σl ≤ x ≤

3
2
β(−t)

1
2+σl , t0 ≤ t ≤ t̊, i = 0, 1, 2,

and (4.10) holds for (x, t) as above, provided Λ ≫ 1 (depending on p, q). The proof is finished.

7. Vanishing Theorems of Parabolic Equations on Lawson’s Cones and the RelatedMinimal
Hypersurfaces

In order to bound the mean curvature of the MCF solution we have constructed above near the
singularity, we need a blow up argument as in [Sto23], which further requires some “vanishing
theorems” for solutions to a kind of linear parabolic equations like ∂tu = (∆ + |A|2)u on the limit
spaces (Lawson’s cone Cp,q and the related minimal hypersurfaceMk), with certain growth control.
Actually the right-hand side of the equation is the so-called “Jacobi operator” of hypersurfaces,
which is closely related to the stability of such minimal hypersurfaces. We present the following
results, which can be proved similarly to those in [Sto23]:

Theorem 7.1. Let u = u(|x|, t) be a smooth, radially symmetric, ancient solution to

∂tu = ∆Mk u + |AMk |
2u, (x, t) ∈ Mk × (−∞, 0]

for some k > 0, where ∆Mk , AMk denote the Laplacian and the second fundamental form of Mk
respectively. If there exists C > 0 and δ > 0 s.t.

|u(x, t)| ≤ C(1 + |x|)α−δ, (x, t) ∈ Mk × (−∞, 0],

then u ≡ 0.

Theorem 7.2. Let u = u(|x|, t) be a smooth, radially symmetric, ancient solution to

∂tu = ∆Cp,qu + |ACp,q |
2u, (x, t) ∈ (Cp,q − {0}) × (−∞, 0].

If there exists C > 0 and 0 < δ < n − 3 + 2α s.t.

|u(x, t)| ≤ C|x|α−δ, (x, t) ∈ (Cp,q − {0}) × (−∞, 0],

then u ≡ 0.

8. Boundedness of theMean Curvature

In this section, we will show the mean curvature of Velázquez’s solution {Σa
t } = {Σt}, obtained

in Theorem 4.5, remains bounded up to the singular time t = 0, provided the parameter l is suffi-
ciently large. In the outer region |x| ≥

√
−t, the boundedness of mean curvature is in fact a direct

consequence of the estimates obtained in Proposition 4.2.
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Proposition 8.1. If ρ ≪ 1 (depending on p, q, l,Λ), then

sup
x∈Σt−B(0,

√
−t)

t0≤t<0

|HΣt (x)| < +∞,

where HΣt (x) is the mean curvature of Σt at x.

Proof: First of all, by (2) of Proposition 4.2,

sup
x∈Σt−B̄(0,2ρ)

t0≤t<0

|HΣt (x)| ≤ C(p, q, ρ) < +∞.

To estimate the remaining part, it’s not hard to compute directly that if a planar curve has the form
(3.3), then the mean curvature (w.r.t. the upward unit vector) of the corresponding O(p) × O(q)
invariant hypersurface at ( x−µu(x,t)

√
1+µ2

ω,
µx+u(x,t)
√

1+µ2
ϕ) (ω ∈ Sp−1, ϕ ∈ Sq−1), which is denoted by H(u(x, t)),

is

H(u(x, t)) =
1

√
1 + u′2

(
u′′

1 + u′2
+ (p − 1)

µ + u′

x − µu
− (q − 1)

1 − µu′

µx + u
)

(8.1) =
1

√
1 + u′2

(
u′′

1 + u′2
+ P(

u
x

)
u′

x
+ Q(

u
x

)
u
x2 ),

where P,Q are defined in (6.2). For the part of the profile curve (3.3) lying in B2(0, 3ρ), if x ≥ ρ,
then (4.11) gives a bound of H(u(x, t)). If 1

2

√
−t ≤ x ≤ ρ, then by (4.10), we also have | u(x,t)

x | ≤
1
2 min{µ, µ−1}, provided ρ ≪ 1 (depending on p, q, l,Λ), and thus P( u

x ),Q( u
x ) are bounded. Then

(4.10) also gives a bound of H(u(x, t)). Since the part of the profile curve (3.3) lying in B2(0, 3ρ) −
B2(0,

√
−t) is covered by the two cases above, the proof is complete.

To bound the mean curvature in the intermediate and tip regions, we employ a blow up argu-
ment as in [Sto23], which in addition requires some convergence results of certain rescaled flows.
They are presented in the following two lemmas, which can be derived from the estimates in in
Proposition 4.3. For two sequences of real numbers {ai}, {bi}, we write ai ≪ bi if ai = o(bi) as
i→ +∞.

Lemma 8.2. For any sequence t0 ≤ ti < 0, ti ↗ 0, and Λi = (−ti)−
1
2−σl , the sequence of flows

Σ̃i
τ := ΛiΣti+ τ

Λ2
i

, (t0 − ti)Λ2
i ≤ τ < −tiΛ2

i

converges smoothly toMk (a stationary MCF) in any bounded space-time region in Rn × R.

Proof: By Proposition 4.2, Σ̃i
τ ∩ B(0, 3ρΛi) can be parameterized as (x, ûi(x, τ)) (see (3.2)), and

Σ̃i
τ ∩ (B(0, 3ρΛi) − B̄(0, 1

3β(−ti − Λ−2
i τ)

1
2+σlΛi)) can be parameterized as ( x−µui(x,t)

√
1+µ2

,
µx+ui(x,t)
√

1+µ2
) (see

(3.3)). Thus it suffices to consider the convergence of ûi and ui.
By the definition of Σ̃i

τ and (3.11),

ûi(x, τ) = Λiû(Λ−1
i x, ti+Λ−2

i τ) = Λi(−ti−Λ−2
i τ)

1
2+σlŵ(Λ−1

i (−ti−Λ−2
i τ)−( 1

2+σl)x,
1

2σl
(−ti−Λ−2

i τ)−2σl)
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= (1 − τ(−ti)2σl)
1
2+σlŵ((1 − τ(−ti)2σl)−( 1

2+σl)x,
1

2σl
(−ti)−2σl(1 − τ(−ti)2σl)−2σl).

According to (4.19), for any M > 0, ŵ(x, 1
2σl

(−ti)−2σl + τ) converges smoothly to ψ̂k(x) on 0 ≤ x ≤
2β
√

1+µ2
, |τ| ≤ M. Since 1 − τ(−ti)2σl and all its powers converge smoothly to 1 on any bounded τ-

interval, and 1
2σl

(−ti)−2σl(1−τ(−ti)2σl)−2σl− 1
2σl

(−ti)−2σl converges smoothly to τ on any bounded τ-

interval, for any 0 < ϵ < 1 < M, ûi(x, τ) converges smoothly to ψ̂k(x) on [0, 2β
√

1+µ2
(1−ϵ)]×[−M,M].

Similarly,

ui(x, τ) = (1 − τ(−ti)2σl)
1
2+σlw((1 − τ(−ti)2σl)−( 1

2+σl)x,
1

2σl
(−ti)−2σl(1 − τ(−ti)2σl)−2σl).

According to (4.17),

zm+2r |∂m
z ∂

r
τ(w(z, τ) − ψk(z))| ≤ C(p, q, l,Λ,m, r)βα̃−α(

τ

τ0
)−ϱzα

for 3
2β ≤ z ≤ (2σlτ)

1
4 , τ ≥ τ0, m, r ≥ 0. Due to the same reason as above, ui(x, τ) converges

smoothly to ψk(x) on [ 3
2β(1 + ϵ),M] × [−M,M]. Therefore, the profile curve of Σ̃i

τ converges
smoothly to the profile curve ofMk in any bounded space-time region. Moreover, since the even
extensions of ûi(·, τ) and ψ̂k are smooth, the flow Σ̃i

τ also converges toMk in the desired way.

Lemma 8.3. For any sequence t0 ≤ ti < 0, ti ↗ 0, and any sequence {Λi} s.t. (−ti)−
1
2 ≪ Λi ≪

(−ti)−
1
2−σl , the sequence of flows

Σ̃i
τ := ΛiΣti+ τ

Λ2
i

, (t0 − ti)Λ2
i ≤ τ < −tiΛ2

i

converges smoothly to Cp,q (a stationary MCF) in any compact space-time region in (Rn − {0})×R.

Proof: By Proposition 4.2, Σ̃i
τ ∩ (B(0, 3ρΛi) − B̄(0, 1

3β(−ti −Λ−2
i τ)

1
2+σlΛi)) can be parameterized as

( x−µui(x,t)
√

1+µ2
,
µx+ui(x,t)
√

1+µ2
) (see (3.3)). Thus it suffices to consider the convergence of ui.

By (4.15) and (3.18), for e−
1
2σl s ≤ y ≤ 1, s ≥ s1 ≫ s0, m, r ≥ 0,

ym+2r |∂m
y ∂

r
sv(y, s)| ≤ C(n, l,m, r)e−λl syα.

Set v̄(y, s) = e−σl sψk(eσl sy). According to (2.13), in the domain of v̄, y ≥ ψ̂k(0) µ
√

1+µ2
e−σl s, there

holds for all integers m, r ≥ 0 : (note k ≈ 1):

(8.2) |∂m
y ∂

r
sv̄(y, s)| ≤ C(p, q,m, r)e−λl syα−m.

Now (4.17), (8.2) tell us, for 3
2βe−σl s ≤ y ≤ e−

1
2σl s, s ≥ s0,

(8.3) ym+2r |∂m
y ∂

r
sv(y, s)| ≤ C(p, q, l,Λ,m, r)e−λl syα.

Thus, (8.3) holds for 3
2βe−σl s ≤ y ≤ 1, s ≥ s1. By the definition of Σ̃i

τ and (3.7),

ui(x, τ) = Λiu(Λ−1
i x, ti + Λ−2

i τ) = Λi(−ti − Λ−2
i τ)

1
2 v(Λ−1

i (−ti − Λ−2
i τ)−

1
2 x,− ln(−ti − Λ−2

i τ))
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= (−tiΛ2
i − τ)

1
2 v((−tiΛ2

i − τ)−
1
2 x,− ln(−ti − Λ−2

i τ)).

Therefore, if 3
2β(−ti − Λ−2

i τ)
1
2+σlΛi ≤ x ≤ (−tiΛ2

i − τ)
1
2 , τ ≥ Λ2

i (−e−s1 − ti),

xm+2r |∂m
x ∂

r
τui(x, τ)| ≤ C(p, q, l,Λ,m, r)(−ti − Λ−2

i τ)(1−α)( 1
2+σl)Λ1−α

i xα.

Since (−ti)−
1
2 ≪ Λi ≪ (−ti)−

1
2−σl , on any bounded τ-interval, (−ti − Λ−2

i τ)(1−α)( 1
2+σl)Λ1−α

i → 0
uniformly, and (−ti−Λ−2

i τ)
1
2+σlΛi → 0, (−tiΛ2

i −τ)
1
2 → +∞ uniformly. Also, Λ2

i (−e−s1− ti)→ −∞,
which implies for any M > 1, ui(x, τ) → 0 smoothly on [M−1,M] × [−M,M], and the flow Σ̃i

τ also
converges to Cp,q in the desired way.

The next proposition bounds the mean curvature in the intermediate and tip regions:

Proposition 8.4. If −α < a < 1 − α, and

(8.4) λl(1 −
a

1 − α
) −

1
2
≥ 0,

then
sup

x∈Σt∩B̄(0,
√
−t)

t0≤t<0

(1 + (−t)−( 1
2+σl)|x|)a|HΣt (x)| < +∞.

Proof: Suppose our assertion is not true, then there exists a sequence t0 ≤ Ti ↗ 0 s.t.

Mi := sup
x∈Σt∩B̄(0,

√
−t)

t0≤t≤Ti

(1 + (−t)−( 1
2+σl)|x|)a|HΣt (x)| → +∞,

and thus we can find ti ∈ [t0,Ti] and xi ∈ Σti ∩ B̄(0,
√
−ti) s.t.

(8.5) (1 + (−ti)−( 1
2+σl)|xi|)a|HΣti

(xi)| = Mi.

After passing to a subsequence, there are several possibilities of the behabior of the sequence (xi, ti)
as i→ +∞:

(1) |xi| = O((−ti)
1
2+σl).

(2) (−ti)
1
2+σl ≪ |xi| ≪

√
−ti.

(3) |xi| ∼
√
−ti (i.e. |xi| = O(

√
−ti) and

√
−ti = O(|xi|)).

When (1) happens, define a sequence of rescaled flows as

Σ̃i
τ := ΛiΣti+ τ

Λ2
i

, (t0 − ti)Λ2
i ≤ τ ≤ 0,

where Λi = (−ti)−
1
2−σl . Then

Mi = sup
x∈Σt∩B̄(0,

√
−t)

t0≤t≤ti

(1 + (−t)−( 1
2+σl)|x|)a|HΣt (x)|

= sup
y∈Σ̃i

τ∩B̄(0,
√
−tiΛ2

i −τ)
(t0−ti)Λ2

i ≤τ≤0

(1 + (−ti − Λ−2
i τ)−( 1

2+σl)Λ−1
i |y|)

aΛi|HΣ̃i
τ
(y)|.
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Now, define functions ui : Σ̃i
τ → R as

ui(y, τ) =
Λi

Mi
HΣ̃i

τ
(y)

(the sign of H can be chosen, e.g. corresponding to the outer unit normal vector). According to
[EH91], Lemma 1.1, (iv), along the mean curvature flow (whose velocity equals the mean curva-
ture), ui satisfies

∂τui = ∆Σ̃i
τ
ui + |AΣ̃i

τ
|2ui,

and

(1 + (−ti − Λ−2
i τ)−( 1

2+σl)Λ−1
i |y|)

a|ui(y, τ)| ≤ 1, y ∈ Σ̃i
τ ∩ B̄(0,

√
−tiΛ2

i − τ), (t0 − ti)Λ2
i ≤ τ ≤ 0,

(1 + |yi|)a|ui(yi, 0)| = 1(yi = Λixi).

SinceΛ−1
i ≪

√
−ti, as i→ +∞, (t0− ti)Λ2

i → −∞,
√
−tiΛ2

i − τ→ +∞, (−ti−Λ−2
i τ)−( 1

2+σl)Λ−1
i → 1

uniformly on compact τ-intervals, and in particular {ui} are uniformly bounded in any bounded
space-time region. By Lemma 8.2, the sequence of flows {Σ̃i

τ} converges to the stationary flowMk
locally smoothly, and thus, using Schauder’s estimate, we may assume (by passing to a subsequence
if necessary) that {ui} converges locally smoothly to a smooth ancient solution u∞ to

∂τu∞ = ∆Mk u∞ + |AMk |
2u∞,

defined onMk × (−∞, 0], satisfying

(8.6) |u∞(y, τ)| ≤ (1 + |y|)−a

on this domain. Since yi = Λixi are uniformly bounded, we may also assume yi → y∞ ∈ Mk, with

|u∞(y∞, 0)| = (1 + |y∞|)−a > 0.

But (8.6) and Theorem 7.1 imply u∞ ≡ 0 (note that −a < α), which is impossible.
When (2) happens, define a sequence of rescaled flows as

Σ̃i
τ := |xi|

−1Σti+|xi |2τ, (t0 − ti)|xi|
−2 ≤ τ ≤ 0.

Then
Mi = sup

x∈Σt∩B̄(0,
√
−t)

t0≤t≤ti

(1 + (−t)−( 1
2+σl)|x|)a|HΣt (x)|

= sup
y∈Σ̃i

τ∩B̄(0,
√
−ti |xi |−2−τ)

(t0−ti)|xi |
−2≤τ≤0

(1 + (−ti − |xi|
2τ)−( 1

2+σl)|xi| |y|)a|xi|
−1|HΣ̃i

τ
(y)|

≥ sup
y∈Σ̃i

τ∩B̄(0,
√
−ti |xi |−2−τ)

(t0−ti)|xi |
−2≤τ≤0

(Λ−1
i (−ti − |xi|

2τ)−( 1
2+σl))aΛa

i |xi|
a−1|y|a|HΣ̃i

τ
(y)|,

where Λi = (−ti)−
1
2−σl . Now, define functions ui : Σ̃i

τ → R as

ui(y, τ) =
Λa

i |xi|
a−1

Mi
HΣ̃i

τ
(y).
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Again, along the mean curvature flow (whose velocity equals the mean curvature), ui satisfies

∂τui = ∆Σ̃i
τ
ui + |AΣ̃i

τ
|2ui,

and

(Λ−1
i (−ti − |xi|

2τ)−( 1
2+σl))a|y|a|ui(y, τ)| ≤ 1, y ∈ Σ̃i

τ ∩ B̄(0,
√
−ti|xi|

−2 − τ), (t0 − ti)|xi|
−2 ≤ τ ≤ 0,

(1 + |xi|
−1Λ−1

i )a|ui(yi, 0)| = 1(yi = |xi|
−1xi).

Since Λ−1
i ≪ |xi| ≪

√
−ti, as i→ +∞, (t0 − ti)|xi|

−2 → −∞, (1+ |xi|
−1Λ−1

i )a → 1,
√
−ti|xi|

−2 − τ→

+∞, (Λ−1
i (−ti − |xi|

2τ)−( 1
2+σl))a → 1 uniformly on compact τ-intervals, and in particular {ui} are

uniformly bounded in any compact space-time region in (Rn − {0}) × (−∞, 0]. By Lemma 8.3,
the sequence of flows {Σ̃i

τ} converges to the stationary flow Cp,q locally smoothly, and thus, using
Schauder’s estimate, we may assume (by passing to a subsequence if necessary) that {ui} converges
locally smoothly to a smooth ancient solution u∞ to

∂τu∞ = ∆Cp,qu∞ + |ACp,q |
2u∞,

defined on (Cp,q − {0}) × (−∞, 0], satisfying

(8.7) |u∞(y, τ)| ≤ |y|−a

on this domain. Since ui, u∞ are radially symmetric, for all y∞ ∈ Cp,q, |y∞| = 1,

|u∞(y∞, 0)| = 1 > 0.

But (8.7) and Theorem 7.2 imply u∞ ≡ 0 (note that α − (n − 3 + 2α) ≤ α − 1 < −a < α), which is
impossible.
When (3) happens, then there exists 0 < ϵ < 1 s.t. for all i large enough, xi = ( xi−µu(xi,ti)√

1+µ2
ωi,

µxi+u(xi,ti)√
1+µ2

ϕi),

with ωi ∈ S
p−1, ϕi ∈ S

q−1, ϵ
√
−ti ≤ xi ≤

√
−ti. By the formula (8.1) and the estimate (4.10),

|HΣti
(xi)| ≤ C(−ti)λl−

1
2 ,

where C > 0 is independent of i. Thus,

(1 + (−ti)−( 1
2+σl)|xi|)a|HΣti

(xi)| ≤ C(−ti)λl−
1
2−aσl ≤ C < +∞,

since λl −
1
2 − aσl ≥ 0, which contradicts to (8.5).

Because all the possible cases are impossible, our assertion follows.

Corollary 8.5. If n ≥ 9, l ≥ 3, or n = 8, l ≥ 4, then

sup
x∈Σt∩B̄(0,

√
−t)

t0≤t<0

|HΣt (x)| < +∞.

Proof: The condition (8.4) is equivalent to

a ≤ (1 − α)(1 −
1

2λl
).
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Since we also require −α < a < 1 − α, such a exists iff

−α < (1 − α)(1 −
1

2λl
)⇔ λl >

1 − α
2
⇔ l > 1 − α,

which is true iff n ≥ 9, l ≥ 3, or n = 8, l ≥ 4. Choosing a satisfying the conditions above and noting
(1 + (−t)−( 1

2+σl)|x|)a ≥ 1, this corollary is a direct consequence of Proposition 8.4.

The main Theorem 1.4 follows from Theorem 4.5, Proposition 8.1, and Corollary 8.5.

Remark 8.6. Using the blow up argument in Proposition 8.4, one can prove for any ϵ > 0,

sup
x∈Σt ,t0≤t<0

(−t)
1
2−σl+ϵ |HΣt (x)| < +∞

if l = 2, or
sup

x∈Σt ,t0≤t<0
(−t)ϵ |HΣt (x)| < +∞

if n = 8, l = 3. Actually, in order to derive a contradiction, the assertion in Proposition 8.4 should
be

sup
x∈Σt∩B̄(0,

√
−t)

t0≤t<0

(−t)
1
2−σl+ϵ(1 + (−t)−( 1

2+σl)|x|)a|HΣt (x)| < +∞

with −α < a ≤ (1 − α)(1 − λ−1
l (σl − ϵ)) if l = 2, or

sup
x∈Σt∩B̄(0,

√
−t)

t0≤t<0

(−t)ϵ(1 + (−t)−( 1
2+σl)|x|)a|HΣt (x)| < +∞

with −α < a ≤ (1 − α)(1 − λ−1
l ( 1

2 − ϵ)) if n = 8, l = 3.
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