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In this work, we give a hybrid quantum-classical algorithm for solving electronic structure prob-
lems of molecules using only linear quantum optical systems. The variational ansatz we proposed is
a hybrid of non-interacting Boson dynamics and classical computational chemistry methods, specif-
ically, the Hartree-Fock method and the Configuration Interaction method. The Boson part is built
by a linear optical interferometer which is easier to realize compared with the well-known Unitary
Coupled Cluster (UCC) ansatz composed of quantum gates in conventional VQE and the classi-
cal part is merely classical processing acting on the Hamiltonian. We called such ansatzes Boson
Sampling-Classic (BS-C). The appearance of permanents in the Boson part has its physical intuition
to provide different kinds of resources from commonly used single-, double-, and higher-excitations
in classical methods and the UCC ansatz to exploring chemical quantum states. Such resources
can help enhance the accuracy of methods used in the classical parts. We give a scalable hybrid
homodyne and photon number measurement procedure for evaluating the energy value which has
intrinsic abilities to mitigate photon loss errors and discuss the extra measurement cost induced
by the no Pauli exclusion principle for Bosons with its solutions. To demonstrate our proposal, we
run numerical experiments on several molecules and obtain their potential energy curves reaching
chemical accuracy.

I. INTRODUCTION

Linear quantum optical systems (LQOS) [1] have the
advantage that the photons are very clean and more
robust to the noise compared with other architectures.
Therefore, LQOS have played important roles in the
development of quantum information science from the
first quantum teleportation experiment [2] to recent
demonstrations of quantum advantage [3–5]. However,
this advantage comes with the lack of natural interac-
tions between photons as a price which can create non-
linearity that is essential for universal quantum comput-
ing. To enable universal quantum computing on LQOS,
one can introduce non-linearity by feedforward measure-
ments on ancilla qubits such as the KLM proposal [6] and
Measurement-based quantum computing [7], which how-
ever, is hard to implement in reality and has made LQOS
fall behind ion traps [8] and superconducting circuits [9].

Passive LQOS i.e. LQOS without feedforward mea-
surements could not be used to make a universal quan-
tum computer is a consensus. But can it show advantages
on certain tasks that are classically hard? Aaronson and
Arkhipov [10] gave a yes answer, which is quite a surprise
to the community. Specifically, they showed sampling the
outputs of a Linear Optical Interferometer (LOI) with
Fock state inputs can not likely be simulated by a classi-
cal computer known as the Boson Sampling (BS) prob-

lem. Due to its friendliness to the experiments, the BS
problem has made passive LQOS a promising platform
to show early-stage quantum advantages. This milestone
was first finished by Zhong et al [3] recently using Gaus-
sian Boson Sampling, a variant of BS, and was improved
by later works [4, 5, 11]. However, the demonstration
of quantum advantage won’t change the fact that pas-
sive LQOS is non-universal. Thus, the next outstanding
challenge is to find specific problems of practical interest
that passive LQOS can solve and have potential advan-
tages. While there have been several proposals on molec-
ular docking [12], molecular vibrational spectra [13] and
graph theory [14], further efforts are still required for
more applications.

When we look at other platforms in the Noisy
Intermediate-Scale Quantum (NISQ) era [15], solving
Electronic Structure Problem (ESP) [16] using the Vari-
ational Quantum Eigensolver (VQE) [17, 18] is one of the
most anticipated applications. For ESP, we aim to solve
the ground energy of the corresponding chemical Hamil-
tonian to help predict the chemical reaction rates. This
can be done by VQE where a classical optimizer is used
to optimize the energy expectation measured from the
output of a shallow quantum circuit ansatz. The work-
flow of VQE has some degree of resilience to the noise,
which makes solving ESP using NISQ quantum comput-
ers possible. Since solving ESP exactly requires expo-
nential resources (Full Configuration Interaction (FCI))
using classical computers, quantum computing may man-
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FIG. 1. The framework of BS-C VQE. In BS-C VQE encoding, the 0, 1 occupation of Boson, the 0, 1 of the qubit, and the 0, 1
occupation of Fermion are equivalent. Given the electronic structure Hamiltonian of a molecule, the task is to obtain its ground
energy. Typically, we choose a suitable basis set and do Hamiltonian reduction if necessary to obtain the second quantization
Hamiltonian HF and the HF reference state |Φref ⟩. In BS-C VQE, HF will be transformed by classical operations like HF
and CISD. The transformed Hamiltonian is then mapped to qubit Hamiltonian by JW mapping. The reference state gives the
information on the initial photon source preparation. The occupied orbitals correspond to optical modes with single-photon
input and the virtual orbitals correspond to modes with vacuum input. Such an initial state is then passed to parametrized
non-interacting Boson dynamics i.e. LOI. The output state is used for the hybrid measurements to obtain energy expectation

value which as the cost function is fed to the classical optimizer to update the parameters α⃗ and β⃗ for the next iteration until
converged.

ifest potential advantages. However, VQE is not friendly
to passive LQOS since there is no natural correspondence
from multi-mode Boson Fock space to multi-qubit space
and the quantum circuit language can not be used to
describe general operations of linear interferometers.

In this work, we give a passive LQOS-based VQE al-
gorithm for solving ESP. The circuit ansatz in this algo-
rithm is a hybrid of non-interacting Boson dynamics and
classical computational chemistry methods. In the fol-
lowing, we will introduce this algorithm from its physical
intuition to its workflow and implementation. Specifi-
cally, we will talk about how to measure the cost func-
tion efficiently by a combination of homodyne and photon
number detections. We will also present several numer-
ical results to show the properties and the performance
of this algorithm.

II. BACKGROUND

In quantum chemistry [16], we are interested in the
electronic structures of molecules. Under the Born-
Oppenheimer approximation, treating the nuclei as clas-
sical point charges, the Hamiltonian of a molecule only
has the kinetic energy terms of the electrons, the elec-
trons’ Coulomb interaction with the nuclei, and the
electron-electron Coulomb repulsion left. For ESP, we
aim to find the ground energy of this electronic structure
Hamiltonian. However, this Hamiltonian is currently in
the first quantization picture and we have to take care of
the Pauli exclusion principle explicitly. To simplify the
situation, we typically take the Hamiltonian to the sec-
ond quantization picture where electrons can be created
or annihilated from a set of orbitals (e.g. the STO-3G
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basis set used in our numerical examples):

HF =
∑
pq

hpqf
†
pfq +

1

2

∑
pqrs

hpqrsf
†
pf

†
q frfs (1)

where f†p and fp are the Fermion creation and annihi-
lation operations respectively and the hpq and the hpqrs
correspond to the one- and two-electron integrals. The
form of the HamiltonianHF naturally preserves the num-
ber of electrons. If we consider M orbitals as the basis
set and the molecule contains N electrons, then solving
ESP corresponds to finding the smallest eigenenergy in
the N -electron subspace of dimension

(
M
N

)
which we will

denote as the legal cluster.
The Hartree-Fock (HF) [16] method is a well-known

method to give an approximate solution to the prob-
lem. HF method can be understood as a VQE
procedure using the non-interacting Fermion dynam-

ics UF (β⃗) = exp(−i
∑

pq βpqf
†
pfq) as an ansatz to

minimize the energy: |HF ⟩ = UF (β⃗hf )|ϕ0⟩, β⃗hf =

argminβ⃗⟨ϕ0|U
†
F (β⃗)H

FUF (β⃗)|ϕ0⟩ where |ϕ0⟩ is an ini-

tial product state with N electrons. UF belongs to
the Fermion Gaussian operations that are classically
tractable due to their equivalence with the match gate
circuits[19]. Since UF only works as a basis rotation of
orbitals and contains no electron-electron interactions,
the HF method can only give a single-determinant solu-
tion which is insufficient to accurately characterize the
ground state, especially in the dissociation area.

To get more accurate results, one typically uses |HF ⟩
as the reference state |Φref ⟩ for post-HF methods such as
Configuration Interaction (CI) [16] and Coupled Cluster
(CC) [16] methods to give multi-determinant solutions
[20]. Specifically, CI wavefunction is (1 + T )|Φref ⟩ and
CC wave function is eT |Φref ⟩ with T = T1 + T2 + ...
contains single, double, and higher order excitations.
When only considering T = T1 + T2 =

∑
pq βpqf

†
pfq +∑

pqrs βpqrsf
†
pf

†
q frfs, we have the CI singles and dou-

bles (CISD) and CC singles and doubles (CCSD). For
quantum computing, the famous Unitary Coupled Clus-
ter (UCC) ansatz [21, 22] used for VQE is the unitary
version of CCSD whose dynamics can be expressed as

eT−T †
. To implement commonly used UCC Singles and

Doubles (UCCSD) on quantum computers, we usually
use the Trotter decomposition to approximate the full dy-
namics in terms of local unitary operations, which gives
rise to deep circuits intractable in NISQ devices. The idea
of these methods is to introduce additional resources of
interacting Fermion terms to explore states beyond a sin-
gle determinant in the legal cluster. As the expressivity
power of the ansatz increases by including more degrees
of freedom, a higher accuracy may be achieved.

Let us briefly introduce BS and make a compari-
son with Fermion’s version. The general operations of
a multi-mode LOI are non-interacting Boson dynamics
that can be expressed as UB(α⃗) = exp(−i

∑
pq αpqb

†
pbq)

where b†p and bp are the Boson creation and annihilation

operations respectively. The (anti-)commutation rela-
tions of b† and b are different from f† and f , which reflects
the different behaviors between Bosons and Fermions.
This also leads to the difference in the complexity be-
tween the BS and the Fermion Sampling (FS) [23]. More
specifically, the transition amplitude from an initial prod-
uct state |S⟩ = |s1s2...sM ⟩ to an output product state
|T ⟩ = |t1t2...tM ⟩ (sp and tp are natural numbers for
Bosons and 0, 1 for Fermions.) under the non-interacting
Boson and the Fermion dynamics respectively can be ex-
pressed as:

⟨T |UB(α⃗)|S⟩ =
Per(UB,ST (α⃗))√

Πpsp!Πptp!

⟨T |UF (β⃗)|S⟩ = Det(UF,ST (β⃗)) (2)

where Per and Det denote the matrix permanent and

the matrix determinant and UB,ST (α⃗) (UF,ST (β⃗)) is gen-
erated from the mode transformation matrix eiα (eiβ)

corresponding to UB(α⃗) (UF (β⃗)) [23]. Since the com-
putation of permanent is #P-hard and computation of
determinant are in P complexity, we believe BS is classi-
cally intractable but FS is classically tractable [10]. This
difference is the key inspiration for our proposal.

III. ALGORITHM

A. Ansatz

To enable passive LQOS for solving ESP, we use the
single-rail encoding [1] where 0, 1 photon states |0⟩B
and |1⟩B represents 0, 1 electron states |0⟩F and |1⟩F .
When we use the Jordan-Wigner (JW) mapping [16] to
transform Fermion Hamiltonians to qubit Hamiltonians,
this encoding also means |0⟩B and |1⟩B represents qubit
0, 1 states |0⟩Q and |1⟩Q. The conservation of photon
number in passive LQOS naturally corresponds to the
conservation of electron number. As mentioned above,
to go beyond a single determinant and create superposi-
tions in the legal cluster, it is important to have resources
different from the HF method based on non-interacting
Fermion dynamics. The comparison between BS and FS
tells us that permanents in non-interacting Boson dy-
namics under the single-rail encoding exactly provide
such a resource and are different from the high-order
excitations in CI, CC, and UCC. Also, this resource is
classically intractable. This observation helps us create
the following ansatz which we named Boson Sampling-
Classic (BS-C) for VQE:

|ΦBS−C⟩ = VC(β⃗)|Φ(α⃗)⟩ = VC(β⃗)UB(α⃗)|Φref ⟩ (3)

The UB(α⃗) part is the non-interacting Boson dynam-
ics that serves as the additional resources to enhance
the performances of classical operations VC(β⃗) such as

VHF (β⃗) = UB(β⃗) in HF that leads to BS-HF and

VCISD(β⃗) = 1+T1 +T2 in CISD that leads to BS-CISD.
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FIG. 2. Properties of BS-C ansatz. a-b: In the Schrödinger picture, we can see both the non-interacting Boson dynamics
and the classical operations are acted on the reference state. Different operations give different resources to explore the legal
cluster. UCCSD and classical methods like HF and CISD give resources for electron excitations with various orders. In contrast,
permanents appearing in non-interacting Boson dynamics is a different type of resource that results from the differences between
Bosons and Fermions. Also, since permanent is classically intractable, it is a quantum resource that may manifest potential
advantages. Thus, the main idea of BS-C is to use such quantum resources to enhance the accuracy of classical methods. When
the classical method is HF, we have BS-HF. When the classical method is CISD, we have BS-CISD. Note that the classical
methods are not restricted to these two. c: BS-C has the attractive advantage of requiring much shallower depth than UCCSD.
Also, the LQOS for our proposal can have a much higher sampling rate than other platforms.

The realization of BS-C and the implementation of
the measurement of energy require a detailed discussion.
The initial single-determinant reference state |Φref ⟩ di-
rectly corresponds to an initial photon state. The oc-
cupied orbitals correspond to optical modes with sin-
gle photon inputs and the virtual orbitals correspond to
modes with vacuum inputs. UB(α⃗) is a real part real-
ized by a parametrized LOI whose universal realization

can be found in Ref.[24]. VC(β⃗) is a virtual part that
merely corresponds to classical processing acting on the
Hamiltonian HF . Similar ideas have recently been inves-
tigated in Ref.[25, 26]. Specifically, we need to calculate

the transformed Hamiltonian HF
T (β⃗) = V †

C(β⃗)H
FVC(β⃗)

which is used to replaceHF for JW transformation to get

a qubit Hamiltonian HJW
T (β⃗) for measurements. (In cur-

rent encoding, HJW
T (β⃗) has the same matrix elements as

HF
T (β⃗). The reason we add JW mapping is that the Pauli

expression ofHJW
T (β⃗) can be easier to formulate the mea-

surement procedure.) Calculating HF
T (β⃗) is efficient for

proper VC(β⃗) like HF and CISD since HF in Eq.1 is a

local Fermion Hamiltonian and VHF (β⃗) is merely a basis

rotation for HF [19] and VCISD(β⃗) is also a local operator

for CISD. The resulting HF
T (β⃗) is also local, which means

there is only a polynomial number of Fermion terms in

HF
T (β⃗) and also a polynomial number of Pauli terms in

HJW
T (β⃗). The polynomial number of terms in HJW

T (β⃗)
is crucial for the measurement procedure to be scalable
which will talked about later. Note that other classi-
cal blocks can also be used as the classical part as long
as they satisfy the conditions on efficient measurements
shown later.

B. Cost function and hybrid measurement

For the cost function, we should realize that the value

⟨Φ(α⃗)|HJW
T (β⃗)|Φ(α⃗)⟩ doesn’t correspond to the true ex-

pectation value of energy and two corrections are needed.

One direct correction is inherited from VC(β⃗). When

VC(β⃗) is non-unitary, the norm of |ΦBS−C⟩ will be
changed. The other correction is due to the fact that
|Φ(α⃗)⟩ may have populations outside the encoding space
since there is no Pauli exclusion principle for photons,
which will also influence the length of |ΦBS−C⟩. Thus,
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the true energy value should be:

E(α⃗, β⃗) =
⟨Φ(α⃗)|HJW

T (β⃗)|Φ(α⃗)⟩
⟨Φ(α⃗)|V †

C(β⃗)VC(β⃗)|Φ(α⃗)⟩
(4)

We should remember that both HJW
T (β⃗) and VC(β⃗) are

defined in the encoded Fermion M -orbital N -electron
Hilbert space of dimension

(
M
N

)
which have zero ma-

trix element values outside this subspace. For BS-HF,

VHF (β⃗) is unitary in this subspace, E(α⃗, β⃗) is reduced to

⟨Φ(α⃗)|HJW
T (β⃗)|Φ(α⃗)⟩/⟨Φ(α⃗)|Q|Φ(α⃗)⟩ where Q is the pro-

jection operator from Boson M -mode N -photon Hilbert
space of dimension

(
M+N−1

N

)
to the encoded Fermion

M -orbital N -electron Hilbert space of dimension
(
M
N

)
(Note that |Φ(α⃗)⟩ is composed of only N -photon states).
We name the value of ⟨Φ(α⃗)|Q|Φ(α⃗)⟩ the projection ra-
tio. When considering the whole measurement cost of

E(α⃗, β⃗), the value of the projection ratio is crucial which
we will discuss later.

Having the definition of the cost function in Eq. 4, the
question is how to measure it. According to the trans-
formation rule of the JW mapping, the terms we need to
measure will only be composed of I, Z, σ+, and σ−. Un-
der the single-rail encoding, different quantum states cor-
respond to different photon numbers, thus, conventional
photon number basis measurement in dual-encoding is
not universal [1] for measuring σ− and σ+. On the other
hand, the homodyne measurement [27] based on contin-
uous variables in phase space which can be done experi-
mentally by mixing the target quantum mode with a lo-
cal oscillator by a balanced beam splitter and measuring
two output modes using two photo-detectors with post-
processing [28] can only be efficient for evaluating local
terms which is not compatible with the JW mapping due
to the existence of Z (See Appendix). Here, a term is
local means it has Z, σ+, and σ− act on a limited num-
ber of qubits. To resolve this obstacle, we give a hybrid
measurement strategy where for qubits with I and Z,
we use the photon number measurements, and for qubits
with σ+, and σ−, we use the homodyne measurements.
We want to mention that the introduction of Gaussian
measurements will not affect the hardness of BS [29].

To illustrate the workflow, we can consider a term with
the form Hi = Z1Z2σ+,3σ−,4, the value Tr(Hiρ) with ρ
a 4-mode optical state can be expressed as:

Tr(Hiρ) =
∑
jk

qjk⟨j|Z1|j⟩⟨k|Z2|k⟩
∫ π

0

dϕ3dϕ4
π2∫ ∞

−∞
dx3dx4pjk(ϕ3, ϕ4, x3, x4)K(ϕ3, ϕ4, x3, x4, σ+,3σ−,4)

(5)

where qjkpjk(ϕ3, ϕ4, x3, x4) = ⟨jk|⟨xϕ3
xϕ4

|ρ|jk⟩|xϕ3
xϕ4

⟩
is the joint probability of getting j photons and k pho-
tons on the first two modes and obtaining the results
xϕ3

and xϕ4
when measuring the quadratures X3,ϕ3

and X4,ϕ4
where Xp,ϕp

= (a†pe
iϕp + ape

−iϕp)/2 and

K(ϕ1, ..., ϕM , x1, ..., xM , β⃗) the kernel function associated
with σ+,3σ−,4 which can be efficiently calculated. Eq.5
is a typical Monte-Carlo integration which means we can
do repeated samplings to estimate the value. From the
operational level, to get a sample, Eq. 5 means we can
first do a photon number measurement on the first two
qubits and then do a homodyne measurement on the last
two qubits. For the homodyne measurement, we need
to get ϕ3 and ϕ4 from a uniform distribution, and then
measure the corresponding X3,ϕ3 and X4,ϕ4 and get the
results xϕ3 and xϕ4 which are then used to calculate the
value of the corresponding kernel function.
For the measurement cost, we prove that the re-

quired number of samples following the procedure
of Eq. 5 to estimate Eq. 4 is proportional
to {2.07317k, ϵ−2,mH ,mV , χ

−2} with mH the number

of terms in HJW
T (β⃗), mV the number of terms in

V †
C(β⃗)VC(β⃗) (Note that when V †

C(β⃗)VC(β⃗) is reduced to
Q, we can simply do pure photon number measurements
to estimate the projection ratio.), k the maximum num-
ber of qubits with σ− and σ+ in terms, ϵ the desired
precision, and χ the lower bound of the projection ra-
tio. Note that k has restricted values for HF and CISD
methods.

C. Error mitigation against photon loss

Currently, the above discussions treat LQOS to be
ideal, which neglects the photon loss error in real de-
vices. Photon loss as the prominent noise channel is
non-negligible, especially for our proposal where photon
loss will lead BS-C VQE searching outside the legal sub-
space. Thus, besides the corrections in Eq. 4, we also
need corrections for photon loss. Since we use a hybrid
measurement strategy which seems unable to correct the
photon loss error by commonly used post selections at
first glance, however, we now show a procedure to cor-
rect the photon loss error whose reason can be found in
the appendix.
To illustrate the concrete correction procedure, with-

out loss of generality, we can consider an Hi only has one
σ+ and one σ− as an example. We have N single-photon
sources as input to match the correct number of electrons.
First, we do the mentioned hybrid measurements. Here,
since σ+σ− = |10⟩⟨01|, we require to detect N − 1 pho-
tons on I and Z modes with at most one photon on each
mode to proceed with homodyne detections. We can do
repeated such measurements to obtain a raw expectation
value of Hi denoted as ⟨Hi⟩raw. Next, we need a normal-
ization factor which can be obtained by doing repeated
pure photon number measurements on all modes many
times. Suppose among these measurements, we have n1
times of getting N photons in total on all modes with at
most one photon on each mode and n2 times of getting
N − 1 photons in total on I and Z modes with at most
one photon on each mode. And among those n1 events,
we have n3 times where there is one photon in two non-
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FIG. 3. Numerical experiments on several molecules (LiH, BeH2, and H4 with line geometry and H4 with square geometry).
The potential energy of molecules as functions of bond length (Li-H bond, all Be-H bonds, all H-H bonds, and all H-H bounds)
is shown on the left. Results of using BS-C, HF, CISD, and FCI methods are presented. Note that for LiH, CISD is the same as
FCI. BS-HF is for LiH and BS-CISD is for the others. The numbers attached to BS-C points are the corresponding projection
ratios. Absolute energy differences from FCI are shown on the right. The shaded grey region represents the area within the
chemical accuracy. The classical optimizer we used is L-BFGS-B and each point of BS-C is chosen from the best result among
10 runs. The bond length unit is Angstrom and the energy unit is Hartree.

diagonal modes and N − 1 photons in diagonal modes. The true value is then corrected by n3

n1

n2

n3
⟨Hi⟩raw. This
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value has already taken the projection ratio into consid-
eration. For other Hi, this procedure can be easily gen-
eralized. The efficiency of this error mitigation method
merely depends on the level of photon loss and has no
additional non-scalable cost.

IV. ADVANTAGE DISCUSSION

We have introduced all components of our proposal
and the whole workflow of the algorithm which we named
BS-C VQE has been summarized in Fig.1. Note that

the parameters α⃗ and β⃗ are optimized simultaneously.
We also explain the physical intuitions of BS-C VQE in
Fig.2a-b. We want to emphasize that the additional re-
sources provided by BS are non-trivial.

First, under our encoding, since BS and FS are differ-
ent, the non-interacting Boson dynamics in LOI lead to
a different transition probability distribution from non-
interacting Fermion dynamics since permanents and de-
terminants in Eq. 2 are fundamentally different. Thus,
unlike HF, LOI belongs to the multi-determinant type.
This “interacting” part can be understood as a multi-
determinant reference state [20] generator for the fol-
lowed classical part and the Boson nature of these re-
sources indicates they have small overlaps with those
classical methods originated from electron excitations.
Thus, when the optimization procedure is converged,
we should expect to obtain more accurate ground en-
ergy estimations than using the classical methods alone.
Besides, it is known that single reference methods are
not capable of solving strongly correlated systems[30].
Yet, the resource consumption of classical multi-reference
methods is high, which limits their practical utility.

Second, the numerator of E(α⃗, β⃗) can be expanded as

⟨Φ(α⃗)|HJW
T (β⃗)|Φ(α⃗)⟩ =∑

ij

HJW
T (β⃗)ijPer(UB,0i(α⃗))Per(UB,0j(α⃗)) (6)

where 0 denotes |Φref ⟩. The permanents appeared in
this expression indicates the additional resources pro-
vided by BS are classically intractable, which is simi-
lar to UCCSD whose unitarity makes itself classically in-
tractable. To have potential quantum advantages, hav-
ing such resources is the basic requirement. We thus
expect our method to have a certain advantage for solv-
ing strongly correlated systems. We want to mention
that when compared with pure classical algorithms, per-
formance enhancements by BS come with an additional
sampling cost and the level of enhancements can vary for
different molecules. If, for example, we have BS-CISD
comparable with CISDT in terms of accuracy, and the
sampling cost is smaller than the computational cost of
CISDT, a real quantum advantage is achieved.

When considering the realizations, BS-C VQE has its
advantage over the UCCSD. Unlike UCCSD where we
need a locally connected quantum circuit of depth around

O(M3) [22] to build in the general case where all exci-
tations are allowed, BS-C only needs a O(M)-time LOI
[24] which has the same scaling as the quantum imple-

mentation of HF ansatz UF (β⃗) of depth around O(M)
[31] but is with the speed of light as the propagation
speed. Thus, combined with the efficient error mitiga-
tion method we will introduce below against the photon
loss, BS-C VQE is much more hardware-efficient. What’s
more, the LQOS for our proposal has the advantage of
the sampling rate compared with other platforms, which
is highly demanded for variational quantum algorithms
since massive repeated measurements are required. Cur-
rent state-of-the-art experiments show that the sampling
rate of LQOS can reach around 106−8Hz [32] whereas
the sampling rate is around 103−4Hz for superconduct-
ing qubits [33] and 100−1Hz for ion traps [34] and neutral
atoms [35]. We summarize these in Fig.2c.

V. NUMERICAL EXPERIMENTS

A. Solving ESP of small molecules

We demonstrate the performance of BS-C VQE by
running numerical experiments on several molecules and
drawing their potential energy curves in Fig.3. We test
molecules including LiH, BeH2, and H4 with line geome-
try and H4 with square geometry. All molecules use the
STO-3G basis set and the active space reduction method
[16] is used for LiH, BeH2. The resulting JW Hamiltoni-
ans are 6, 8, 8, and 8 qubits. We add data of FCI, HF,
and CISD as references. We also show the projection ra-
tios corresponding to the BS-C VQE solutions. We can
see BS-C has enhancements over their classical part and
can reach the chemical accuracy (1.6× 10−3 Hartree) at
all regions. We use BS-HF for LiH, where we can see
that while we only use non-interacting Boson and non-
interacting Fermion, the results are still rather accurate.
The other three molecules however, are actually strongly
correlated at some bond length where HF performs so
poor that even BS can not give enough enhancements
to reach the chemical accuracy. Thus, we use BS-CISD
instead.

B. Projection ratio

Now, we want to talk about the projection ratio.
The projection ratio ⟨Φ(α⃗)|Q|Φ(α⃗)⟩ has great influence

to the total measurement cost of estimating E(α⃗, β⃗).
Our statistic analysis shows that the mean squared error
(MSE) containing both bias and variance of estimating

E(α⃗, β⃗) will increase by O(⟨Q⟩−2) times compared with
the ideal case with projection ratio equal to one. Thus,

to make the measurements of E(α⃗, β⃗) truly scalable, the
projection ratio can not be exponentially small, which is
also the reason for the existence of sign problem [36] in
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FIG. 4. Projection ratio of BS-C VQE. a: LiH molecule as an example. We fix the bond length as 1.0 and repeatedly run BS-C
VQE. We see that all presented tests have achieved chemical accuracy. However, as explained, their corresponding projection
ratios are totally different. b: In BS-C VQE encoding, we only utilize 0 and 1 occupation dimensions, and all higher photon
occupations are redundant. However, after the action of LOI, part of the output state will unavoidably jump to these redundant
dimensions. This leads to an interesting point of BS-C VQE that two physically different states can be treated as the same
states in the encoding space. Thus, when optimizing BS-C VQE, it is possible that we can get multiple sets of parameters
that correspond to the ground state. c: The number of orbitals and the number of electrons have a crucial influence on the
projection ratio. The smaller of the number of electrons compared to the number of orbitals, the higher the projection ratio
will appear. We test the H2 molecule with different choices of basis set to show this phenomenon. The number of electrons
is 2 and the orbital number is 4 for STO-3G, 8 for 6-31G, and 12 for 6-311G. The error bars are collected from the tests that
achieve chemical accuracy. We can easily see the larger number of orbitals gives higher projection ratios. We use BS-HF for
LiH and H2.

quantum Monte-Carlo methods.

We can increase the projection ratios from two as-
pects. The first can be understood from Fig.4a-b. We
use BS-HF for the LiH molecule as a direct demonstra-
tion where we can see while all experiments finally give
energy reached the chemical accuracy, they have totally
different projection ratios. This means there are physi-
cally different states |Φ(α⃗)⟩ which can be treated as the
same states in the encoding space. Thus, unlike the con-
ventional VQE where there is only one minimum energy,
there may be multi-solutions in our algorithm. To help
the optimization converge to those with high projection
ratios, a penalty term −λ⟨Q⟩ can be introduced to the

cost function which helps solutions with higher projection
ratios have lower cost function values. Another method is
to only allow occupied-to-virtual photon excitations and
virtual-to-virtual photon excitations to reduce the popu-
lations outside the encoding space, which is the method
we used in numerical experiments. Note that this can be
further adjusted by only allowing those to preserve the
spin and orbital symmetries [22].

These methods however are not enough since there
may be situations where even the highest projection ra-
tio among the solutions is still small. We can understand
this by defining the ratio r(M,N) =

(
M
N

)
/
(
M+N−1

N

)
be-

tween the dimension of Fermion Hilbert space and the
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dimension of Boson Hilbert space. Obviously, r(M,N) is
a fair judge for the projection ratio. If we fix the num-
ber of orbitals M and enlarge the number of electrons
N , r(M,N) will decrease. In contrast, if we fix the num-
ber of electrons N and enlarge the number of orbitals
M , r(M,N) will increase. Thus, to avoid low projection
ratios, M should be large enough compared to N . Luck-
ily, while N depends on the number of electrons in the
molecule, the number of orbitals has no restrictions and
can be arbitrarily large.

In Fig.4c, we run BS-HF for H2 with different choices
of basis sets including STO-3G, 6-31G, and 6-311G. The
resulting number of qubits (spin orbitals) is 4, 8, and 12
respectively with the number of electrons fixed as 2. We
can see that as the number of orbitals gets larger, the av-
erage projection ratios of the experiments that reach the
chemical accuracy gets larger as well. More rigorously,
we proved that if M = ηN2, r(M,N) will have a lower
bound e1/η, which indicates the empirical requirements
to make the measurements scalable. Note that such a
relation betweenM and N is also a believed requirement
for BS to be classically intractable [10, 37].

VI. SUMMARY AND OUTLOOK

In summary, we give a novel hybrid quantum-classical
ansatz using only passive LQOS for running VQE to solve
ESP. The permanents appeared in non-interacting Boson
dynamics is a new type of resource for exploring the legal
cluster which can help enhance the accuracy of quantum
chemistry. Thus, BS-C VQE is both hardware-efficient
with only an LQI and chemical-inspired for its physical
intuitions. We use BS-HF and BS-CISD as two concrete
settings and show their performances by numerical re-
sults. We want to mention that the classical methods
are not restricted to HF and CI. The introduction of the
hybrid measurement strategy with the methods against
photon loss error and low projection ratios helps to have a
scalable measurement cost. Both the theory and the sim-
ulations showed that our proposal may open a road for
quantum applications using passive LQOS in the NISQ
era.

Also, this proposal is not restricted to what we pre-
sented here, by the developments of LQOS, to get better

accuracy, one can use entangled reference states [20] or
introduce intermediate measurements for more freedom
and higher accuracy. It is worth noticing that there are
still several open questions on this algorithm that need to
be further investigated such as the level of performance
enhancements of this algorithm on larger molecules and
better measurement strategies such as developing effi-
cient tomography methods with pure homodyne or pho-
ton number measurements [38] and adopting the ideas of
recently developed quantum learning methods [39].
Finally, we briefly discuss the feasibility for an experi-

mental demonstration. Our protocol requires a standard
boson sampling (and its variants) set-up where the single-
photon quantum light sources are injected into a tunable
multi-mode interferometer and the outputs are resorted
to hybrid homodyne and photon-number detections. All
the required components have been demonstrated in pre-
vious experiments, although separately. For example,
Gaussian boson sampling has been tested up to 255 out-
put photons [11] and 216-mode reconfigurable optical cir-
cuits [5]. High-quality single-photon sources [40, 41] and
high-fidelity homodyne measurements have been realized
in Ref. [42, 43]. Therefore, our scheme is within the
reach of current technologies.
We used Python packages including Qiskit [44], Oper-

Fermion [45], PySCF [46], and The Walrus [47] for parts
of our simulations. The example codes can be found on-
line [48].
More details can be found in the Appendix.
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et al., On-demand single photons with high extraction
efficiency and near-unity indistinguishability from a res-
onantly driven quantum dot in a micropillar, Physical
review letters 116, 020401 (2016).

[41] P. Senellart, G. Solomon, and A. White, High-
performance semiconductor quantum-dot single-photon
sources, Nature nanotechnology 12, 1026 (2017).
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Appendix A: Homodyne measurement

First, consider a single mode [27]. An operator H can be expressed in the coherent state basis:

H =

∫
d2α

π
Tr[HD†(α)]D(α) =

∫ π

0

dϕ

π

∫ ∞

−∞
dr

|r|
4
Tr(HeirXϕ)e−irXϕ (A1)

where D(α) = e(αb
†−α∗b) is the displacement operator and α = −ireiϕ/2. The quadrature operator Xϕ is defined as

Xϕ = (b†eiϕ + be−iϕ)/2. The expectation value of H under an optical state ρ can then be expressed as:

⟨H⟩ = Tr(Hρ)

= Tr(

∫
d2α

π
Tr(HD†(α))D(α)ρ)

=

∫ π

0

dϕ

π

∫ ∞

−∞
dr

|r|
4
Tr(HeirXϕ)Tr(ρe−irXϕ)

=

∫ π

0

dϕ

π

∫ ∞

−∞
dx

∫ ∞

−∞
dr

|r|
4
Tr(HeirXϕ)p(ϕ, x)e−irx

=

∫ π

0

dϕ

π

∫ ∞

−∞
dxp(ϕ, x)

∫ ∞

−∞
dr

|r|
4
Tr(Heir(Xϕ−x))

=

∫ π

0

dϕ

π

∫ ∞

−∞
dxp(ϕ, x)K(ϕ, x,H) (A2)

The probability p(ϕ, x) = ⟨xϕ|ρ|xϕ⟩ is obtained by measuring ⟨Xϕ|ρ|Xϕ⟩. We see that this is a standard Monte-Carlo
estimation. The kernel function K(ϕ, x,H) is defined as:

K(ϕ, x,H) =

∫ ∞

−∞
dr

|r|
4
Tr(Heir(Xϕ−x)) (A3)

When H = |n+ λ⟩⟨n|, the kernel function has an analytic expression:

K(ϕ, x, |n+ λ⟩⟨n|) = 2e−iλϕ

√
n!

(n+ λ)!
e−x2

n∑
ν=0

(−1)ν

ν!

(
n+ λ
n− ν

)
× (2ν + λ+ 1)!Re

[
(−i)λD−(2ν+λ+2)(−2ix)

]
(A4)

https://github.com/ustcszx/BS-C-VQE
https://github.com/ustcszx/BS-C-VQE
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where Dl(x) the parabolic cylinder function that can be easily calculated. In our algorithm, we will need the kernel
functions of σ+,σ−, and Z. According to Eq. A4, we can calculate the range of the kernel functions of σ+ and σ−
which are among [−2.07317, 2.07317] and the kernel functions of Z which is among [−2.92345, 5.33333].
For multi-mode situations, the generalization is natural:

⟨H⟩ =
∫ π

0

dϕ1dϕ2...dϕM
πM

∫ ∞

−∞
dx1dx2...dxM

p(ϕ1, ϕ2, ..., ϕM , x1, x2, ..., xM )K(ϕ1, ϕ2, ..., ϕM , x1, x2, ..., xM , H) (A5)

where:

K(ϕ1, ϕ2, ...,ϕM , x1, x2, ..., xM , H) =∫ ∞

−∞
dr1dr2...drMΠM

m=1

|rm|
4
Tr(Heirm(Xϕm−xm)) (A6)

We can see from Eq.A6 that the multi-mode kernel function is a simple product of the single-mode kernel function
if H is a product operator, which makes the complexity of calculating the kernel function scalable. Also, we don’t
need to calculate all values of all kernel functions in advance. We only need to do a measurement followed by a kernel
function calculation. Thus, the resource for calculating the kernel function also has linear scaling with the number of
measurements.

The variance of using Eq. A2 to estimate the expectation value of H depends on the kernel function. When a

kernel function has the range [a, b], then the variance of Eq. A2 is bounded by (b−a)2

4 . Since the kernel functions of
σ+,σ−, and Z have ranges larger than [−2, 2] and terms we want to evaluate in the cost function obtained by the J-W
mapping is global, the kernel functions of these terms can have exponentially large ranges and thus pure homodyne
measurements will be non-scalable, which leads to the hybrid measurement strategy introduced in the main text. On
the other hand, since p(ϕ1, ϕ2, ..., ϕM , x1, x2, ..., xM ) has no dependence on the concrete form of H, if all terms in a
Hamiltonian are local, then the same set of samples can be used to estimate all expectation values of these terms and
will greatly reduce the sampling complexity. In fact, this well-known homodyne tomography method can be seen as
a natural generalization of a recently developed random measurement protocol in qubit systems [49].

Appendix B: Measurement complexity

In this section, we will estimate the measurement complexity of estimating:

E(α⃗, β⃗) =
⟨Φ(α⃗)|HJW

T (β⃗)|Φ(α⃗)⟩
⟨Φ(α⃗)|V †

C(β⃗)VC(β⃗)|Φ(α⃗)⟩
(B1)

assuming there is no photon loss error. Before the analysis, we will introduce the estimator that will be used.

• Estimator for E[X]
E[Y ] : When X and Y are two independent random variables, the value of the ratio of their

expectations E[X]
E[Y ] can be estimated by an asymptotically unbiased estimator X

Y
where X and Y are the averages

of X and Y . It has been shown in Ref.[50] that the expectation and the variance of this estimator are:

E[
X

Y
] ≈ E[X]

E[Y ]
+
E[X]

E[Y ]3
V ar[Y ] (B2)

V ar[
X

Y
] ≈ E[X]2V ar[Y ] + E[Y ]2V ar[X]

E[Y ]4
(B3)

In our case, the numerator X corresponds to ⟨HJW
T ⟩ short for ⟨Φ(α⃗)|HJW

T (β⃗)|Φ(α⃗)⟩ and the denominator Y cor-

responds to ⟨V †
CVC⟩ short for ⟨Φref |V †

C(β⃗)VC(β⃗)|Φref ⟩. For the numerator, we assume HJW
T (β⃗) has the form

HJW
T (β⃗) =

∑mH

i=1 hiHi with Hi containing σ+, σ−, Z and I. For each Pi, we do the photon number measure-
ments on qubits with Z and I and homodyne measurements on qubits with σ+ and σ−. Suppose each term has at
most kh σ+ and kh σ−, since the kernel functions of σ+ and σ− have ranges among [−2.07317, 2.07317], the remaining
Z and I have diagonal elements -1 and 1, the whole variance is then bounded by 2.073174kh . If we do repeated
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measurements for NH/mH times for Pi, the resulting variance is bounded by mH2.073174kh/NH . Following this, the
total variance of the numerator has the bound:

V ar[⟨HJW
T ⟩] ≤

mH∑
i=1

2.073174khmHh
2
i

NH
(B4)

For the denominator, similarly, if we assume V †
CVC =

∑mV

i=1 giVi and each term has at most kv σ+ and kv σ−. Then,
if we do measurements NV /mV times for each Pi, the total variance of the denominator has the bound:

V ar[⟨V †
CVC⟩] ≤

mV∑
i=1

2.073174kvmV g
2
i

NV
(B5)

Assume the projection ratio ⟨Q⟩ short for ⟨Φ(α⃗)|Q|Φ(α⃗)⟩ has a lower bound: ⟨Q⟩ ≥ χ and define ⟨HJW
T ⟩r =

⟨HJW
T ⟩/⟨Q⟩ and ⟨V †

CVC⟩r = ⟨V †
CVC⟩/⟨Q⟩. By putting Eq.B5 and Eq.B4 into Eq.B2 and Eq.B3, we obtain that

the bias of estimating E(α⃗, β⃗) is bounded by:

Bias[E(α⃗, β⃗)]2 ≤

(
⟨HJW

T ⟩
⟨V †

CVC⟩
−

⟨HJW
T ⟩

⟨V †
CVC⟩

)2

≈

(
⟨HJW

T ⟩
⟨V †

CVC⟩3
V ar[⟨V †

CVC⟩]

)2

=

(
E(α⃗, β⃗)

⟨V †
CVC⟩2

mV∑
i=1

2.073174kvmV g
2
i

NV

)2

=

(
E(α⃗, β⃗)

χ2⟨V †
CVC⟩2r

2.073174kvmV

NV

mV∑
i=1

g2i

)2

≤
2.073174kvm2

V (
∑mV

i=1 g
2
i )

2∥HJW
T ∥22

χ4N2
V

(B6)

and the variance of estimating E(α⃗, β⃗) is bounded by:

V ar[E(α⃗, β⃗)] ≤
⟨HJW

T ⟩2V ar[⟨V †
CVC⟩] + ⟨V †

CVC⟩2V ar[⟨HJW
T ⟩]

⟨V †
CVC⟩4

=
E(α⃗, β⃗)2

∑mV

i=1
2.073174kvmV g2

i

NV
+
∑mH

i=1
2.073174khmHh2

i

NH

⟨V †
CVC⟩2

=
E(α⃗, β⃗)2 2.073174kvmV

NV

∑mV

i=1 g
2
i +

2.073174khmH

NH

∑mH

i=1 h
2
i

⟨V †
CVC⟩2

≤
2.073174kvmV (

∑mV

i=1 g
2
i )∥HJW

T ∥22
χ2NV

+
2.073174khmH

∑mH

i=1 h
2
i

χ2NH
(B7)

In the above derivation, we use the fact that for HF and CISD, ⟨V †
CVC⟩r ≥ 1. The mean squared error is defined as

the sum of Eq.B6 and Eq.B7. From these results, we can see that to make the measurement scalable, we need χ is
not exponentially small and kv and kh are restricted values, which is true for HF and CISD.

Appendix C: Error mitigation against photon loss errors

Consider an optical state with N photon in M modes (M > N), photon loss can be regarded as a photon number
exchange between the system and environment, as shown below.

|ψ⟩ =
N∑
i=0

ci|ψN−i⟩|i⟩e (C1)

In this equation, |ψ⟩ represents the whole state including the system and environment. |ψN−i⟩ represents the N − i
photon state component in the system with i photons escaping to the environment and ci is a coefficient determined by
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the efficiency of the experimental system. Since the number of electrons in a molecule is fixed, we need to post-select
the state |ψN ⟩. Note that |ψN ⟩ = dF |ψN,F ⟩+ ... where |ψN,F ⟩ is the component living in the encoding Fermion space.
Thus, the true expectation value of a term Hi should be:

⟨ψN,F |Hi|ψN,F ⟩ (C2)

Given the feature of the Hamiltonian after the J-W mapping, as explained in the main text, terms of the Hamiltonian
have non-diagonal σ+ and σ− for certain modes and diagonal Z and I for other modes. Non-diagonal terms, for
example, σ+σ− = |10⟩⟨01|, strongly restrict the form of state that gives rise to non-zero contribution to the expectation
of the term of Hamiltonian. This can be seen by an elaborate example where Hi has k σ− and k σ+. Non-zero
contributions can only be given by an optical state that has k photons in non-diagonal modes, and due to the reason
of the electron number conservation, N − k photons should be in the diagonal modes. Therefore, in the operational
level, we can first estimate ⟨ϕN−k,T |Hi|ϕN−k,T ⟩ where |ϕN−k,T ⟩ means N − k photons in diagonal modes and T
means the true state where there is no more than 1 photon in each mode according to the fermion encoding. In hybrid
measurements, we first directly measure the photon number in diagonal modes, so, for this condition, only when N−k
photons are measured with no more than 1 photon in these modes, we are allowed to go to the homodyne measurement
for non-diagonal modes. After this post-selection procedure, we are measuring the state |ϕN−k⟩ = α|ϕN−k,T ⟩ +
β|ϕN−k,W ⟩, which includes the state we desired and also includes the component in the wrong subspace including
those with more than one photon in a non-diagonal mode and those with less than k photons in all 2k non-diagonal
modes. Luckily, for the undesired state |ϕN−k,W ⟩, it has no non-zero contributions to the expectation value and
the hybrid measurements let us to estimate ⟨Hi⟩raw = ⟨ϕN−k|Hi|ϕN−k⟩ = |α|2⟨ϕN−k,T |Hi|ϕN−k,T ⟩. Thus, we only
need a correction factor 1/|α|2. Currently, |ϕN−k,T ⟩ is not equal to |ψN,F ⟩ since it has other N -photon components.
Suppose we have |ψN,F ⟩ = γ|ϕN−k,T ⟩+

∑
i κi|ϕi̸=N−k,T ⟩, since other components also have zero contributions to the

expectation value, we can simply add another correction factor |γ|2. Thus, the true result is:

⟨ψN,F |Hi|ψN,F ⟩ =
|γ|2

|α|2
⟨ϕN−k|Hi|ϕN−k⟩ (C3)

To get these factors, we can add an additional measurement procedure where we do pure repeated photon number
measurements for many times. Suppose during these measurements, we recorded n1 times of events that detected N
photons in all and no more than 1 photon in each mode, n2 times of events that detect N − k photon in diagonal
modes with no more than 1 photon in these modes, and n3 events among those n1 ones where N − k photons in the
diagonal modes and k photons in the non-diagonal modes. Then we have |γ2| = n3

n1
and |α|2 = n3

n2
which can be used

for the true expectation value estimations:

⟨ψN,F |Hi|ψN,F ⟩ ≈
n3
n1

n2
n3

⟨Hi⟩raw (C4)

whose total sampling complexity can be estimated by a similar procedure as above in the measurement complexity
section.

Appendix D: Projection ratio

The projection ratio highly depends on the ratio r(M,N) =
(
M
N

)
/
(
M+N−1

N

)
between the dimension of Fermion

Hilbert space and the dimension of Boson Hilbert space. r(M,N) describes the portion of encoding space (Fermion)
in physical space (Boson). In the following, we will prove that if M = ηN2, r(M,N) will have a lower bound e1/η.
First, r(M,N) can be re-expressed as:

r(M,N) =
M

M +N − 1

M − 1

M +N − 2
...
M −N + 1

M
(D1)

Thus, we have:

r(M,N) >

(
M −N + 1

M

)N

(D2)

If M = ηN2, we have: (
M −N + 1

M

)N

=
1(

ηN2

ηN2−N+1

)N =
1(

1 + N−1
ηN2−N+1

)N (D3)
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FIG. 5. r(M,N) as functions of N . The number of orbitals is set to be M = ηN2 with η = 0.5, η = 1, and η = 2.

The RHS of Eq.D3 has the limit:

lim
N→∞

1(
1 + N−1

ηN2−N+1

)N = lim
N→∞

 1(
1 + 1

ηN

)ηN


1
η

= e
1
η (D4)

Note that the RHS of Eq.D3 decreases monotonically as N grows, which can be seen from Fig.5. Thus, we have
proved our conclusion.

Appendix E: Molecule information in Fig.3

All molecules use the STO-3G basis set.
For the LiH molecule, we choose the active orbital {1, 2, 5} with 2 active electrons. The orbital labels are ordered

from low energy to high energy. Here, we sort the indices of the orbitals according to their energies from low to high.
For the BeH2 molecule, the geometry is a line. We choose the active orbital {1, 2, 5, 6} with 4 active electrons when

the bond length is smaller than 1.9 and choose the active orbital {1, 2, 3, 6} with 4 active electrons when the bond
length is larger than 1.9. The orbital labels are ordered from low energy to high energy.

For the H4 molecules with line geometry and square geometry, changing of bond length in the main text means
changing all H-H bonds at the same time. There are a total of 4 orbitals and 4 electrons. No reduction method is
used.

Each orbital above contains two spin orbitals.
For the systemic introduction of the active space methods, see Ref.[16].
The above orbital labels can be directly used in PySCF [46] and Qiskit [44] packages.
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