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In periodically driven (Floquet) systems, evolution typically results in an infinite-temperature thermal state
due to continuous energy absorption over time. However, before reaching thermal equilibrium, such systems
may transiently pass through a meta-stable state known as a prethermal state. This prethermal state can ex-
hibit phenomena not commonly observed in equilibrium, such as discrete time crystals (DTCs), making it an
intriguing platform for exploring out-of-equilibrium dynamics. Here, we investigate the relaxation dynamics of
initially prepared product states under periodic driving in a kicked Ising model using the IBM Quantum Heron
processor, comprising 133 superconducting qubits arranged on a heavy-hexagonal lattice, over up to 100 time
steps. We identify the presence of a prethermal regime characterised by magnetisation measurements oscillating
at twice the period of the Floquet cycle and demonstrate its robustness against perturbations to the transverse
field. Our results provide evidence supporting the realisation of a period-doubling DTC in a two-dimensional
system. Moreover, we discover that the longitudinal field induces additional amplitude modulations in the mag-
netisation with a period incommensurate with the driving period, leading to the emergence of discrete time
quasicrystals (DTQCs). These observations are further validated through comparison with tensor-network and
state-vector simulations. Our findings not only enhance our understanding of clean DTCs in two dimensions
but also highlight the utility of digital quantum computers for simulating the dynamics of quantum many-body
systems, addressing challenges faced by state-of-the-art classical simulations.

Periodically driven (Floquet) systems host novel phases
of matter inaccessible in thermal equilibrium. Notably, dis-
crete time crystals (DTCs) [1–5] represent genuine out-of-
equilibrium phases of matter [6–9] feasible in Floquet sys-
tems [10–12]. A DTC is characterised by subharmonic re-
sponses breaking discrete time-translational symmetry im-
posed by the periodic drive. However, sustaining DTCs as
transient meta-stable states faces challenges due to thermalisa-
tion, where many-body interactions drive low-entangled states
to highly entangled, high-energy states. Overcoming this ob-
stacle requires imparting a many-body localised nature to the
dynamics.

One strategy to circumvent rapid thermalisation in driven
systems is by introducing disorder in the Floquet Hamilto-
nian, inducing many-body localisation (MBL) to break ergod-
icity [11–15]. Recently, disorder-induced MBL-based DTCs
(MBL-DTCs) have been demonstrated on digital quantum
computers in one dimension [16–18]. Furthermore, topolog-
ical time crystalline order has been achieved in a periodi-
cally driven disordered toric code on a superconducting quan-
tum computer [19]. Another avenue for DTCs involves the
prethermal regime of periodically driven clean systems in two
or higher dimensions [20–27]. Unlike MBL-DTCs, prether-
mal DTCs are not stabilised in one-dimensional systems with
short-range interactions, aligning with the absence of symme-
try breaking at finite temperatures in one dimension. There-
fore, realising a clean prethermal DTC requires two or higher
dimensions, or otherwise long-range interactions.

In simulating dynamics of quantum many-body systems
in two dimensions, tensor-network methods have been ex-
tensively utilised for large systems beyond the capabilities
of state-vector simulations [3, 28–30]. However, accurate

tensor-network simulations over extended periods become
challenging in two dimensions due to breakdowns in low-
rank tensor approximations when entanglement exceeds cer-
tain thresholds dictated by bond dimensions. Conversely, re-
cent advancements in noisy intermediate-scale quantum de-
vices have introduced digital quantum computers as another
tool to investigate out-of-equilibrium phases of matter, in-
cluding DTCs. Indeed, a recent study has observed indica-
tions of clean DTCs in two dimensions using a digital quan-
tum computer [32]. Nevertheless, the previous study has been
performed on systems of a few tens of qubits, leaving large-
scale digital quantum simulations, comparable to state-of-the-
art classical tensor-network simulations, of clean DTCs to ex-
amine their stability in two dimensions.

Here, we demonstrate the realisation of clean DTCs on a
two-dimensional heavy-hexagonal lattice of 133 qubits (see
Fig. 1a) using an IBM Quantum Heron processor, ibm torino.
By applying periodic driving to initial product states in a
kicked Ising model, involving both transverse and longitudi-
nal fields, we measure local magnetisation to observe its sub-
harmonic response. With a simple error mitigation protocol
based on a depolarising noise model, our results are first val-
idated by showing agreement with both tensor-network simu-
lations of the 133-qubit system and state-vector simulations of
a 28-qubit system for up to 50 time steps. We then observe a
subharmonic period-doubling response of local magnetisation
persisting for at least 100 time steps, confirming its stabil-
ity against perturbations to the transverse field, which thereby
provides evidence for a realisation of clean DTCs in two di-
mensions. Furthermore, we observe other longer-period sub-
harmonic responses with frequencies incommensurate with
the driving period, thus identified as discrete time quasicrys-

ar
X

iv
:2

40
3.

16
71

8v
1 

 [
qu

an
t-

ph
] 

 2
5 

M
ar

 2
02

4



2

tals (DTQCs) [22, 25].
We explore the Floquet dynamics of a kicked Ising model

on an L-qubit system governed by a time-dependent Hamilto-
nian of period T , satisfying Ĥ(t) = Ĥ(t + T ) with

Ĥ(t) =


hx

L−1∑
i=0

X̂i, for 0 ⩽ t < T/2

hz

L−1∑
i=0

Ẑi − J
∑
⟨i, j⟩

ẐiẐ j for T/2 ⩽ t < T

, (1)

where X̂i and Ẑi are Pauli operators at qubit i, and
∑

i and
∑
⟨i, j⟩

run over all vertices and edges of the lattice, respectively. hx,
hz, and J are parameters, referred to as the transverse field,
longitudinal field, and exchange interaction, respectively. The
associated single-cycle Floquet operator ÛF can be expressed
in terms of single- and two-qubit gates as

ÛF =

∏
i

R̂Zi (θz)


∏
⟨i, j⟩

R̂ZiZ j (θJ)


∏

i

R̂Xi (θx)

 , (2)

where R̂ZiZ j (θJ) = exp
[
−iθJẐiẐ j/2

]
, R̂Zi (θz) = exp

[
−iθzẐi/2

]
,

and R̂Xi (θx) = exp
[
−iθxX̂i/2

]
are ZZ, Z, and X rotation gates

with rotation angles θJ = −JT , θz = hzT , and θx = hxT ,
respectively. Since each qubit is coupled to at most three ad-
jacent qubits on the heavy-hexagonal lattice, operation of all
the two-qubit gates R̂ZiZ j (θJ) has to be divided into three lay-
ers (see Fig. 1b). Each layer consists of R̂ZiZ j (θJ) gates on red,
blue, or green edges in Fig. 1a, allowing for parallel operation.

The time-evolved state at stroboscopic times t = nT with
integer n is expressed as |ψ(t)⟩ = (ÛF)n|ψ(0)⟩, where |ψ(0)⟩
represents the initial state. Our primary focus lies in mea-
suring local magnetisation defined as ⟨Ẑ j(t)⟩ = ⟨ψ(t)|Ẑ j|ψ(t)⟩,
where Ẑ j(t) = (Û†F)nẐ j(ÛF)n is the Heisenberg representation
of the Pauli Ẑ j operator, and ⟨· · · ⟩ = ⟨ψ(0)| · · · |ψ(0)⟩ denotes
the expectation value with respect to the initial state. The ini-
tial state is prepared as a product state in the computational
basis, forming a stripe pattern of |0⟩’s and |1⟩’s, represented
by white and black circles in Fig. 1a. Among the three in-
dependent model parameters, we set θJ = −π/2 and vary
the other two parameters θx and θz. The gate R̂ZiZ j (θJ) at
θJ = −π/2 is decomposed into the CZ gate, the native two-
qubit gate of ibm torino, and the S gate, as R̂ZiZ j (−π/2) =
eiπ/4ĈZi j(Ŝ

†

i ⊗ Ŝ †j ).
For convenience, we introduce a perturbation parameter

ϵ to the transverse field as 2ϵ = π − θx. When ε = 0,
the dynamics of Ẑ j(t) becomes trivial because a single Flo-
quet cycle simply flips the sign of the local magnetisation,
Ẑ j(t + T ) = ÛFẐ j(t)Û

†

F = (−1)Ẑ j(t). This demonstrates that a
period-doubling DTC with |⟨Ẑ j(t)⟩| = 1 is realised, at least at
the fine-tuned parameter θx = π. Our primary interest there-
fore lies in the subharmonic response of the magnetisation for
ϵ > 0.

We utilise ibm torino, the IBM Quantum Heron proces-
sor comprising 133 superconducting qubits arranged on the

heavy-hexagonal lattice (see Fig. 1a) [33]. The median infi-
delity of the native two-qubit gates (i.e., CZ gates) is approx-
imately 4 × 10−3, while the infidelity of single-qubit gates is
around 4 × 10−4 with the median read-out error of 1.7 × 10−2

(see also Supplementary Information S1). Each Floquet cy-
cle involves 150 CZ gates for the L = 133 system, total-
ing 150n CZ gates for n time steps. Given the three non-
parallelisable layers of two-qubit gates per cycle, the circuit
depth for the n time steps is 3n. Considering a two-qubit gate
time of about 100ns, the real-time duration from state prepara-
tion to final measurement for the maximum circuit depth 300
for n = 100 is estimated as roughly 30µs, significantly shorter
than the median single-qubit coherence times T1 = 165µs and
T2 = 138µs.

First, we introduce an error-mitigation scheme to validate
that the quantum device provides reliable results for magneti-
sation dynamics. We measure the time evolution of the aver-
aged magnetisation over a set of qubits,

Ẑavg(t) =
1
|A|

∑
j∈A

Ẑ j(t), (3)

where |A| denotes the number of qubits in set A, and
we choose that A = {63, 64, 65, 66, 67, 68, 69, 70, 71}
for the L = 28 system and A =

{57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71} for
the L = 133 system (see Fig. 1a). In utilising the quantum
device, we estimate the expectation value of Ẑavg(t) at each
time step by computing the sample mean of outcomes
from projective measurements on all qubits within A in the
computational basis over 214 samples. The statistical error
associated with this estimate is determined as the sample
standard deviation of the mean. The results are shown in
Fig. 2a,c, where neither error-suppression methods such as
dynamical decoupling [34, 35] nor error-mitigation methods
such as zero-noise extrapolation [36, 37] and probabilistic
error cancellation [38] are used (the same holds for the other
results presented below).

As described above, at θx = π, the noiseless expectation
value satisfies |⟨Ẑavg(t)⟩| = 1. However, the absolute values
of the raw data obtained from the quantum device, denoted
as f (θx = π) := |⟨Ẑavg(t)⟩0|, deviate from the ideal value 1,
with the deviation increasing over time steps, as observed in
Fig. 2a,c. To account for this signal decay, we introduce a
global depolarising noise model, where the expectation value
⟨Ô(t)⟩0 of an observable Ô subject to depolarising noise is
given by ⟨Ô(t)⟩0 = f ⟨Ô(t)⟩ + (1 − f )Tr[Ô(t)]/2L [39, 40].
Here, f is a parameter that characterises the depolarising noise
model, with ⟨Ô(t)⟩ representing the ideal expectation value
of Ô and Tr[Ô(t)]/2L being the expectation value over the
maximally mixed state. Generally, f depends on both the
circuit and observable, i.e., f = f (θJ , θx, θz, n, Ô). Since
|⟨Ẑavg(t)⟩| = 1 at θx = π and Tr[Ẑavg(t)] = 0 as Ẑ j(t) is
traceless, the parameter f can be estimated in this trivial case
as f (θJ , π, θz, n, Ẑavg) = |⟨Ẑavg(t)⟩0,θx=π|, where ⟨Ẑavg(t)⟩0,θx=π

is ⟨Ẑavg(t)⟩0 obtained at θx = π. For general θx, it is diffi-
cult to estimate f because the ideal expectation value ⟨Ẑavg(t)⟩
is not available. To circumvent this issue, we approximate
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FIG. 1. Two-qubit gate connectivity on a heavy-hexagonal lattice and initial product states. a, The overall device geometry of ibm torino,
comprising a hevey-hexagonal lattice of L = 133 qubits. Each circle represents a qubit and the edges indicate the qubit connectivity. Three
layers of RZZ gates in a single Floquet circle are highlighted in red, blue, and green (also see b). The enclosed area marked by the yellow line
represents the system of L = 28 qubits, utilised for comparison with state-vector simulations. The initial state is prepared as a product state
with qubits denoted by white (black) circles initialised to be |0⟩ (|1⟩). b, Schematic representation of the single-cycle Floquet operator ÛF. The
red, blue, and green boxes correspond to the three layers of RZZ gates, each applied in parallel, indicated in a, while the white boxes represent
the products of RX and RZ gates. The horizontal lines represent the qubits on which the quantum gates operate.

f (θJ , θx, θz, n, Ẑavg) by f (θJ , π, θz, n, Ẑavg) = f (θx = π). This
approximation leads to an error mitigation scheme:

⟨Ẑavg(t)⟩ ≈
⟨Ẑavg(t)⟩0
|⟨Ẑavg(t)⟩0,θx=π|

. (4)

Similar error-mitigation protocols have been successfully ap-
plied previously to correct magnetisation [18] and out-of-
time-ordered correlators [41].

The raw data ⟨Ẑavg(t)⟩0 for the L = 28 qubit system at
(θx, θz) = (0.8π, 0.5π) are displayed in Fig. 2a. These data
already capture characteristic oscillations up to 50 time steps,
also observed in the state-vector simulation (Fig. 2b). How-
ever, similar to the trivial case at θx = π, the signal diminishes
with increasing time steps compared to the state-vector simu-
lation results. Employing the error-mitigation protocol intro-
duced in Eq. (4) restores the signal reduction, yielding excel-
lent agreement with the state-vector simulation results up to
50 time steps, as shown in Fig. 2b. Further comparisons for
other parameters over the extended time steps up to 100 are
found in Supplementary Information S2.

The same error mitigation scheme demonstrates excellent
performance even for the L = 133 system, as shown in
Fig. 2c,d. In parallel, we employ a two-dimensional tensor-
network state (2dTNS) method as a classical counterpart
(Supplementary Information S5). The 2dTNS results pre-
sented here converge with respect to the bond dimension χ,
which governs the accuracy of the approximation inherent
in the 2dTNS method, for time steps up to at least 50 (see

Supplementary Information S3 for further comparisons with
longer time steps and different parameters). Once again, the
remarkable agreement between the error-mitigate data and the
converged tensor-network simulation results confirms the reli-
ability of the quantum device outcomes. This validation firmly
establishes digital quantum simulations on the quantum de-
vice as a compelling tool to explore clean DTCs in two di-
mensions. It should also be emphasised here that the number
of time steps achievable in this quantum device, providing re-
liable results along with the simple mitigation protocol, easily
exceeds that of previous similar dynamics experiments using
the IBM Eagle processor of 127 qubits with the median infi-
delity of two-qubit gates ∼ 1 × 10−2 [42], where at most 20
time steps were evolved, albeit with various error-mitigation
techniques involved.

Having validated the reliability of quantum hardware re-
sults, we now delve into discrete time-crystalline orders in
two dimensions. Figure 3 shows the long-time dynamics,
spanning up to 100 time steps, of the raw and mitigated
magnetisation, ⟨Ẑavg(t)⟩0 and ⟨Ẑavg(t)⟩, respectively, on the
heavy-hexagonal lattice of L = 133 qubits for various sets
of parameters (θx, θz). Overall, the decay of the magnetisa-
tion becomes more pronounced as θx decreases. Specifically,
period-doubling oscillations persist even around t/T = 100
for θx ⩾ 0.8, while they are barely observable for t/T ≳ 20 at
θx = 0.7, suggesting thermalisation. These observations lead
to the conclusion that DTCs observed on the heavy-hexagonal
lattice remain stable in the range 0.8π ⩽ θx ⩽ π, where a
prethermal plateau [23] is distinctly visible withing the time
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FIG. 2. Error-mitigation protocol and comparison with classical simulations. a, Raw data of the averaged magnetisation ⟨Ẑavg(t)⟩0 at
(θx, θz) = (0.8π, 0.5π) (cyan circles) and f (θx = π) = |⟨Ẑavg(t)⟩0,θx=π| at (θx, θz) = (π, 0.5π) (black crosses) for L = 28. b, Error-mitigated data
(yellow diamonds) of the averaged magnetisation ⟨Ẑavg(t)⟩ at (θx, θz) = (0.8π, 0.5π) for L = 28. Numerically exact results obtained by state-
vector simulations are also shown with black squares in b. c-d, Same as a-b but for L = 133. Results of classical tensor-network simulations
with bond dimensions χ = 100 and 200 are also shown with green and blue triangles, respectively, in d. Error bars in b and d represent the
propagated error due to sampling errors in the quantities in the numerator and the denominator of Eq. (4).

steps 0 ⩽ t/T ⩽ 100. This is in sharp contrast to the behavior
in one dimension, where magnetisation oscillations quickly
decay, irrespective of the parameters (θx, θz) away from the
trivial point at θx = π, as we have also confirmed in Supple-
mentary Information S4 using the same quantum device.

In addition to the period-doubling oscillation, the longitu-
dinal field θz induces a longer-period oscillation, as clearly
seen in Fig. 3 (also see Fig. S6). To analyse this addi-
tional oscillation, we perform a discrete Fourier transform
of the error-mitigated magnetisation, defined as Z̃(ω) =
| 1
nmax

∑nmax−1
n=0 ⟨Ẑavg(nT )⟩e−iωnT |, where ωT = 2πk/nmax with

k = 0, 1, · · · nmax − 1 represents the discrete frequency and
the number of time steps involved in the Fourier transform is
set to nmax = 100. As shown in Fig. 4a-c, when θz = 0, only a
single peak at ωT/(2π) = 0.5 appears in the Fourier spectrum,
indicating the presence of the sole period-doubling DTC. In-
troducing the longitudinal field θz leads to the appearance of
additional side peaks symmetrically at ω± on both sides of the
main peak. These side peaks gradually deviate from the main
peak as θz increases. Although ω±T/(2π) are always rational
numbers of the form k/nmax by definition, their systematic de-
pendence on θz suggests that each of ω±T/(2π) will fluctuate

around a generally irrational number for a fixed set of param-
eters when the number of time steps involved in the Fourier
transform is varied. The emergence of these side peaks at fre-
quencies ω±, which are susceptible to changes in microscopic
parameters and essentially incommensurate with the driving
period, serves as a signature of a DTQC [22, 25].

The envelope frequency of the longer-period DTQC oscilla-
tion can be estimated as ωenv = (ω+ −ω−)/2. We observe that
the envelope frequency increases proportionally to the pertur-
bation to the transverse field hx, i.e., ωenv ∝ ϵ (Fig. 4d). Par-
ticularly at θz = π, ωenvT/(2π) = 0.05, 0.07, and 0.09 for
θx = 0.9π, 0.85π, and 0.8π, respectively. These values ap-
proximately follow ωenvT/(2π) ≃ ϵ/(2θJ), which is propor-
tional to the frequency of a Bloch oscillation [43] induced by
a weak transverse field in a one-dimensional Ising model with
long-range interactions [44].

To characterise the crossover between a DTC and a DTQC,
we plot the sum of the intensities A± of the side peaks at ω±,
denoted as Aside = A+ + A−, in Fig. 4e. Aside tends to de-
crease with decreasing θx. At θx = 0.7π, ⟨Ẑavg(t)⟩ quickly
decays with increasing time step t/T as seen in Figs. 3j-l, in-
dicating the absence of both DTC and DTQC. When θx = π,
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FIG. 3. Dynamics of magnetisation exhibiting DTC, DTQC, and thermalisation. The raw data ⟨Ẑavg(t)⟩0 (cyan circles) and the error-
mitigated data ⟨Ẑavg(t)⟩ (yellow diamonds) obtained on the heavy-hexagonal lattice of L = 133 qubits at various parameter sets (θx, θz): a
(0.9π, 0), b (0.9π, 0.5π), c (0.9π, π), d (0.85π, 0), e (0.85π, 0.5π), f (0.85π, π), g (0.8π, 0), h (0.8π, 0.5π), i (0.8π, π), j (0.7π, 0.0π), k (0.7π, 0.5π),
and l (0.7π, π). Notice that the time duration in the horizontal axis in j-l is half of that in the other panels.

only the period-doubling DTC is present, as |⟨Ẑavg(t)⟩| re-
mains 1 regardless of the value of θz. Therefore, we con-
clude that DTQCs manifest in a prethermal state persisting
within the timescale 0 ⩽ t/T ⩽ 100 for a parameter range of
0.8π ≲ θx ≲ 0.9π and 0.25π ≲ θz ⩽ π.

The recent advancements in the quality of quantum devices
have enabled successful simulation of quantum dynamics on
a much larger scale, both in terms of qubit count and time step
duration. Specifically, achieving quantum dynamics simula-
tion on a 133-qubit system for up to 100 time steps using a
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between a DTC and a DTQC is provided at the top of the figure. Error bars in a-c and e represent the propagated error due to sampling errors
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digital quantum computer, as demonstrated in this study, rep-
resents a significant leap forward compared to previous stud-
ies. Our comparative study, employing a 2dTNS method, con-
firmed the agreement between the results obtained using the
quantum device and those from the classical simulations, for
approximately up to 50 time steps. However, in our investiga-
tion of both 28-qubit and 133-qubit systems, we encountered
a critical parameter regime where the perturbation to the trans-
verse field approaches 2ϵ ≈ 0.2π, near the crossover boundary
between DTCs/DTQCs and thermalisation. In this regime, the
limitation of classical simulations become apparent, particu-
larly for long-time steps around 100. Indeed, in the 28-qubit
system, we observe discrepancies between the results of the
2dTNS method, even with the largest feasible bond dimen-
sion, and those of the state-vector simulation (Supplementary
Information S2). Additionally, in the 133-qubit system, a slow

convergence of the results of the 2dTNS method with respect
to the bond dimension is observed, implying the growth of
entanglement that is hardly tractable within the classical re-
sources available for the 2dTNS method (Supplementary In-
formation S3). These observations highlight the boundary of
the classical simulation capabilities. Therefore, our study of
Floquet dynamics in this parameter regime, extending up to
100 time steps on the 133-qubit system, pushes the bound-
aries of classical simulations to their limit, emphasising the
significant potential of current digital quantum computers for
simulating out-of-equilibrium quantum dynamics in two di-
mensions.
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[30] J. I. Cirac, D. Pérez-Garcı́a, N. Schuch, and F. Verstraete, Ma-
trix product states and projected entangled pair states: Con-
cepts, symmetries, theorems, Rev. Mod. Phys. 93, 045003
(2021).

[3] J. Tindall, M. Fishman, E. M. Stoudenmire, and D. Sels, Ef-
ficient tensor network simulation of ibm’s eagle kicked ising
experiment, PRX Quantum 5, 010308 (2024).

[32] T. Chen, R. Shen, C. H. Lee, B. Yang, and R. W. Bomantara,
A robust large-period discrete time crystal and its signature in
a digital quantum computer (2023), arXiv:2309.11560 [quant-
ph].

[33] D. C. McKay, I. Hincks, E. J. Pritchett, M. Carroll, L. C. G.
Govia, and S. T. Merkel, Benchmarking Quantum Proces-
sor Performance at Scale, arXiv e-prints , arXiv:2311.05933
(2023), arXiv:2311.05933 [quant-ph].

[34] L. Viola, E. Knill, and S. Lloyd, Dynamical decoupling of open
quantum systems, Phys. Rev. Lett. 82, 2417 (1999).
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S1. QUANTUM DEVICE CONDITIONS

The experimental data presented in this study were obtained using the IBM Quantum Heron processor, ibm torino, via cloud
access, predominantly during the period from January 1 to January 31, 2024. Throughout this duration, the average relaxation
and coherence times T1 and T2, as well as the average readout assignment error rate, across all qubits were 165µs, 138µs, and
0.03, respectively. Additionally, the average error rate of CZ gates and the average duration of CZ gates across all qubits were
0.006 and 101ns, respectively. Notably, no significant deviations were observed in the data obtained on different dates, indicating
the consistency and stability of the quantum device utilised for this study.

S2. RESULTS FOR A HEAVY-HEXAGONAL LATTICE OF L = 28 QUBITS

Figure S1 shows the error-unmitigated raw data of the averaged magnetisation ⟨Ẑavg(t)⟩0 for up to 100 time steps obtained for
the L = 28 system using ibm torino (see Fig. 1a). Here, the average is performed over the same set A of qubits as described in
the main text, i.e., A = {63, 64, 65, 66, 67, 68, 69, 70, 71}. To mitigate errors in the raw data for θx , π, the results for the trivial
cases with θx = π are utilised, as detailed in Eq. (4).

Comparing with the results obtained by the state-vector method [S1] in Figs. S2 and S3, we find that error-mitigated values
⟨Ẑavg(t)⟩ are generally in good agreement with the numerically exact values, although deviations become apparent in some cases,
particularly for long time steps.

To assess the accuracy of various tensor network methods, including matrix product state (MPS) [S2] and two-dimensional
tensor network state (2dTNS) methods (for details of our 2dTNS simulations, see Sec. S5), we compare the results of ⟨Ẑavg(t)⟩
obtained by these methods with the numerically exact results calculated by the state-vector method in Figs. S4 and S5. As
shown in Figs. S4a-c and S5a-c, when θx = 0.9π, ⟨Ẑavg(t)⟩ obtained by these tensor network methods with relatively small bond
dimensions χ (MPS with χ = 300 and 2dTNS with χ = 40) sufficiently converge consistently to the numerically exact values,
even for time steps up to 100. However, as shown in Figs. S4d-f and S5d-f, when θx = 0.8π, which is close to the crossover
boundary between the DTC/DTQC and thermalised regimes, a larger χ is required to obtain the converged value, due to the
increase of entanglement. For example, when (θx, θz) = (0.8π, 0) (Fig. S5d), 2dTNS with χ = 400 is insufficient to obtain the
numerically exact results for t ≳ 50. A similar trend is observed for other parameters shown in Figs. S5e,f and for the MPS
method shown in Figs. S4d-f. These results suggest that the long-time time-evolution simulations of ⟨Ẑavg(t)⟩ based on classical
tensor network methods already face challenges even for L = 28 in a parameter region around θx = 0.8π. We expect to encounter
similar challenges for L = 133, where the numerically exact state-vector method cannot be applied, although a recent report
suggests that the accuracy of a 2dTNS method improves as the system size increases [S3]. This emphasises the significance of
utilising a quantum computer precisely in this parameter regime.

S3. RESULTS FOR A HEAVY-HEXAGONAL LATTICE OF L = 133 QUBITS

Figure S6 shows the error-unmitigated raw data of the average magnetisation ⟨Ẑavg(t)⟩0 for up to 100 time steps obtained for
the L = 133 system using ibm torino (see Fig. 1a). Here, the average is performed over the same set A of qubits as described
in the main text, i.e., A = {57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71}. Remarkably, even without error mitigation,
distinct signals of period-doubling oscillations persist for over 100 time steps. To mitigate errors in the raw data for θx , π, the
results corresponding to the trivial cases with θx = π are utilised, as explained in Eq. (4).

For the trivial cases with θx = π, as shown in Figs. S6a-e, |⟨Ẑavg(t)⟩0| should ideally be 1. However, deviations from this ideal
value are observed, which become more pronounced with increasing time steps, owing to the noise and decoherence inherent
in the quantum device. The number of CZ gates in the quantum circuit increases by 150 for each operation of ÛF as defined in
Eq. (2). At t/T = 100, the quantum circuit volume v = 15000 (defined by the total number of CZ gates) superficially implies
|⟨Ẑavg(t = 100T )⟩0| = (1− p)v ≃ 10−27, with a typical two-qubit infidelity in ibm torino of p = 4×10−3. However, in practice, we
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FIG. S1. Error-unmitigated raw data ⟨Ẑavg(t)⟩0 for the heavy hexagonal lattice of L = 28 qubits obtained using ibm torino (see Fig. 1a). The
parameters (θx, θz) are a (π, 0), b (π, 0.5π), c (π, π), d (0.9π, 0), e (0.9π, 0.5π), f (0.9π, π), g (0.8π, 0), h (0.8π, 0.5π), and i (0.8π, π). Although
smaller than the size of symbols in this scale, the statistical errors of measurements are estimated in the same manner as described in the main
text.

observe |⟨Ẑavg(t = 100T )⟩0| ≃ 0.1 in Figs. S6a-e, suggesting an effective quantum circuit volume veff ≃ 600. Since we measure
local observables, veff is significantly smaller than v, as discussed in Ref. [S4]. Additionally, it is interesting to notice that the
raw data for the L = 28 system with the trivial parameters, as shown in Figs. S1a-c, also exhibit |⟨Ẑavg(t = 100T )⟩0| ≃ 0.1− 0.15,
indicating a similar veff.

In Fig. 2d of the main text, we demonstrated that the averaged magnetisation ⟨Ẑavg(t)⟩ obtained from ibm torino with the
error mitigation agrees well with those of classical 2dTNS simulations at (θx, θz) = (0.8π, 0.5π) for the L = 133 system over 50
time steps. In Figs. S7 and S8, we extend this comparison to other parameters over 100 time steps. As shown in Figs. S7a-c
and S8a-c, when θx = 0.9π, the averaged magnetisation ⟨Ẑavg(t)⟩ obtained by the 2dTNS method with a relatively small bond
dimension χ = 20 already converges sufficiently. This implies that the 2dTNS results for these parameter sets are reliable even
for up to 100 time steps. Indeed, this parameter region exhibits limited entanglement growth over time steps, as indicated by the
agreement between the MPS results with relatively small bond dimensions and the 2dTNS results (see Figs. S9a-c and S10a-c).
Moreover, it is particularly remarkable that despite the simple error mitigation protocol introduced in Eq. (4) of the main text,
the error-mitigated ⟨Ẑavg(t)⟩ obtained from ibm torino are in relatively good alignment with the 2dTNS results (see Figs. S7a-c
and S8a-c).

On the other hand, as shown in Figs. S7d-f and S8d-f, the convergence of the 2dTNS results for θx = 0.8π is slow with
increasing the bond dimension, especially for long time steps, as anticipated from the results for the L = 28 system shown in
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FIG. S2. Error-mitigated data ⟨Ẑavg(t)⟩ (yellow diamonds) are compared with the results obtained by the classical state-vector simulations
(black squares) for the heavy-hexagonal lattice of L = 28 qubits. The parameters (θx, θz) are a (0.9π, 0), b (0.9π, 0.5π), c (0.9π, π), d (0.8π, 0),
e (0.8π, 0.5π), and f (0.8π, π). The error bars indicated represent the propagated error in the quantities in the numerator and the denominator of
Eq. (4).
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FIG. S3. Enlarged plots of Fig. S2, focusing on the time evolution for up to 50 time steps.

Figs. S5d-f. This parameter region is close to the crossover boundary between the DTC/DTCQ and thermalised regimes, where
extensive entanglement growth is expected. Due to the substantial increase in entanglement, the performance of tensor-network
simulations is significantly degraded, resulting in a noticeable discrepancy between MPS and 2dTNS as shown in Figs. S9d-f
and S10d-f. Although the classical 2dTNS simulations may not have yet converged in these parameter sets for t ≳ 50, we
still observe that the error-mitigated ⟨Ẑavg(t)⟩ obtained from ibm torino align well with the 2dTNS results (see Figs. S7d-f and
S8d-f). Given that this is the parameter region where classical simulations face challenges, it underscores the value of quantum
computers precisely in this parameter region.
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FIG. S4. Comparison of the results for ⟨Ẑavg(t)⟩ on the L = 28 heavy-hexagonal lattice obtained by the MPS method with various bond
dimensions (χ = 100, 300, 1000, 3000, and 5000) and the state-vector method. The parameters (θx, θz) are a (0.9π, 0), b (0.9π, 0.5π), c
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FIG. S5. Comparison of the results for ⟨Ẑavg(t)⟩ on the L = 28 heavy-hexagonal lattice obtained by the 2dTNS method with various bond
dimensions (χ = 40, 100, 300, and 400) and the state-vector method. The parameters (θx, θz) are a (0.9π, 0), b (0.9π, 0.5π), c (0.9π, π), d
(0.8π, 0), e (0.8π, 0.5π), and f (0.8π, π).

In Figs. S11a-f, we show the spatial distribution of error-mitigated ⟨Ẑ j(t)⟩ at t/T = 2, 16, 24, 32, and 40 obtained using
ibm torino for the L = 133 system with the parameter (θx, θz) = (0.9π, 0.5π). These results are compared with those obtained by
the MPS method in Figs. S11g-l. Here, we initialise the state |ψ(0)⟩ as a product state with all qubits set to |0⟩, representing the
fully polarised state. As shown in Fig. S12c, we also observe a longer-period oscillation in the averaged magnetisation ⟨Ẑavg(t)⟩
upon introducing non-zero θz, implying the emergence of a DTQC, despite the initial state differing from that used elsewhere in
this study. Interestingly, the period of this oscillation closely resembles that observed in Fig. S7b, where the initial state is set
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FIG. S6. Error-unmitigated raw data ⟨Ẑavg(t)⟩0 for the heavy-hexagonal lattice of L = 133 qubits obtained using ibm torino (see Fig. 1a).
The parameters (θx, θz) are a (π, 0), b (π, 0.25π), c (π, 0.5π), d (π, 0.75π), e (π, π), f (0.9π, 0), g (0.9π, 0.25π), h (0.9π, 0.5π), i (0.9π, 0.75π), j
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differently. Furthermore, we find in Fig. S12c that the error-mitigated data are in good agreement with the results of MPS over
40-time steps.

Now, it is interesting to investigate the nature of the time-evolved state at characteristic times. As shown in Fig. S12c, the
nodes of the longer-period oscillation occur at t/T ≃ 14 and slightly beyond 40, which are similar to those observed in Fig. S8b.
At times near these nodes, specifically t/T = 16 and 40 as shown in Figs. S11i and S11l, respectively, we observe that the
time-evolved state |ψ(t)⟩ exhibits a Neel-like structure in the MPS simulations. Even in ibm torino, we observe, at least partially,
a similar Neel-like structure, as shown in Figs. S11c and S11f. Conversely, at times near the antinodes, such as t/T = 2, 24, and
32 shown in Figs. S11g, S11j, and S11k, respectively, the time-evolved state |ψ(t)⟩ exhibits a ferromagnetic (FM)-like structure
in the MPS simulations. Similarly, in ibm torino, we observe a comparable FM-like structure, albeit partially, as shown in
Figs. S11a, S11d, and S11e.

S4. RESULTS FOR A ONE-DIMENSIONAL LATTICE OF L = 112 QUBITS

While the emergence of a DTC in a one-dimensional system with short-range interactions necessitates many-body localisation,
exploring the one-dimensional case driven by the same Floquet operator ÛF in Eq. (2) remains valuable. This investigation serves
to highlight differences from the two-dimensional case examined throughout this paper and allows for further assessment of the
reliability of results obtained using ibm torino, along with the error-mitigation protocol introduced in Eq. (4).

A one-dimensional lattice of L = 112 qubits can be incorporated into the heavy-hexagonal lattice geometry of the IBM
Heron processor, ibm torino, as depicted in Fig. S13. In this configuration, qubits constituting the one-dimensional lattice are
interconnected by red and blue edges. The two-qubit R̂ZiZ j (θJ) gates in the single-cycle Floquet operator ÛF are applied on red
or blue bonds concurrently in the quantum circuit. The initial state |ψ(0)⟩ for the time evolution is prepared as a product state,
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FIG. S7. Error-mitigated data ⟨Ẑavg(t)⟩ are compared with the results obtained by the 2dTNS method with various bond dimensions (χ = 10,
20, 100, 200, and 300) for the heavy-hexagonal lattice of L = 133 qubits. The parameters (θx, θz) are a (0.9π, 0), b (0.9π, 0.5π), c (0.9π, π), d
(0.8π, 0), e (0.8π, 0.5π), and f (0.8π, π).

forming a domain-wall configuration of |0⟩’s and |1⟩’s, represented by white and black circles, respectively, in Fig. S13. We
evaluate the time evolution of the averaged magnetisation Ẑavg(t), defined in Eq. (3), over the same set A of qubits as in the
heavy-hexagonal lattice of L = 133 qubits, i.e., A = {57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71} (the qubit labels are
indicated in Fig. S13).

Figures S14b and S14c show the error-unmitigated raw data ⟨Ẑavg(t)⟩0 obtained using ibm torino for the one-dimensional
system of L = 112 qubits with the parameters (θx, θz) = (0.9π, 0.5π) and (0.8π, 0.5π), respectively. Additionally, Fig. S14a shows
the error-unmitigated raw data ⟨Ẑavg(t)⟩0 for the same system but with (θx, θz) = (π, 0.5π), which are utilised to mitigate errors
for ⟨Ẑavg(t)⟩0 with (θx, θz) = (0.9π, 0.5π) and (0.8π, 0.5π) shown in Figs. S14b and S14c. From the value of |⟨Ẑavg(t = 80T )⟩0|
shown in Fig. S14a, we can estimate the effective quantum circuit volume veff ≃ 350 at t/T = 80, which is significantly smaller
than the quantum circuit volume v = 8880 (the number of CZ gates in the quantum circuit increases by 111 for each operation
of ÛF in the one-dimensional system).

The error-mitigated data ⟨Ẑavg(t)⟩ for the one-dimensional system of L = 112 qubits with the parameters (θx, θz) = (0.9π, 0.5π)
and (0.8π, 0.5π) are shown in Fig. S15. In sharp contrast to the case for the heavy-hexagonal lattice of L = 133 qubits, the
period-doubling oscillations observed in the one-dimensional system are much weaker against the deviation of θx from π. We
find that the signals with these oscillations decay rather quickly in time steps for other parameter sets of (θx, θz) in one dimension,
even when θz = 0.9.

Moreover, in Fig. S15, the results for ⟨Ẑavg(t)⟩ obtained using ibm torino are compared with those calculated by the MPS
method with the bond dimensions χ = 500 and 1000, exhibiting the converged values. Remarkably, despite the simplicity
of the error-mitigation protocol introduced, these two results obtained using ibm torino and the MPS method show excellent
agreement, confirming the reliability of the results obtained using ibm torino.
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FIG. S8. Enlarged plots of Fig. S7, focusing on the time evolution for up to 50 time steps.

S5. TENSOR NETWORK SIMULATIONS: 2DTNS

In this section, we describe our 2dTNS method based on a gauging tensor network technique. Gauging tensor network
states (TNSs) provide a compact representation of quantum states within an approximation framework [S3, S5–S14]. The
gauging tensor network consists of two types of tensors: vertex tensors and gauge tensors. The vertex tensor has a physical
bond representing qubit degrees of freedom, as well as virtual bonds that reflect the topology of the system. The gauge tensor is
positioned on the edge connecting neighboring vertex tensors. The structure of the gauging tensor network for the IBM Quantum
Heron processor, ibm torino, which forms the heavy-hexagonal lattice, is illustrated in Fig. S16. For the heavy-hexagonal lattice,
there are two types of vertex tensors: one with two virtual bonds and the other with three virtual bonds. The dimension of the
virtual bond, i.e., bond dimension χ, controls the accuracy of the approximation. In our study, χ denotes the maximum bond
dimension utilised in a TNS.

To apply a two-qubit gate to a gauging TNS with bond dimension χ, we employ the time-evolving block decimation (TEBD)
method [S5], outlined in Fig. S17. Initially, in step (a), the surrounding gauge tensors and the vertex tensors targeted for the
two-qubit gate are contracted. Following this, QR decomposition is performed on the vertex tensor in step (b) to optimise the
computational efficiency for the subsequent singular value decomposition (SVD) in step (d). All tensors connected to the two-
qubit gate, along with the gauge tensor, are contracted in step (c). SVD is then executed on the resulting tensor in step (d),
yielding a total of 2χ singular values. To prevent an increase in bond dimension, only the χ largest singular values are retained,
with the remaining space truncated to dimension χ. Subsequently, this truncated diagonal matrix, composed of the χ largest
singular values, replaces the original gauge tensor, with the neighboring vertex tensors updated, in steps (e)-(g).

More generally, in a gauging TNS, gauge tensors are typically represented as diagonal matrices. While a gauging TNS
can describe the same quantum state, there exist various approaches to implement the gauge at an edge. One particularly
notable gauge is the canonical gauge, also known as Vidal’s gauge. Within this framework of the Vidal gauge, the vertex
tensors become isometric after absorbing all but one of the gauge tensors on their adjacent bonds, as schematically shown in
Fig. S18(a). A notable advantage of employing the Vidal gauge is evident when computing the expectation value of a local
physical quantity. For instance, when evaluating the expectation value of a physical quantity at a single site, the laborious
task of contracting the entire tensor network is replaced with local tensor contraction, as shown in Fig. S18(c). This presents
a significant advantage, particularly in the context of two-dimensional TNSs, where full contraction becomes computationally
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FIG. S9. Comparison of the results for ⟨Ẑavg(t)⟩ on the heavy-hexagonal lattice of L = 133 qubits obtained by the 2dTNS method with a given
bond dimension (χ = 20 in panels a-c and 300 in panels d-f) and the MPS method with various bond dimensions (χ = 1000, 3000, and 5000).
The parameters (θx, θz) are a (0.9π, 0), b (0.9π, 0.5π), c (0.9π, π), d (0.8π, 0), e (0.8π, 0.5π), and f (0.8π, π).

infeasible without resorting to approximate techniques.

However, the TEBD process generally disrupts the Vidal gauge, even when we start with a TNS with the Vidal gauge. A
procedure to restore this broken gauge is known as regauging. Particularly, simple and well-known regauging methods include
trivial simple update (tSU) [S15–S17] and belief propagation [S3, S14, S18–S21]. In our study, we adopt the tSU regauging
method outlined in Fig. S19. The tSU is a procedure essentially equivalent to that described in Fig. S17, except that the two-qubit
gate is replaced with identity. Repeatedly applying this procedure across all edges in the tensor network improves the gauge and
ultimately restores the Vidal gauge, in principle. While there is a mathematical proof for this in a tree tensor network [S21], it
is not established for a general tensor network with a loop structure. In our case, we assess the error C from the Vidal gauge, as
defined in Fig. S18(b), at each time step, and iterate the tSU until it sufficiently converges. Moreover, we observe no significant
difference between taking the Vidal gauge at every time step and only before measuring a physical quantity. This suggests that
the accuracy of a TNS itself at each time step is not greatly influenced by whether the Vidal gauge is taken or not. Additionally,
we performed calculations using the belief propagation [S3, S14], and found that the results coincide with those obtained using
the tSU, indicating convergence to the same fixed point [S21].

We utilise this method, referred to as the 2dTNS method, to simulate the quantum dynamics governed by the Floquet operator
ÛF described in the main text. Note that the single-qubit unitary gates R̂Zi (θz) and R̂Xi (θx) can be treated exactly within this
framework. As benchmark calculations, in Fig. S5, we compare the results of ⟨Ẑavg(t)⟩ for the heavy-hexagonal lattice of L = 28
qubits obtained by the 2dTNS method with various bond dimensions (χ = 40, 100, 300, and 400) with those obtained by the
state-vector method.

Finally, Fig. S20 shows typical results for the convergence of a TNS towards that with the Vidal gauge when excuting the tSU
regauging iterations during the simulations for the heavy-hexagonal lattice consisting of L = 133 qubits, which corresponds to
the results presented in Figs. S7 and S8. In this figure, each iteration of the tSU regauging process covers all the edges across the
entire lattice. As the time step t/T progresses, the number of iterations required for achieving a fixed accuracy also increases.
Nevertheless, even at t/T = 100, the convergence remains excellent with fewer than 30 iterations.
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FIG. S10. Enlarged plots of Fig. S9, focusing on the time evolution for up to 50 time steps.
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FIG. S11. Time evolution of local expectation values ⟨Z j(t)⟩ at t/T = 2, 8, 16, 24, 32, and 40 on the heavy-hexagonal lattice of L = 133 qubits
with the parameter (θx, θz) = (0.9π, 0.5π). a-f Error-mitigated expectation values obtained using ibm torino. g-l The corresponding results
obtained by the MPS method with the bond dimension χ = 1000. Here, the initial state is prepared as a product state with all qubits set to |0⟩,
representing a fully-polarised state.
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FIG. S12. (a) Raw data of the averaged magnetisation ⟨Ẑavg(t)⟩0,θx=π for the heavy-hexagonal lattice of L = 133 qubits with the parameter
(θx, θz) = (π, 0.5π) obtained using ibm torino. (b) Same as (a), but with the parameter (θx, θz) = (0.9π, 0.5π). (c) Error-mitigated data (yellow
diamonds) of the averaged magnetisation ⟨Ẑavg(t)⟩ for the heavy-hexagonal lattice of L = 133 qubits with the parameter (θx, θz) = (0.9π, 0.5π).
The results obtained by the MPS method with the bond dimension χ = 1000 are also shown with green triangles. Here, the initial state is
prepared as a product state with all qubits set to |0⟩, i.e., a fully-polarised state.
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FIG. S13. A one-dimensional lattice of L = 112 qubits embedded in the heavy-hexagonal lattice geometry of the IBM Quantum Heron
processor, ibm torino. The qubits forming the one-dimensional lattice are connected by red and blue edges. When the quantum device is
utilised, R̂ZiZ j (θJ) gates in the single-cycle Floquet operator ÛF applied on red or blue bonds are operated in parallel. The initial state is
prepared as a product state with qubits indicated by white (black) circles set to |0⟩ (|1⟩).
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FIG. S14. Error-unmitigated raw data ⟨Ẑavg(t)⟩0 for the one-dimensional lattice of L = 112 qubits obtained using ibm torino (see Fig. S13).
The parameters (θx, θz) are a (π, 0.5π), b (0.9π, 0.5π), and c (0.8π, 0.5π).
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FIG. S15. Error-mitigated data ⟨Ẑavg(t)⟩ (yellow diamonds) are compared with the results obtained by the MPS simulations with the bond
dimensions χ = 500 and 1000 (shown as blue crosses and purple diamonds, respectively) for the one-dimensional lattice of L = 112 qubits.
The parameters (θx, θz) are (a) (0.9π, 0.5π) and (b) (0.8π, 0.5π).
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FIG. S16. Schematic structure of the two-dimensional gauging tensor network for the heavy-hexagonal lattice comprising L = 133 qubits.
Edges represent virtual bonds with bond dimension χ. Vertex tensors, denoted as squares, have virtual bonds along with a physical bond
representing qubit degrees of freedom. Gauge tensors, depicted as diamonds, are positioned on the edges connecting neighboring vertex
tensors.
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FIG. S17. A depiction of the time-evolved block decimation (TEBD) process for a TNS given in Fig. S16. (a) The surrounding gauge tensors
are absorbed into the vertex tensors to which a two-qubit gate is applied. (b) QR decomposition is performed on the vertex tensor which
has the three virtual bonds to reduce the computational cost for the following singular value decomposition (SVD) procedure. (c) All tensors
connected to the two-qubit gate and the gauge tensor between the two vertex tensors are contracted. (d) SVD is performed on the tensor
obtained in step (c). (e) The isometric tensor obtained from the QR decomposition in step (b) is incorporated into the new tensor obtained
by SVD in step (d). (f) Inverses of the surrounding gauge tensors are computed and absorbed into the vertex tensors which have the physical
bonds. (g) New tensors are obtained.
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FIG. S18. (a) A TNS in the Vidal gauge satisfies the isometric condition after absorbing all but one of their neighboring gauge tensors around
the vertex tensors. (b) Deviation from the Vidal gauge is quantified with C. Here, ||A|| represents the Frobenius norm for a tensor A. Each
tensor A after contraction is assumed to be normalised, i.e., Ã = A/||A||. (c) Tensor contraction process for evaluating the expectation value
⟨Ôi⟩ of a local operator Ôi (denoted as a red square), assuming that a TNS is in the Vidal gauge.
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FIG. S19. Procedure for the trivial simple update (tSU), essentially equivalent to the process outlined in Fig S17, but without the inclusion of
the two-qubit gate.
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FIG. S20. Convergence to the Vidal gauge vs. the number m of iterations when employing the tSU regauging for the heavy-hexagonal
lattice comprising L = 133 qubits. The parameters (θx, θz) are (a) (0.8π, 0), (b) (0.8π, 0.5π), and (c) (0.8π, π). The bond dimension of the TNS
is χ = 200. Cm is the error from the Vidal gauge, defined as in Fig. S18(b), at iteration m, with color intensity denoting the time step t/T
(indicated at the top). We set the error tolerance of 10−8 to ensure compliance with the Vidal gauge in our simulations.
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