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Understanding quantum many-body systems with long-range or infinite-range interactions is of
relevance across a broad set of physical disciplines, including quantum optics, nuclear magnetic
resonance and nuclear physics. From a theoretical viewpoint, these systems are appealing since they
can be efficiently studied with numerics, and in the thermodynamic limit are expected to be governed
by mean-field equations of motion. Over the past years the capabilities to experimentally create
long-range interacting systems have dramatically improved permitting their control in space and
time. This allows to induce and explore a plethora of nonequilibrium dynamical phases, including
time-crystals and even chaotic regimes. However, establishing the emergence of these phases from
numerical simulations turns out to be surprisingly challenging. This difficulty led to the assertion
that mean-field theory may not be applicable to time-dependent infinite-range interacting systems.
Here, we rigorously prove that mean-field theory in fact exactly captures their dynamics, in the
thermodynamic limit. We further provide bounds for finite-size effects and their dependence on the
evolution time.

Introduction.— A multitude of currently investigated
many-body quantum systems features effective infinite-
range interactions [1–5]. This interaction type dramat-
ically influences both the equilibrium [6–10] and the
nonequilibrium [5, 11–16] properties of quantum and
classical [17, 18] many-body systems. From a theoreti-
cal perspective, infinite-range interacting systems are of-
ten described through collective (spin) models, which is
appealing since they can be efficiently simulated numer-
ically [19–22]. Moreover, in the thermodynamic limit,
mean-field theory is usually applicable (see Refs. [23, 24]
for a counterexample). Here, interactions lead to effec-
tive nonlinearities in the equations of motion [25–33].

A paradigmatic platform featuring infinite-range inter-
actions is an atom-cavity system, which is sketched in
Fig. 1(a). Here, an ensemble of atoms inside the cav-
ity couples collectively with a single optical cavity mode,
which mediates long-range interactions [34–37]. Current
experiments allow for the dynamical control of interac-
tion strengths and dissipation rates. Moreover, the in-
formation gathered from monitoring emissions (see, e.g.,
Ref. [38]) permits conditional time-dependent driving,
which depends on the emission signal itself, as in the
case of continuous feedback [39–43].

The combination of these techniques thus allows to
realize open quantum infinite-range interacting many-
body systems, whose dynamics is governed by time-
dependent generators, see Fig. 1(b). Such time-local
generators capture a large class of problems, since they
can also represent generic non-Markovian effects, in-
cluding those expressed through memory kernels [44].
Within a mean-field description, systems governed by
time-dependent generators show interesting nonequilib-
rium phases [41, 43, 45]. However, establishing their

FIG. 1. Time-dependent driving and control in an
atom-cavity setup. (a) Atoms (described by spin-1/2 par-
ticles) are coupled to a single cavity mode. The collective
atom-cavity interaction gives rise to an effective infinite-range
interacting system. Experiments allow to dynamically change
the Rabi frequency, Ω(t), and the detuning, δ(t), of a laser
driving the atoms. Even photo-emission rates may be var-
ied in time and emissions from the cavity may be used to
apply control operations conditional on the emission signal.
(b) Driven-dissipative protocols like the one sketched in panel
(a) generically induce non-Markovian effects in the evolution
of a quantum observable, X(t) = Φ(t)[X], implemented by
the propagator Φ(t). In these instances, the propagator fea-
tures a generator L(t) [cf. Eq. (1)], which is explicitly time-
dependent.

emergence can be rather controversial, since numerical
results may look incompatible with the mean-field pre-
diction. This discrepancy has even led to the asser-
tion that mean-field theory fails to capture the dynamics
of infinite-range interacting systems undergoing strong
driving [45].
In this paper, we resolve this issue by rigorously prov-

ing that mean-field theory is exact, in the thermodynamic
limit, for infinite-range interacting systems featuring
time-dependent dynamical generators [cf. Fig. 1(b)].
Our analytical derivation further shows how to interpret
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finite-size numerical results, which are affected by the
interplay between the size of the system and the length
of the evolution time. To benchmark our findings, we
reconsider the dissipative Floquet Ising model of Ref. [45]
and investigate the dynamics of collective observables
through extensive simulations. Despite the presence
of large finite-size effects, we show that numerical
results are indeed compatible with mean-field theory.
Finally, we analyze the spectrum of the microscopic
evolution map, which allows us to link the spectral
gap with the emergence of different mean-field phases.
Our work rigorously establishes mean-field theory as
an efficient and faithful approach for the study of
explicitly time-dependent and non-Markovian dynamics
in contemporary experimental setups.

Infinite-range time-dependent dynamics.— We
consider quantum systems consisting of N d-level parti-
cles, with d <∞. The single-particle algebra is spanned

by a Hermitean basis {vα}d
2

α=1, such that v†α = vα and
Tr(vαvβ) = δαβ . Commutators between basis elements
can be written in terms of the structure factors εηµν , as
[vµ, vν ] = i

∑
η ε

η
µνvη. Since we are interested in models

with infinite-range interactions, we introduce the collec-

tive operators Vα =
∑N

k=1 v
(k)
α , where v

(k)
α indicates the

operator vα of the kth particle. These systems are sub-
ject to an open quantum dynamics (see Fig. 1) described
by the propagator Φ(t), which implements the dynamics
of any operator X as X(t) = Φ(t)[X]. The propagator is
defined as the solution of the equation Φ̇(t) = Φ(t)◦L(t),
with ◦ denoting composition of maps and with time-
dependent generator L(t) having the form [46, 47]

L(t)[·] = i[H(t), ·] +
∑
α,β

cαβ(t)

2N
([Vα, ·]Vβ + Vα [·, Vβ ]) ,

H(t) =
∑
α

ωα(t)Vα +
∑
α,β

hαβ(t)

N
VαVβ .

(1)

The operator H(t) = H†(t) represents the Hamiltonian
of the system. The frequencies ωα(t) specify the non-
interacting term of the Hamiltonian, while the matrix
h(t) encodes the structure of the two-body infinite-range
interactions. We consider h(t) to be real. This is because
imaginary coefficients of h(t) would lead to commutators
between collective operators, resulting in irrelevant (in
the thermodynamic limit) noninteracting terms rescaled
by 1/N . The matrix c(t) in Eq. (1), which we decompose
as c(t) = a(t) + ib(t), must also be Hermitean. If it is
also positive [c(t) ≥ 0] for all times, the dynamics is
Markovian, in the sense of being divisible in terms of
completely positive maps [48–52]. In general, c(t) can
feature negative eigenvalues at certain times and L(t)
can thus encode non-Markovian effects. Even in these
cases, the propagator Φ(t) must be a completely positive

map since it represents a physical dynamics. For the
sake of concreteness, we assume all entries of ω(t), h(t)
and c(t) to be analytic functions on the positive real
line t ≥ 0 (see Supplemental Material [53] for details).
The rescaling 1/N in front of the “quadratic” terms
in Eq. (1) ensures a well-defined thermodynamic limit
(N → ∞).

Emergent mean-field theory.— An important class
of observables for many-body (open) quantum systems is
that of macroscopic observables [31, 57]. The latter are
defined as mN

α = Vα/N and encode macroscopic prop-
erties of the system. These operators provide relevant
order parameters able to discriminate between different
many-body phases. To derive the dynamics of macro-
scopic operators, one computes the action of the genera-
tor on them, L(t)[mN

α ]. The resulting operators consist of
second-order polynomials of macroscopic operators [53].
Applying the generator on these gives rise to a hierar-
chy of Heisenberg equations, which are not closed in the
large-N limit. To make analytical progress, one typically
resorts to so-called mean-field equations. The latter are
obtained under the assumption that the operators mN

α

become, in the thermodynamic limit, multiples of the
identity. The equations read [53]

ṁα(t) =

d2∑
β=1

ζβ(t)mβ(t) +

d2∑
β,β′=1

ξββ′(t)mβ(t)mβ′(t) ,

(2)
with coefficients ζβ(t) = −

∑
µ ωµ(t)ε

β
µα and ξββ′(t) =

−
∑

µ [bµβ′(t) + 2hµβ′(t)] εβµα. In Eq. (2), mα(t) is ex-

pected to approximate the behavior of mN
α in the large-

N limit. In what follows, we demonstrate that such an
approximation is in fact exact for systems described by
the time-dependent generator in Eq. (1). More precisely,
we prove that

lim
N→∞

⟨Φ(t)[mN
α ]⟩ = mα(t) , (3)

with mα(t) being the solution of Eq. (2).
To this end, we introduce a suitable “error function”,

EN (t) :=

d2∑
α=1

〈
Φ(t)

[(
mN

α −mα(t)
)2]〉

, (4)

which measures how much the macroscopic operatorsmN
α

deviate, at time t, from mα(t). The rationale is that
showing limN→∞ EN (t) = 0 directly implies Eq. (3) and,
thus, the validity of the mean-field theory in Eq. (2). As
shown by the theorem below, the value assumed by the
error function EN (t), at any time t, can be controlled by
its initial value EN (0). Thus, if the initial state is such
that EN (0) → 0, the mean-field approximation is exact.
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Theorem 1. Considering the generator in Eq. (1) and
the assumption on its coefficients, one has that

EN (t) ≤ eC1tEN (0) +
C2

C1N

(
etC1 − 1

)
, (5)

where C1, C2 are N -independent constants. Moreover, if
the initial state is such that limN→∞ EN (0) = 0, then
limN→∞ EN (t) = 0, for any t > 0.

The proof of the theorem is given in the Supplemen-
tal Material [53]. It relies on showing that the function
EN (t) is differentiable and it exploits the approach put
forward in Ref. [32] to derive the bound in Eq. (5). Typ-
ical initial states of theoretical and experimental interest
feature short-range correlations, e.g., uncorrelated prod-
uct states. For such states, EN (0) ∼ 1/N , so that

EN (t) <
eC1t

N

(
1 +

C2

C1

)
. (6)

The above inequality leads to two related statements:
i) For any finite system, the mean-field equations may
become inaccurate at sufficiently large times; ii) For
any finite time t, the mean-field equations become more
and more accurate upon increasing the system size N .
The larger is the time t the larger is the system size
required to reach a desired level of accuracy. These
observations are crucial for recognizing signatures of
emergent mean-field dynamics in finite-size analysis.

Dissipative Ising model.— To explore how mean-field
behavior emerges from finite systems, we consider an
infinite-range dissipative quantum Ising model. The col-
lective operators for the model are the operators Vα =∑N

k=1 σ
(k)
α (α = 1, 2, 3), where σα are Pauli matrices.

(Note that the matrices σα are not normalized, since
Tr(σασβ) = 2δαβ , but this is not essential for the proof.)
The dynamical generator has the form in Eq. (1), with
time-periodic Hamiltonian

H(t) = −gV
2
1

N
+ [∆0 +∆1 sin(χt)]V3 , (7)

and time-independent dissipation described by the
matrix c11 = c22 = 2γ and c12 = −c21 = i2γ. Such
a dissipative contribution accounts for collective decay
[through the jump operator V− = (V1 − iV2)/(2

√
N)] at

rate 2γ [53]. In Eq. (7), the parameter g encodes the
Ising coupling strength, while the external field (in the
z-direction) consists of a constant term ∆0 and a time-
dependent driving, with amplitude ∆1 and frequency
χ. As initial state, we consider fully polarized product
states, i.e., with spins all pointing in the same direction.
The initial expectation is given by ⟨·⟩ = ⟨ψ(0)| · |ψ(0)⟩,
with |ψ(0)⟩ =

⊗N
k=1 |θ, ϕ⟩, where θ, ϕ are Euler angles.

The infinite-range dissipative Ising model falls in the
class of systems in Eq. (1) and the initial state is such

that limN→∞ EN (0) = 0. We can thus investigate the
emergent behavior of the model via a mean-field theory.

Nonequilibrium phase diagram.— In the absence of
the external field (∆0 = ∆1 = 0), the dissipative Ising
model introduced above shows a nonequilibrium transi-
tion from a stationary phase to a boundary time-crystal
[58–60], featuring self-sustained oscillations out of a static
driving. However, such a phase does not manifest for
∆0 > 0. From now on, we focus on finite ∆0 values [see
Fig. 2(a)] and on the largest angular momentum sector.
Both the system Hamiltonian H(t) and the dissipative

term feature a Z2-symmetry, V1 → −V1 and V2 → −V2,
implemented by the parity operator

∏N
k=1 σ

(k)
3 . In the

absence of periodic driving (∆1 = 0) and for sufficiently
large external field ∆0 > ∆c

0 ≈ 1.87 [cf. Fig. 2(a)], the
system features a unique stationary state, which pos-
sesses the same symmetry of the dynamical generator.
On the other hand, for sufficiently weak external fields
∆0 < ∆c

0, the system spontaneously breaks the symme-
try of the generator and enters a “stationary” bistable
phase. The stable solutions present a nonzero magneti-
zationm1, with opposite sign. For a given choice of Euler
angles for the initial state |ψ(0)⟩, the system approaches
either one or the other symmetry-broken state.
When switching on the field ∆1 > 0, the system Hamil-

tonian becomes periodic in time. Due to the presence
of dissipation, one expects the system to approach, at
long times, a unique limit cycle, with same period of the
driving, τ = 2π/χ. This is what is observed generically
for any finite system. However, in the thermodynamic
limit, we observe an interesting phase diagram. For small
driving amplitudes ∆1, moving away from the symmetric
stationary phase, the macroscopic magnetizations remain
stationary even in the presence of the periodic driving.
On the other hand, turning on the periodic driving start-
ing from the stationary bistable regime ∆0 < ∆c

0, leads to
the emergence of two stable symmetry-broken limit-cycle
solutions. The latter essentially originate from small os-
cillations around the stable stationary solutions. Which
limit cycle is approached depends on the initial state.
For increasingly large parameter ∆1 in the region

∆0 < ∆c
0, an interesting phenomenology emerges. The

system starts showing subharmonic responses to the
time-dependent driving, such as, for instance, a limit
cycle with period 2τ [45]. For even larger amplitudes
∆1, there can emerge even lower harmonic responses
until the system enters a fully chaotic regime [45]. If ∆1

is further increased above a certain threshold [∆1 ≈ 1.5
in Fig. 2(a)], the periodic driving brings the system into
the symmetric stationary phase.

Finite-size analysis.— The prediction from mean-field
theory is strictly valid only in the thermodynamic limit
N → ∞, see, e.g., Eq. (6). In realistic experiments,
quantum systems can be very large but they are anyway
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FIG. 2. Dissipative Floquet Ising model. (a) Order parameter |m̄1|, where m̄1 = [
∫ nτ

0
dtm1(t)]/(nτ), as a function of

∆0/γ and ∆1/γ with n = 300. (b-c) Comparison between the mean-field magnetization of m1(t) and finite-N exact results for
∆1/γ = 0.1 and ∆0/γ = 1. Panel (b) shows results for N = 10, 20, 30. Panel (c) shows instead a more extensive comparison
for N = 200, 400, . . . , 1800 in a smaller time window. (d-e) Same as in (b-c) for ∆1/γ = 1. (f) Semi-log plot of the gap λ1 as a
function of the system size for the time-independent case ∆1 = 0. (g) Same as in (f) for ∆1/γ = 0.1. (h) Log-log plot of the
gap as a function of the system size for ∆1 = γ. (i) Plot of the eigenvalue Λ1 in the complex plane for ∆1 = 0.1γ (positive real
part) and for ∆1 = γ (negative real part). In all panels, the remaining dynamical parameters are g = χ = γ and the initial
state is characterized by θ = 0.5π, ϕ = 0.1π.

always finite. In what follows, we perform extensive nu-
merical investigations and observe and discuss signatures
of emergent mean-field behavior in finite systems.

We start by looking at the dynamics of macroscopic
magnetization operators in the symmetry-broken limit-
cycle phase. In Fig. 2(b), we show a comparison between
mean-field theory and simulations for small systems. The
mean-field prediction approaches a limit-cycle with pos-
itive m1(t). For relatively small systems, we observe in-
stead a convergence toward m1 = 0, which is necessary
since for any finite system the stationary state is sym-
metric. We note that this approach to stationarity be-
comes slower and slower the larger the system size. At
first sight, these results seemingly suggest that mean-
field theory fails to capture the behavior of the system.
However, one has to remember in which sense mean-field
theory is valid. Its validity requires looking at a given
time and taking the limit N → ∞ [cf. Eq. (6)]. This
scaling is presented in Fig. 2(c), which shows indeed how
finite-N simulations approach the mean-field prediction.

Next, we consider a point in the phase diagram asso-
ciated with chaotic dynamics. As shown in Fig. 2(d),
while the mean-field prediction shows an aperiodic
pattern, finite-N results approach a periodic solution,
with period τ . Also this plot may seem to indicate a
failure of the mean-field theory (as stated in Ref. [45]).
However, an approach to a periodic solution for large
times is necessary for any finite systems, since the latter
always feature a unique asymptotic limit-cycle state.
To see that mean-field theory is exact also in this case,
we consider, in Fig. 2(e), larger system sizes within an
initial time window [see again Eq. (6)]. The agreement
for increasing system sizes is evident.

Floquet spectrum and gap.— We now connect the
emergence of exotic mean-field solutions, with aperiodic
behavior or with period different from the driving pe-

riod τ , to properties of the dynamical generator. To this
end, we consider the spectrum of the Floquet map in
the Schrödinger picture (see details in Ref. [53]), Φ∗(τ),
which evolves the system state over a single period τ . If
such a map can be diagonalized, we can write it as

Φ∗(τ)[ρ] =
∑
m

ΛmTr (ℓmρ) rm , (8)

with rm, ℓm being the right and the left eigenmatrices
of the Floquet map and Λm the associated eigenvalues
[the spectrum of Φ(τ) coincides with that of Φ∗(τ)]. Due
to physical constraints, the map Φ∗(τ) has an eigenvalue
Λ0 = 1, necessary for trace-preservation, while the re-
maining ones must be such that |Λm| ≤ 1. If Λ0 is the
sole eigenvalue with modulus one, the system state con-
verges, in the long-time limit, to a unique limit cycle,
ρLC(t), t ∈ [0, τ). The whole limit cycle can be obtained
by noticing that ρLC(0) = limn→∞ Φ∗n(τ)[ρ] = r0 and
ρLC(t) = Φ∗(t)[ρLC(0)], t ∈ [0, τ).
Nontrivial dynamical behavior, such as that in the

phase diagram of Fig. 2(a), emerges when additional
eigenvalues approach a unit modulus, |Λm| → 1, in the
thermodynamic limit. For instance, when the second
dominant eigenvalue Λ1 → 1, the system still approaches
a limit cycle with period τ . However, the latter is degen-
erate as it depends on the initial state ρ, since

ρLC(0) → r0 +Tr[ℓ1ρ(0)]r1 . (9)

On the other hand, whenever Λ1 → −1, the system en-
ters a discrete time-crystalline phase (DTC) (see, e.g.,
Refs. [61–63]), with a degenerate limit cycle showing a
period τDTC = 2τ , since

ρDTC(nτ) → r0 + (−1)nTr[ℓ1ρ(0)]r1 . (10)

The factor (−1)n enforces that the system returns to
its current state only after two periods. Responses with
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larger multiples of the driving period, or even aperiodic
responses, require two or more additional eigenvalues ap-
proaching unit modulus and with imaginary components.

We now study the spectrum of the Floquet map in
different scenarios, focusing in particular on the gap
λ1 = log |Λ1|/τ , which tends to 0 when degenerate
asymptotic solutions emerge. In Fig. 2(f), we show the
gap for the time-independent case ∆1 = 0, in the bistable
regime. The gap closes exponentially with the system
size, denoting the emergence of two stable solutions. In
Fig. 2(g), we consider the parameter regime of Fig. 2(b-c)
featuring a bistable limit-cycle phase. Also in this case,
the gap closes exponentially and Λ1 → 1 [cf. Fig. 2(i)
and Eq. (9)]. Finally, in Fig. 2(h) we consider the case of
Fig. 2(d-e) showing the emergence of chaotic behavior.
In this case, the gap closes with a power-law behavior
λ1 ∝ N−1, with Λ1 → −1 [cf. Fig. 2(i)]. The fact that
mean-field theory shows aperiodic behavior implies that
for even larger systems (beyond the sizes we can access)
other eigenvalues Λm must approach |Λm| → 1.

Discussion.—We have presented a rigorous proof of the
validity of mean-field theory for infinite-range open quan-
tum spin systems, described by a generic time-dependent
dynamical generator. This includes the situation of time-
periodic, or Floquet, open quantum dynamics. Our proof
can be extended to account for other types of dynami-
cal effects, such as local dissipative processes [33, 64],
which leave the system permutation invariant. Our ap-
proach may also be exploited to prove the validity of
mean-field theory in genuine stroboscopic dynamics, re-
alized via piecewise continuous generators L(t).
To benchmark our theory, we have performed exten-

sive numerical simulations of a dissipative Floquet Ising
model, which was also studied in Ref. [45]. There it
was suggested that mean-field theory fails to capture
the dynamical behavior at strong driving (∆1 = γ).
We were unable to confirm this and also did not find
striking differences between treating the weak and strong
driving regimes. Finite-size effects can, however, be
sizable. Also the analysis of the spectrum of the Floquet
propagator did not display any peculiarities that would
hint towards a breakdown of mean-field theory in the
thermodynamic limit.
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I. MAIN THEOREM

In this section, we provide a step-by-step proof of the theorem stated in the main text. Before that, we start
defining some important quantities that will be exploited later on.

We start by decomposing the generator in Eq. (1) of the main text into four different parts. The first two account
for the Hamiltonian contribution and are given by

HLoc(t)[X] = i
∑
µ

ωµ(t)Vµ , HInt(t)[X] = i
∑
µν

hµν(t)

N
[VµVν , X] .

The other two terms are instead related to dissipation and are defined as

A(t)[X] =
∑
µν

aµν(t)

2N
[[Vµ, X] , Vν ] , B(t)[X] = i

∑
µν

bµν(t)

2N
{[Vµ, X] , Vν} ,

with a(t) and b(t) being the real and the imaginary part of the Kossakowski matrix c(t). Through these maps the
generator can be written as L(t) = HLoc(t) +HInt(t) +A(t) + B(t).

We then consider the action of these different terms on the macroscopic observables mN
α = Vα/N considered in the

main text. For the Hamiltonian contributions, this gives

HLoc(t)[mN
α ] = −

∑
µ,η

ωµ(t)ε
η
µαm

N
η , HInt(t)[mN

α ] = −
∑
µ,ν,η

hµν(t)
(
εηναm

N
µ m

N
η + εηµαm

N
η m

N
ν

)
, (S1)

where we made use of the structure constants εηµν , such that [Vµ, Vν ] = iεηµνVη. Moreover, for the dissipative part we
obtain

A(t)[mN
α ] = −

∑
µ,ν,η,ξ

aµν(t)

2N
εηµαε

ξ
ηνm

N
ξ , B(t)[mN

α ] = −
∑
µ,ν,η

bµν(t)

2
εηµα

(
mN

η m
N
ν +mN

ν m
N
η

)
. (S2)

It is important to note that the map A(t) generates terms proportional to a single macroscopic observable further
suppressed by a factor 1/N . As we shall see, this contribution becomes irrelevant in the thermodynamic limit. The
relations above allow us to directly write the mean-field equations reported in Eq. (2) of the main text. We indeed
notice that Φ̇(t)[mN

α ] = Φ(t) ◦ L(t)[mN
α ] and assuming convergence of the macroscopic variables to multiples of the

identity, we find

ṁα(t) = −

[∑
µ,η

ωµ(t)ε
η
µαmη(t) +

∑
µ,ν,η

hµν(t)
(
εηναmµ(t)mη(t) + εηµαmη(t)mν(t)

)
+

∑
µ,ν,η

bµν(t)ε
η
µαmη(t)mν(t)

]
, (S3)

which can be rewritten as they appear in Eq. (2) of the main text.

We can now proceed with the actual proof of the theorem, recalling that the assumptions are:
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• C1) The functions ωµ(z), hµν(z), cµν(z) are analytic for z ∈ D, where D is a simply connect domain in the
complex plane C. The domain contains, in its interior, the non-negative part of the real line.

• C2) The initial state of the system is such that limN→∞ EN (0) = 0.

Proof: The idea of the proof is to find a suitable bound to the growth of the error function EN (t) [cf. Eq. (4)] with
time. To this end, it is convenient to look at the derivative of such a quantity. In Lemma 2, we show that the map
Φ(t), solving the differential equation Φ(t) ◦L(t), exists and is analytic in D due to our assumption C1. In Lemma 1,
we show that the solution to the mean-field equations exists and is a differentiable function over the whole (positive)
real line. As a consequence of these two Lemmata (proven in the next Section), we conclude that the function EN (t)
is differentiable, for t > 0. We thus have

ĖN (t) =

d2∑
α=1

{〈
Φ(t) ◦ L(t)

[(
mN

α −mα(t)
)2]〉− 2ṁα(t)

〈
Φ(t)

[
mN

α −mα(t)
]〉}

. (S4)

Note that, mα(t) is a scalar quantity and can thus be freely moved inside and outside of the expectation value ⟨·⟩.
Moreover, we have L(t)[mα(t)] = 0. For our generator, we further have the following equality

L(t)[XY ] = L(t)[X]Y +XL(t)[Y ] +

d2∑
µ,ν=1

cµν(t)

N
[Vµ, X] [Y, Vν ] .

Exploiting this relation in Eq. (S4) allows us to write

ĖN (t) =

d2∑
α=1

{〈
Φ(t)

[(
L(t)

[
mN

α

]
− ṁα(t)

)(
mN

α −mα(t)
)]〉

+
〈
Φ(t)

[(
mN

α −mα(t)
)(

L(t)
[
mN

α

]
− ṁα(t)

)]〉}

+

d2∑
α=1

d2∑
µ,ν=1

〈
Φ(t)

[
cµν(t)

N

[
Vµ,m

N
α

] [
mN

α , Vν
]]〉

.

(S5)

The second term in the first line of the above equation is the complex conjugate of the first one, so that we only
need to control one of the two. The third term (second line of the above equation), which we call here T3 is instead
bounded by

|T3| =

∣∣∣∣∣∣
d2∑

α=1

d2∑
µ,ν=1

〈
Φ(t)

[
cµν(t)

N

[
Vµ,m

N
α

] [
mN

α , Vν
]]〉∣∣∣∣∣∣ ≤ 4d6cmax

N
. (S6)

Here, we have assumed that the coefficients of the dynamical generator are all bounded on the non-negative real line
by the constant cmax = supt∈[0,∞),∀µ,ν {|cµν(t)|, |hµν(t)|, |ωµ(t)|} (see last paragraph of this Section for a discussion
about those cases in which these coefficients are not bounded when t→ ∞). We further used that ∥vα∥ ≤ 1 and that∥∥[Vµ,mN

α

]∥∥ ≤ 2.
We then consider the first sum in Eq. (S5). We focus on the term inside the first round brackets. Using the

mean-field equations and the relations in Eqs. (S1)-(S2), we can write

L(t)
[
mN

α

]
− ṁα(t) = −

d2∑
µ,η=1

ωµ(t)ε
η
µα

(
mN

η −mη(t)
)
−

d2∑
µ,ν,η=1

hµν(t)ε
η
να

(
mN

µ m
N
η −mµ(t)mη(t)

)
−

d2∑
µ,ν,η=1

hµν(t)ε
η
µα

(
mN

η m
N
ν −mη(t)mν(t)

)
+A(t)[mN

α ]

−
d2∑

µ,ν,η=1

bµν(t)

2
εηµα

(
mN

η m
N
ν −mη(t)mν(t)

)
−

d2∑
µ,ν,η=1

bµν(t)

2
εηµα

(
mN

ν m
N
η −mν(t)mη(t)

)
.

(S7)

First, we note that

∥A(t)
[
mN

α

]
∥ ≤ d8cmaxε

2
max

2N
.
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with εmax = sup∀µ,ν,η
{
|εηµν |

}
Then, we note that the first term in Eq. (S7) shows the difference of linear macroscopic

operators and mean-field variables. All other terms involve instead the difference between quadratic objects. Since
they all have the same structure, we collect all linear terms together and all quadratic terms together. In this way,
we can write

L(t)
[
mN

α

]
− ṁα(t) =

d4∑
s=1

qs(t)
(
mN

ηs
−mηs

(t)
)
+

4d6∑
s=1

ps(t)
(
mN

ηs
mN

µs
−mηs

(t)mµs
(t)

)
+A(t)[mN

α ] , (S8)

where all the coefficients are such that |qs(t)|, |ps(t)| ≤ cmaxεmax.
We can now show how to bound the different terms appearing in Eq. (S5), by looking at representative linear and

nonlinear terms. For the linear terms, we consider a bound to the expectation they give rise to. This can be found

by using Cauchy-Schwarz inequality and noticing that
〈
Φ(t)

[(
mN

α −mα(t)
)2]〉 ≤ EN (t). In this way, we find∣∣∣〈Φ(t) [(mN

ηs
−mηs

(t)
)(
mN

α −mα(t)
)]〉∣∣∣ ≤ EN (t) .

For the nonlinear terms, we first consider that

mN
ηs
mN

µs
−mηs

(t)mµs
(t) =

(
mN

ηs
−mηs

(t)
)
mN

µs
+

(
mN

µs
−mµs

(t)
)
mηs

(t) . (S9)

Here, we observe that ∥mN
µs
∥ ≤ 1 and that, due to considerations in Lemma 1, |mηs

| ≤
√
M , where M =

∑
αm

2
α(t) is

a constant of motion for the mean-field equations. As such we can bound both the nonlinear terms of Eq. (S9) when
inserted in the first term of Eq. (S5) as∣∣∣〈Φ(t) [(mN

ηs
−mηs(t)

)
X
(
mN

α −mα(t)
)]〉∣∣∣ ≤ √

MEN (t) ,

which is valid for both X = mµs and X = mηs(t). The last contribution to be considered for the first term in Eq. (S5)
is given by ∣∣∣〈Φ(t) [A(t)

[
mN

α

] (
mN

α −mα(t)
)]〉∣∣∣ ≤ cmaxε

2
maxd

8

2N
(1 +

√
M) ,

where we exploited the consideration we made after Eq. (S2) and that ∥mN
α −mα(t)∥ ≤ 1 +

√
M .

All together, the above considerations show that, defining

T1 =

d2∑
α=1

〈
Φ(t)

[(
L(t)

[
mN

α

]
− ṁα(t)

)(
mN

α −mα(t)
)]〉

,

we have

|T1| ≤ cmaxεmaxd
6
(
1 + 8d2

√
M

)
EN (t) +

cmaxε
2
maxd

10(1 +
√
M)

2N
.

Moreover, we note that the second term T2 in Eq. (S5) is, as we already mentioned, the complex conjugate of T1 so
that the same bound holds also for it. Recalling also the result for T3 in Eq. (S6), we overall find that

ĖN (t) ≤
∣∣∣ĖN (t)

∣∣∣ ≤ C1EN (t) +
C2

N
,

where

C1 = 2cmaxεmaxd
6
(
1 + 8d2

√
M

)
, C2 = cmaxε

2
maxd

10(1 +
√
M) + 4d6cmax .

Due to Gronwall Lemma, we thus have

EN (t) ≤ etC1EN (0) +
C2

C1N

(
etC1 − 1

)
and exploiting our assumption (C2) on the initial state we find

lim
N→∞

EN (t) ≤ etC1 lim
N→∞

EN (0) + (etC1 − 1) lim
N→∞

C2

C1N
= 0 .

As a final note, we comment on the situation in which the coefficients of the dynamical generator
ωµ(z), hµν(z), cµν(z) are not bounded on the whole line t ∈ [0,+∞). In such a case, one considers the growth of
EN (t) on any compact interval t ∈ [0, T ], with arbitrary T > 0. The analyticity of ωµ(z), hµν(z), cµν(z) guaran-
tees their boundedness on such intervals, which is enough to prove the theorem with the same argument exploited
above.
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II. LEMMATA

Lemma 1. Consider the generator in Eq. (1) for arbitrary finite N . Furthermore, assume that ωα(z), hαβ(z) and
cαβ(z) are analytic functions on a simply connected domain D, which contains the non-negative part of the real line,
{z = x+ iy : x ≥ 0, y = 0}, in its interior. The corresponding system of mean-field differential equations in Eq. (2),
with initial conditions mα(0) = m0

α, admits a unique (infinitely) differentiable solution for t ∈ [0,∞).

Proof: The system in Eq. (2) is a nonlinear system of differential equations with time-dependent coefficients, which
can be written as [m = (m1,m2,m3, . . .md2)T ]

ṁ(t) = f(t,m(t)) .

The initial time is t = 0 and the initial conditions are given by mα(0) = m0
α. The vector function f consists of,

at most, polynomials of degree two in the m variables, and is thus infinitely differentiable with respect to m. The
function f is moreover infinitely differentiable with respect to t, due to our assumption on ωα(z), hαβ(z) and cαβ(z)
being analytic in D containing the non-negative real line. As such, the vector function f(t,m) is locally Lipschitz
continuous in m, uniformly in t [54, 55]. Therefore, there exists a unique local solution in the neighbourhood of
t = 0 [55, 56]. Due to the smoothness of the coefficients specifying the generator, the solution m(t) is an infinitely
differentiable function with respect to time [55]. We now want to show that such solution can be continued to the
whole positive real line.

To this end, we note that the system of differential equations features the conserved quantity

M =

d2∑
α=1

m2
α(t) =

d2∑
α=1

m2
α(0) ,

so that one has |mα(t)| ≤
√
M , for all times t > 0. The vector of solutions m(t) thus cannot escape any compact in

Rd2

in any finite time. This implies that the solution m(t) extends to the whole interval t ∈ [0,+∞) (see for instance
Chapter 2 of Ref. [55]).

Lemma 2. Consider the generator in Eq. (1) for arbitrary finite N . Furthermore, assume that ωα(z), hαβ(z) and
cαβ(z) are analytic functions on a simply connected domain D, which contains the non-negative part of the real line,
{z = x+ iy : x ≥ 0, y = 0}, in its interior. Let also D ∋ z0 = 0. Then, the map Φ(z), defined through the differential
equation Φ̇(z) = Φ(z) ◦ L(z), with initial condition Φ(z0) = id (where id represents the identity map), is analytic in
D.

Proof: The proof of the Lemma closely follows the standard proof for systems of ordinary equations (see, e.g.,
Ref. [56], in particular Section 7 of Chapter 3). To this end, it is convenient to first reshape the map differential
equation Φ̇(z) = Φ(z) ◦ L(z) into a more familiar matrix-vector differential form.

The Hilbert space of the considered system of N d-level particles is spanned by a many-body basis {|α⟩}dN

α=1. The
map Φ(z) acts on operators and is thus fully specified by the quantities

Φ(α1,α2,α3,α4)
z = ⟨α3|Φ(z) [|α1⟩⟨α2|] |α4⟩ ,

which we can exploit to define the vector (with |α1, α2, α3, α4⟩ = |α1⟩|α2⟩|α3⟩|α4⟩)

|φ(z)⟩ =
dN∑

α1,α2,α3,α4=1

Φ(α1,α2,α3,α4)
z |α1, α2, α3, α4⟩ .

The original system of differential equations thus reads

⟨α3| Φ̇(z) [|α1⟩⟨α2|] |α4⟩ = ⟨α3|Φ(z)
[
L(z) [|α1⟩⟨α2|]

]
|α4⟩ .

Introducing identities in the form
∑

α |α⟩⟨α| before and after the action of the generator, we find

⟨α1, α2, α3, α4|φ̇(z)⟩ = ⟨α3| Φ̇(z) [|α1⟩⟨α2|] |α4⟩ =
dN∑

α5,α6=1

L(α1,α2,α5,α6)
z Φ(α5,α6,α3,α4)

z .



5

This suggests that the generator L(z) can be represented through the matrix L(z),

L(z) =
dN∑

α1,α2,α3,α4,α5,α6=1

L(α1,α2,α5,α6)
z |α1, α2, α3, α4⟩ ⟨α5, α6, α3, α4| ,

and that the differential equation for the map Φ(z) can be converted into the more familiar looking form

|φ̇(z)⟩ = L(z) |φ(z)⟩ . (S10)

Since the map Φ(z = 0) is the identity map, we have Φα1,α2,α1,α2

0 = 1, ∀α1, α2, with all other entries being zero. We
can now exploit standard arguments for ordinary differential equations [56].

Due to our assumption on the dynamical generator L(z), the matrix L(z) (which is finite dimensional) is analytic
within a simply connected domain D. We consider a point z1 inside the domain and a smooth arc Γ, from z0 to z1, of
overall length ℓ. Since L(z) is analytic in D, it is possible to find a constant C, such that ∥L(z)∥ < C for z ∈ Γ. We
construct an approximation to the solution of the differential equation, essentially through truncated Dyson series, as

|φn(z)⟩ =
n∑

m=0

∫ z

0

dsn

∫ sn

0

dsn−1· · ·
∫ s2

0

ds1L(sn)L(sn−1) . . .L(s1) |φ(0)⟩ ,

where integration is taken along the arc Γ. These functions are analytic and satisfy the iterative equation

|φn(z)⟩ = |φ(0)⟩+
∫ z

0

dsL(s) |φn−1(s)⟩ . (S11)

The approximation functions are bounded by

∥|φn(z)⟩∥ ≤ ∥ |φ(0)⟩ ∥
n∑

m=0

Cnℓn

n!
.

The above argument is actually valid for any point z ∈ D which can be reached from z0 and is thus valid for any closed
region R in D. The functions |φn(z)⟩ are therefore analytic in R and they uniformly converge to the analytic, in R,
function |φ(z)⟩ = limn→∞ |φn(z)⟩. Looking at the relation in Eq. (S11), it can be seen that |φ(z)⟩ is the (unique)
solution of the differential equation in Eq. (S10). Given that the functions in the vector |φ(z)⟩ are analytic in D, the
map Φ(z) is also analytic in such domain.
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III. DISSIPATIVE FLOQUET ISING MODEL

In this Section we provide details on the dissipative Floquet Ising model that we consider in the main text. The
dynamical generator, in diagonal form, for such a system is given by the map

L(t)[X] = i[H(t), X] + γ
(
2V+XV− − V+V−X −XV+V−

)
. (S12)

Here, the Hamiltonian H(t) is the one given in Eq. (7) and the operators appearing in the dissipative part of the

generator are V− = (V1−iV2)/(2
√
N) and V+ = V †

−. Due to the collective character of the dynamics, the total angular
momentum V 2 = V 2

1 + V 2
2 + V 2

3 is dynamically conserved. We focus on the fully symmetric subspace in which V 2 is
maximal.

For the above system, the mean-field equations read

ṁ1(t) = −2 [∆0 +∆1 sinχt]m2(t) + γm1(t)m3(t) ,

ṁ2(t) = 4gm1(t)m3(t) + 2 [∆0 +∆1 sinχt]m1(t) + γm2(t)m3(t) ,

ṁ3(t) = −4gm1(t)m2(t)− γ[m2
1(t) +m2

2(t)] .

(S13)

Conservation of the total angular momentum to its maximal value requires m2
1(t) +m2

2(t) +m2
3(t) = 1 at the level of

the mean-field equations. We solve the above equations numerically with initial conditions associated with the state
|ψ0⟩ =

⊗N
k=1 |θ, ϕ⟩. That is, m1(0) = sin θ cosϕ, m2(0) = sin θ sinϕ, and m3(0) = cos θ. With regard to the finite-N

numerical simulations, we generate the initial state as

ρ(0) = |ψ(0)⟩⟨ψ(0)| , with |ψ(0)⟩ = e−
i
2V3ϕe−

i
2V2θ |N⟩ ,

and V3 |N⟩ = N |N⟩. The quantum state is evolved by considering the dual propagator Φ∗(t), such that ρ(t) =
Φ∗(t)[ρ(0)]. The latter obeys the differential equation Φ̇∗(t) = L∗(t) ◦ Φ∗(t), with dual Lindblad generator (in the
Schrödinger picture)

L∗(t)[ρ] = −i[H(t), ρ] + γ
(
2V−ρV+ − V+V−ρ− ρV+V−

)
.

To obtain the gap of the Floquet generator Φ(τ), we consider the map Φ∗(τ) —which possesses the same spectrum
of Φ(τ)— and approximate it, using a Trotter expansion, as (with M = 5000)

Φ∗(τ) ≈
M∏
k=1

(
e

τ
M L∗

1( kτ
M ) ◦ e τ

M L∗
0

)
.

Here, the product means composition of maps and it is ordered with the smallest k on the right and the largest ones
on the left. Moreover, we have defined the time-dependent map

L∗
1(t)[ρ] = −i[∆1 sin(χt)V3, ρ] ,

from which we also have the time-independent term L∗
0 = L∗(t)− L∗

1(t).
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