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Among lattice configurations of densely packed hard ellipses, Monte Carlo simulations are used to
identify the so-called parallel and diagonal lattices as the two favourable states. The free energies of
these two states are computed for several system sizes employing the Einstein Crystal method. An
accurate calculation of the free energy difference between the two states reveals the parallel lattice
as the state with lowest free energy. The origin of the entropic difference between the two states is
further elucidated by assessing the roles of the translational and rotational degrees of freedom.

Since the early 1950s, when computer simulations were
first used to tackle problems of statistical mechanics nu-
merically [1, 2], these methods have provided an ex-
tremely valuable insight into the pivotal role that en-
tropy plays in self-assembling systems. Notably, the long-
standing notion of entropy being a thermodynamic poten-
tial driving any system into disorder was instantly chal-
lenged when simulations of hard spheres first indicated
[3, 4] (and later confirmed [5–8]) their crystallization, i.e.,
an ordering transition. Self-assembly was seen to occur
into two alternative states, fcc and hcp lattices, with the
question which of these two states possesses a lower free
energy evolving into a decade-long scientific debate - dis-
cussed vigorously in many theoretical studies using a va-
riety of numerical and analytical methods [9–11]- before
being settled in favor of fcc lattice [12–16].

In systems of hard ellipses the situation becomes even
more involved, as in addition to the translational degrees
of freedom (DOFs) also a rotational DOF comes into play.
Onsager was the first to point out the interplay between
these two types of DOFs in the system of hard rods [17],
for which rotations were seen to play an increasingly im-
portant role as the spatial elongation of the particles in-
creased, leading to a transition into the nematic phase, i.e.
a partially ordered phase in which the orientations of the
particles are all aligned while the respective positions re-
main disordered. Nematic phases are also the focal point
of many theoretical studies of hard-core ellipses [18–21].
However, considerably less attention has been devoted to
the crystallization transition in this system that occurs
upon increasing the density and results in the formation of
a densely packed ordered state. In contrast to their shape-
isotropic counterparts of hard disks, ellipses are able to
arrange into a multitude of different lattice states, some
of which were considered earlier [20, 22]. However, the
nature of these different lattice conformations is not yet

understood. In particular, the questions of how many sta-
ble structures can be expected and which of these is the
most stable one have not been addressed so far.

The present contribution is dedicated to answering ex-
actly these questions. Among all possible ellipse lattice
states related to hexagonal order [18], we identify - by
means of Monte Carlo (MC) simulations - two stable can-
didates: the so-called diagonal and the parallel lattice
states, each of which is characterized by the particles’
relative positions to one another as well as by their ori-
entations with respect to the lattice direction. We then
proceed to evaluate the free energy difference between the
identified states by explicit free energy methods, similarly
to the approaches employed for the hard sphere crystal
problem [12]. Finally, one lattice is identified with the
lowest free energy - or equivalently with the highest en-
tropy - which is analyzed in terms of the particles’ transla-
tional and orientational DOFs contributing to the lattice’s
thermodynamic stability.

We consider crystalline, high-density states of hard el-
liptic particles of aspect ratio κ = 2. We name the de-
scribed lattice states hexagonal-like lattices as these struc-
tures can be derived via deforming a hexagonal lattice
of disks. In these hexagonal-like lattices all ellipses are
oriented in the same direction having six nearest neigh-
bours each. The transformation of a lattice of disks into
a lattice of ellipses was first described by Vieillard-Baron
[18] at close-packed density ρcp. Here we generalize this
approach to arbitrary densities ρ∗ (defining ρ∗ = ρ

ρcp
) by

performing two subsequent transformations, each of them
being characterized by a parameter, which allows us to pa-
rameterize the resulting lattice states as seen in Figure 1.
First, we apply an affine transformation, H1 that deforms
disks into ellipses of aspect ratio κ, see Equation (1). The
angle ω at which this transformation is applied to the
hexagonal lattice of disks can be chosen arbitrarily with
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Figure 1. Transformation of a close packed lattice of disks
(left column) into hexagonal-like lattices of ellipses. Each
panel shows the unit cell of the lattice, as defined by lat-
tice parameter ω (rows) and τ (columns), and spanned by
the unit cell vectors; see text. The colored particles mark a
pair of ellipses that is moved closer to one another via the τ -
transformation.

ω ∈ [0, π/6) as the lattice is characterized by a dihedral
symmetry D6. We introduce the angle ω related to the
rotation R(ω) as the first lattice parameter, defining the
transformation:

H1(κ) ·R(ω) =
(√

κ 0

0 1√
κ

)
·
(

cosω − sinω
sinω cosω

)
. (1)

Upon expanding the close-packed lattice state to lower
densities ρ∗ < 1, a second lattice parameter, τ , is intro-
duced as the ratio between the expansion rates along the
two spatial directions, visualized in Figure 1. The trans-
formation capturing the non-uniform expansion along the
two lattice directions is given by:

H2(ρ
∗, τ) =

1√
ρ∗

(√
τ 0

0 1√
τ

)
. (2)

We now are interested in the following question: which
state, defined by (ωopt, τopt), is entropically the most fa-
vorable one? To answer this question, we apply a specif-
ically designed lattice MC method [13], that probes dif-
ferent lattice states by proposing lattice-parameter MC-
moves, ∆ω and ∆τ , with a rate of 5% during he course of
a single particle move MC-simulation that involves par-
ticles’ displacements and rotations. In a first step, we
implement lattice moves for ω at fixed τ = 1. In an en-
semble of N = 100 particles, we perform a total of 60
parallel runs, with initial lattice parameters ωinit evenly
distributed within the range [0, π/6). The resulting prob-
ability density functions (PDFs) are shown in the top

Figure 2. PDFs as obtained from lattice MC simulations
for determining the optimal values ωopt and τopt for various
densities ρ∗ (as labeled). Top panel: PDFs as functions of
ω from simulations with ω-moves at fixed τ = 1. We find
two distinct states, the diagonal (ωopt = 0 in blue) and the
parallel state (ωopt = π

6
in red). Central and bottom panels:

PDFs as functions of τ from simulations with τ -moves at fixed
ωopt = 0 (central) and ωopt = π

6
(bottom). Optimal values

τopt are identified as maxima of the respective PDF.

panel of Figure 2. We see that stability occurs at two
highest symmetry states, i.e. for ωopt = 0 and ωopt =

π
6 ,

which we term the diagonal and parallel lattice, respec-
tively. In contrast, probabilities for most of the other
ω-values vanish. With this clear indication of two very
distinct optimal lattice states, the second optimization
step with respect to the parameter τ is applied, focusing
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on the two optimal ω-parameters only. This second opti-
mization step leads to PDFs shown in the central and the
bottom panel of Figure 2, considering the diagonal and
parallel lattice states both in rectangular box geometries
and at various densities.

It is seen that as the density is increased, the distri-
butions become more sharply peaked around certain op-
timal values. This trend is consistent between simula-
tions with constant τ or ω. Specifically, lattices were con-
structed by replicating the unit cells of ellipses (as shown
in Figure 1) along the directions of the unit cell vectors,
thereby creating skewed simulation boxes defined by box
side lengths Lx and Ly, as well as an enclosing angle α. In-
stead of optimizing the lattice state by varying the lattice
parameters ω and τ , we now let the simulation box ge-
ometry adjust according to the ellipses’ most favourable
arrangement. We introduce MC-moves acting solely on
the box parameters - Lx, Ly and α - while keeping the
volume constant [23]. Our simulations uncover two dom-
inant lattice configurations at high densities: a) those de-
fined by αmin that correspond to the diagonal state and
b) those defined by αmax corresponding to the parallel
state. It can be shown [23] that αmin = cos−1

√
3

3+κ2 and

αmax = π
2 − cos−1

√
3κ2

3+κ2 , where κ is the aspect ratio.
In a subsequent step, we used the umbrella sampling

method [24] to determine the free energy difference be-
tween the diagonal and the parallel state. We applied
a biasing potential on α in order to force the lattice to
find its equilibrium configuration at the pinned value of
the box angle. Multiple bins were considered so as to
construct a path connecting the two states. Simulations
were performed for each bin and then combined in the re-
weighting procedure [25] to produce the free energy pro-
file as a function of the box angle α, shown in Figure 3
as ∆A(α) = A(α) − A(αmax). Its appearance, featur-
ing two minima and one maximum confirms that there
are two stable states. Furthermore, the parallel state ap-
pears as the global free energy minimum while the di-
agonal state corresponds to a local minimum. We find
the free energy difference (FD) between the two states,
∆Ad−p = ∆A(αmin) to be 2.0±0.9 kBT .

This value for the FD is small but statistically signifi-
cant. Still, the FD may result from a systematic error
stemming from the finite size of the simulated system
(N=36) rather than representing the true free energy dif-
ference between the two states. In an effort to determine
which of the two scenarios takes place - i.e., either finite-
size effects or a real FD sustained in the thermodynamic
limit - we performed a finite-size scaling analysis. To

Figure 3. Free energy profile ∆A(α) = A(α) − A(αmax)
shifted to zero at α = αmax as obtained for the system com-
posed of N=36 particles at ρ∗ = 0.98 in umbrella sampling
simulations. Error bars were estimated as standard deviations
over 10 independent trajectories.

that end, ∆Ad−p was computed for several system sizes
N , with the aim of performing an extrapolation towards
the limit of N → ∞. As the umbrella sampling simu-
lations become cost-prohibitive for large N , we instead
used the Einstein crystal method [26], more specifically
an implementation proposed by Vega et al [27, 28]. In
this method, the total free energy A of the target state,
defined by Hamiltonian H, is computed by connecting it
via a thermodynamic path to a reference state of known
free energy. This reference state is an Einstein crystal
(EC), i.e. a lattice of independent, classical harmonic
oscillators defined by an Hamiltonian HEC and a free en-
ergy A0. The EC is linked to the target lattice state via
an intermediate mixed state defined by the Hamiltonian
Hλ = H+(1−λ)HEC, with λ as a tuning parameter. The
free energy change ∆A1 associated with passing from the
EC to the mixed state Hλ with λ = 0 is computed us-
ing the umbrella sampling method [29]. In a second step,
the harmonic potential is switched off (via λ → 1), thus
taking the system to the original Hamiltonian and com-
pleting the integration path. The associated free energy
cost of the last step is expressed via the following integral:

∆A2 = −
∫ 1

λ=0

〈 N∑
i=1

(Λt
E∆r2i + Λr

E∆ϕ2
i )
〉
λ
dλ , (3)

where ∆ri = ri − ri,0 and ∆ϕi = ϕi − ϕi,0 describe the
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translational and orientational displacements of particle
i with respect to the defined equilibrium lattice states
ri,0 and ϕi,0. The constants Λt

E and Λr
E are adjustable

parameters that set the strength of the harmonic force in
the EC. Finally, the total free energy is expressed as the
sum of three terms A = A0 + ∆A1 + ∆A2.

Since the EC is the same reference state for both the
parallel and diagonal lattice, the term A0 drops from the
difference ∆Ad−p. Further, the contribution ∆A1 can be
made numerically very small by an appropriate choice of
the constants Λt

E and Λr
E. In our computations, this leaves

the integral ∆A2 as the only non-zero contribution to the
free energy difference ∆Ad−p. We compute this difference
for boxes of two different geometries, a rectangular and a
skewed simulation box, at a density ρ∗ = 0.98. For the
rectangular box we construct lattices using the optimal
lattice parameters ωopt and τopt. The considered systems
varied in size from N = 32 to N = 398 particles. The
number of particles in each lattice was chosen such that
a box aspect ratio of ∼ 1 is achieved, making the boxes
almost square-shaped. For the skewed boxes the optimal
geometry was extracted from simulations with fixed box
angles α at αmin and αmax. The number of particles was
chosen as N = n2, where n varies from 6 to 18.

We evaluate ∆A2 in Equation (3) numerically with the
results shown in Figure 4. For each box type we perform
a finite-size analysis by fitting β∆Ad−p(N) to f(N) =
kN b−1 + c, where constants k, b, and c are treated as
adjustable parameters. For both boxes the constant b was
found to be close to 2, suggesting that the linear function
f(N) = kN + c is able to represent the simulation data
best. We therefore proceed with a linear regression model.
In the thermodynamic limit N → ∞, the FD per particle
∆A∗

d−p = N−1∆Ad−p equates to the constant k. The
linear regression applied to our simulated data as shown
in Figure 4 yields ∆A∗

d−p = (0.0136± 0.0023)kBT for the
square box and ∆A∗

d−p = (0.0176 ± 0.0022)kBT for the
skewed box with a confidence of 90%. Confirming the
high credibility of the reported results, the estimates are
in agreement within error bars, strongly suggesting that
the FD between the diagonal and parallel state is real and
not an artefact of the employed simulation protocol.

Next, we focus on the microscopic origin of this FD.
Equation (3) provides an excellent tool for this task as
it enables a clear separation of the total free energy into
contributions originating from the translational and the
orientational DOFs, i.e. ∆At

2 = −
∫
⟨∑N

i Λt
E∆r2i ⟩λdλ and

∆Ar
2 = −

∫
⟨∑N

i Λr
E∆ϕ2

i ⟩λdλ, respectively. This separa-
tion will facilitate a mechanistic understanding of the ori-
gin of the FD. It is important to point out that there is no
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Figure 4. FD between the diagonal (d) and parallel (p)
lattices at ρ∗ = 0.98 for different system sizes N and in two box
geometries. At finite sizes the box geometry has a significant
effect on the FD. When applying linear regression models to
obtain the thermodynamic limit, given by constant k results
in both box geometries agree within error bars.

strict distinction between the translational and rotational
contributions to the FD as the DOFs are coupled. Never-
theless, ∆At

2 and ∆Ar
2 can be seen as a useful measure of

the phase-space volume roughly accessible to the respec-
tive DOFs. We also note that these integrals depend on
the actual values of Λt

E and Λr
E; still, we find that this

dependence is weak and does not affect the conclusions
at the qualitative level. As an example, we report that
∆At,d−p

2 = ∆At,d
2 − ∆At,p

2 = (0.260 ± 0.041) NkBT for
the translational DOFs and ∆Ar,d−p

2 = ∆Ar,d
2 −∆Ar,p

2 =
(−0.235 ± 0.022) NkBT for the rotational DOF for the
system with N = 392 particles and a particular set of
ΛE’s. Remarkably, the contributions come with a differ-
ing sign, suggesting that the translational DOFs enhance
the stability of the parallel state while the rotational DOF
seem to destabilize it.

We performed further tests to elucidate the role of dif-
ferent DOFs. The FD for a system of N = 36 particles
in a skewed simulation box is ∆Ad−p = (2.0 ± 0.1)kBT .
To probe the effect of particle rotations on this value, we
repeated the computations for the same system but al-
lowing only particle translations, i.e. freezing rotational
DOFs. Here we obtained a FD ∆Ad−p = (5.6±0.1)kBT ,
indicating that the parallel state does offer a much greater
translational freedom to the ellipses. In a similar manner,
when we freeze the translational DOFs, the resulting FD
becomes a non-negative value ∆Ad−p = (0.6± 0.1)kBT ,
opposed to the analysis based on Equation (3). Interest-
ingly, in the system with frozen translational DOFs the
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parallel lattice turns out to offer a larger free volume ac-
cessible through rotations, when in the system with all
DOFs active it is the diagonal lattice. This result high-
lights the impact of the coupling of the rotational to the
translational DOFs as it drastically raises the rotational
entropy within the diagonal lattice. Overall, however,
the higher rotational entropy in the diagonal lattice can-
not outweigh the advantage achieved by the translational
DOFs within the parallel lattice.

The importance of the rotational DOF is further high-
lighted when we again compute FD in a system of ellipses
whose orientational DOFs are frozen, but now in a sim-
ulation box that has relaxed to the equilibrium geome-
try specific to the system with frozen orientational DOFs.
Here we found that the FD among all states, including
the parallel and diagonal one, vanishes completely.

Taken together, these results show that ellipses require
both translations and rotations in order to develop a pre-
ferred thermodynamic state at high densities. Further,
they elevate the role of coupling of rotational and trans-
lational DOFs in letting the parallel lattice state develop
this thermodynamic preference.
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