# Statistical Inference on Hierarchical Simultaneous Autoregressive Models with Missing Data 

Anjana Wijayawardhana, Thomas Suesse, and David Gunawan School of Mathematics and Applied Statistics, University of Wollongong, Wollongong, Australia


#### Abstract

Efficient estimation methods for simultaneous autoregressive (SAR) models with missing data in the response variable have been well-developed in the literature. It is common practice to introduce a measurement error into SAR models. The measurement error serves to distinguish the noise component from the spatial process. However, the previous literature has not considered adding a measurement error to the SAR models with missing data. The maximum likelihood estimation for such models with large datasets is challenging and computationally expensive. This paper proposes two efficient likelihood-based estimation methods: the marginal maximum likelihood (ML) and expectation-maximisation (EM) algorithms for estimating SAR models with both measurement errors and missing data in the response variable. The spatial error model (SEM) and the spatial autoregressive model (SAM), two popular SAR model types, are considered. The missing data mechanism is assumed to follow missing at random (MAR). While naive calculation approaches lead to computational complexities of $O\left(n^{3}\right)$, where $n$ is the total number of observations, our computational approaches for both the marginal ML and EM algorithms are designed to reduce the computational complexity. The performance of the proposed methods is investigated empirically using simulated and real datasets.
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## 1 Introduction

Spatial regression models, often called simultaneous autoregressive (SAR) models, have been extensively used in the field of spatial statistics and econometrics Anselin, 1988; LeSage and Pace, 2009; Gómez-Rubio et al., 2021). They extend linear regression models by accounting for spatial dependencies between different observations, making them useful for analysing spatial data. The dependence between observations in SAR models is captured by a spatial weight matrix (also known as a contiguity matrix); see Section 2 for further details on the spatial weight matrix. SAR models have been used in a wide range of applications, including ecology (Tognelli and Kelt, 2004; Ver Hoef et al., 2018), social sciences (Angrist and Lang, 2004; Ammermueller and Pischke, 2009), criminology (Glaeser et al., 1996), and financial market analysis (Longstaff, 2010).

There are two commonly used SAR models. The first is the spatial error model (SEM), where the spatial dependence is incorporated in the error term. The second is the spatial autoregressive model (SAM), where the spatial dependence is directly modelled in the equation for the response variable. In addition, more complex variants of SAR models exist. For example, the spatial Durbin model (SDM) Anselin, 1988), which considers spatially correlated covariates, the SAM with heteroskedastic errors (Su, 2012), and SAR models with measurement errors (Burden et al., 2015; Suesse, 2018a). Furthermore, Dong and Harris (2015) expanded the applicability of SAR models accounting for geographically hierarchical data structures by incorporating regional-level random effects.

The estimation methods for SAR models with no missing values in the response variable are well-developed in the literature. For example, Ord (1975) introduced an efficient maximum likelihood (ML) estimation method by leveraging the eigenvalues of the spatial weight matrix. When dealing with sparse spatial weight matrices, efficient sparse Cholesky factorisation algorithms are employed (Pace and Barry, 1997; Pace, 1997; Pace and LeSage, 2004) within the ML estimation framework. Other popular estimation methods, such as the method of moments (MOM) Kelejian and Prucha, 1999, 2001; Lee, 2007), Bayesian methods (Hepple, 1979; Anselin, 1988; LeSage, 1997), and instrumental variable (IV) estimation methods (Lee, 2003), have also been developed in the literature.

Having missing values in the response variable is common in practice. In this case, SAR models are often incorrectly estimated using the spatial weight matrix constructed from observed data only. The resulting estimates are biased and inconsistent (Wang and Lee, 2013; Benedetti et al., 2020). Estimation methods for SAR models under the missing at random (MAR) mechanism (Little and Rubin, 2019) have been explored extensively. For example, LeSage and Pace (2004) employed an iterative algorithm, which is similar to the expectation-
maximisation (EM) algorithm of Dempster et al. (1977), for estimating SAR models under MAR. Although the distribution of unobserved data given observed data is multivariate normal for SAR models, LeSage and Pace (2004) expressed it as a product of univariate normals to avoid computationally demanding matrix inversions. They approximated the mean of the SAM using the Neumann approximation for computational efficiency. These alterations made their algorithm invalid as a proper EM algorithm. Suesse and Zammit-Mangion (2017) addressed this issue by implementing minor adjustments to the algorithm proposed by LeSage and Pace (2004), thus transforming it into a valid EM algorithm. These adjustments included the consideration of exact terms rather than the approximations utilised by LeSage and Pace (2004). Suesse (2018b) introduced an alternative approach that directly maximises the marginal log-likelihood of the observed data. This is feasible because the marginal densities for observed data in both the SEM and SAM are available in closed form. This is achieved by integrating out the unobserved data from the joint density of observed and unobserved data, resulting in multivariate normal densities. Consequently, the marginal log-likelihood of the observed data for both SEM and SAM is available in closed form. They demonstrated that the marginal likelihood method is generally faster than the EM algorithm, and it does not suffer from the non-convergence issues associated with the EM algorithm. Kelejian and Prucha (2010) proposed an instrumental-variable (IV) estimator for SAM with missing responses, and Luo et al. (2021) developed an inverse probability weighting (IPW) based robust estimator for the SAM.

In spatial statistics, the observations are noisy measurements of the underlying spatial unobserved latent process. As a result, a measurement error is usually added to SAR models. For example, Bivand et al. (2015) and Gómez-Rubio et al. (2021) used the Integrated Nested Laplace Approximation (INLA) method of Rue et al. (2009) for estimating SAR models with measurement errors. Burden et al. (2015) and Suesse (2018a) used the ML estimation method for the SEM with measurement errors. Burden et al. (2015) utilised a spatial random effects model proposed by Cressie and Johannesson (2008) to efficiently approximate the covariance matrix of the SEM, while Suesse (2018a) employed efficient sparse matrix operations to estimate SEM and SAM with measurement errors.

Our article makes a number of contributions. First, we introduce SAR models that account for measurement errors, denoted as hierarchical SAR (H-SAR) models, with missing data in the response variable. Second, two ML estimation methods for estimating the H-SAR models with missing data are proposed. The first is the marginal ML estimation algorithm. The second is the EM algorithm. The EM algorithm involves two steps. The first step is known as the E-step, which computes the expectation of the complete log-likelihood with respect to the distribution of unobserved data given observed data and a fixed parameter
vector. The second step is known as the M-step, which maximises the expectation with respect to the model parameters; see Section 3.3 for further details.

Naive implementations of these two algorithms are expensive for large datasets, mainly due to the calculations of matrix inversions and determinants. The third contribution is to reduce computational costs. We propose efficient computational strategies that significantly lower computational complexity while preserving the accuracy of parameter estimates. For the marginal ML method, our computational approach significantly decreases the complexity from $O\left(n^{3}\right)$ to a maximum of either $O\left(n^{3 / 2} n_{o}\right)$ or $O\left(n n_{o}^{2}\right)$, where $n$ is the total number of observations and $n_{o}$ is the number of observed data. In the case of the EM method, the naive calculation of the terms leads to a complexity of $O\left(n^{3}\right)$. Our approach typically requires less than $O\left(n^{3}\right)$. Fourth, we establish a guideline for selecting the most appropriate method for different real-world scenarios.

The remainder of this paper is organised as follows. Section 2 discusses the hierarchical SAR models. Section 3 presents the two estimation methods: the marginal ML estimation method and the EM algorithm. Efficient computational strategies to reduce the complexity of the algorithm are also discussed. In Section 4, we evaluate the performance of the estimation methods using simulated datasets. Section 5 discusses the real data application. Section 6 concludes. The paper has an online supplement containing some further technical and empirical results.

## 2 SAR models

In this section, we first present standard SAR models. Then, hierarchical SAR models are considered.

### 2.1 Standard SAR Models

We consider the spatial autoregressive model (SAM),

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\rho \mathbf{W} \mathbf{y}+\mathbf{e}, \tag{2.1}
\end{equation*}
$$

and the spatial error model (SEM),

$$
\begin{array}{r}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{u} \\
\mathbf{u}=\rho \mathbf{W} \mathbf{u}+\mathbf{e} \tag{2.2}
\end{array}
$$

where $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{\top}$ is the vector of response variables observed at $n$ spatial locations $s_{1}, \ldots, s_{n}, \mathbf{X}$ is the $n \times r$ matrix of covariates, and $\mathbf{W}$ is the $n \times n$ spatial weight matrix. The error term $\mathbf{e}$ is assumed to follow a multivariate normal distribution with the mean vector $\mathbf{0}$ and covariance matrix $\sigma_{\mathbf{y}}^{2} \mathbf{I}_{n}$, where $\sigma_{\mathbf{y}}^{2}$ is a variance parameter, and $\mathbf{I}_{n}$ is the $n \times n$ identity matrix, $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{r}\right)^{\top}$ is the vector of fixed effects parameters, and $\rho$ is the spatial autocorrelation parameter (Anselin, 1988; Allison, 2001; LeSage and Pace, 2009).

Let $W_{i j}$ be the $i^{\text {th }}$ row and $j^{\text {th }}$ column entry of the spatial weight matrix $\mathbf{W}$. The entry $W_{i j}$ is non-zero if the unit $i$ is the neighbour of the unit $j$. By definition, the diagonal of the spatial weight matrix $\mathbf{W}$ is zero, i.e. $W_{i i}=0$. Several strategies for constructing $\mathbf{W}$ have been proposed in the literature (see Ord (1975); Anselin (1988); Kelley Pace and Barry (1997) for further details). The spatial weight matrix $\mathbf{W}$ has the dimension of $n \times n$, where $n$ is the number of observations. We assume that $\mathbf{W}$ is sparse and symmetric, as commonly observed in numerous real-world scenarios. However, this may not necessarily be the case. Section 4.1 provides a detailed explanation of the methodology used to construct the spatial weight matrices that are employed in the simulation studies in this paper.

For the standard SEM and SAM, when the error vector e is normally distributed, the response variable $\mathbf{y}$ is also normally distributed with the mean vector $\boldsymbol{\mu}_{\mathbf{y}}$ and the covariance matrix $\boldsymbol{\Sigma}_{\mathbf{y}}$ given in Table 2.1.

Table 2.1: Expressions for $\boldsymbol{\mu}_{\mathbf{y}}$, and $\boldsymbol{\Sigma}_{\mathbf{y}}$ for SAM and SEM with $\mathbf{A}=\mathbf{I}_{n}-\rho \mathbf{W}$.

| Term | SAM | SEM |
| :---: | :---: | :---: |
| $\boldsymbol{\mu}_{\mathbf{y}}$ | $\mathbf{A}^{-1} \mathbf{X} \boldsymbol{\beta}$ | $\mathbf{X} \boldsymbol{\beta}$ |
| $\boldsymbol{\Sigma}_{\mathbf{y}}$ | $\sigma_{\mathbf{y}}^{2}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ | $\sigma_{\mathbf{y}}^{2}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ |

To ensure a valid covariance matrix in SAM and SEM, it is crucial that the correlation parameter $\rho$ does not take on any of the values $\frac{1}{\lambda_{(1)}}, \frac{1}{\lambda_{(2)}}, \ldots, \frac{1}{\lambda_{(n)}}$, where $\lambda_{(1)}, \lambda_{(2)}, \ldots, \lambda_{(n)}$ are the eigenvalues of $\mathbf{W}$ sorted in ascending order (Li et al., 2012). When $\mathbf{W}$ is normalised either by row or column, with each row or column summing to 1 , the range of $\rho$ is constrained to $\frac{1}{\lambda_{(1)}}<\rho<1$ (LeSage and Pace, 2009).

### 2.2 Hierarchical Simultaneous Autoregressive models

In many practical applications, the observations are a noisy manifestation of the underlying scientific process. A measurement error is usually added to the spatial statistical model. Given the observed spatial data $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)^{\top}$ at spatial locations $s_{1}, \ldots, s_{n}$, the model is

$$
\begin{equation*}
z_{i}=y_{i}+\epsilon_{i} \quad i=1,2, \ldots, n, \tag{2.3}
\end{equation*}
$$

where $y_{i}$ represents the spatial latent process, and $\epsilon_{i}$ is the additive measurement error at the spatial location $s_{i}$. We assume that $\epsilon_{i}$ follows a normal distribution with a mean of 0 and a variance $\sigma_{\epsilon}^{2}$.

The SAM with measurement errors is derived by substituting the latent process $\mathbf{y}$ in Equation (2.3) with the model described in Equation (2.1). Similarly, the SEM with measurement errors is obtained by replacing the latent process $\mathbf{y}$ in Equation (2.3) with the model specified in Equation 2.2).

In spatial statistics, the model given in Equation (2.3) is often called the data model (Arab et al., 2008). The data model characterises the distribution of the observed data, $z_{i}$, given the underlying hidden process, $y_{i}$, for $i=1, \ldots, n$. Conversely, the model describing the underlying latent process (the process of interest), such as the SAM in Equation (2.1) and the SEM in Equation (2.2), is usually called the process model (Arab et al., 2008). A joint spatial statistical model defined through a data model and a process model is often called a hierarchical spatial model (Arab et al., 2008). In this paper, we call SAR models with measurement errors as the hierarchical simultaneous autoregressive model (H-SAR), the SAM with measurement errors as the hierarchical SAM (H-SAM), and the SEM with measurement errors as the hierarchical SEM (H-SEM).

We now derive the marginal distribution of $\mathbf{z}$. Let $\boldsymbol{\phi}=\left(\boldsymbol{\beta}^{\top}, \rho, \omega, \theta\right)^{\top}$ be the vector of model parameters of the H-SAR model, where $\omega=\sigma_{\epsilon}^{2}$ and $\theta=\sigma_{\mathbf{y}}^{2} / \sigma_{\epsilon}^{2}$. The joint distribution of $\mathbf{z}$ and $\mathbf{y}$ is

$$
\begin{equation*}
f(\mathbf{z}, \mathbf{y} \mid \boldsymbol{\phi})=f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\phi}) f(\mathbf{y} \mid \boldsymbol{\phi}) \tag{2.4}
\end{equation*}
$$

where $f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\phi})=\prod_{i=1}^{n} f\left(z_{i} \mid y_{i}, \boldsymbol{\phi}\right)$, with $f\left(z_{i} \mid y_{i}, \boldsymbol{\phi}\right)$ a normal distribution having mean $y_{i}$ and variance $\sigma_{\epsilon}^{2}$. In addition, $f(\mathbf{y} \mid \boldsymbol{\phi})$ represents the density of standard SAR models outlined in Equations (2.1) and 2.2 for SEM and SAM, respectively. Then, the marginal distribution of $\mathbf{z}$ is obtained by integrating out $\mathbf{y}$ from the joint distribution of $\mathbf{z}$ and $\mathbf{y}$ in Equation (2.4), and is given by:

$$
\begin{equation*}
f(\mathbf{z} \mid \boldsymbol{\phi})=\int f(\mathbf{z} \mid \mathbf{y}, \boldsymbol{\phi}) f(\mathbf{y} \mid \boldsymbol{\phi}) d \mathbf{y} \tag{2.5}
\end{equation*}
$$

Since the measurement error distribution follows a multivariate normal distribution, the marginal distribution of $\mathbf{z}$ in H -SEM and H-SAM also follows a multivariate normal distribution with the mean vector $\boldsymbol{\mu}$ and the covariance matrix $\boldsymbol{\Sigma}$ given in Table 2.2. The constraints on the correlation parameter $\rho$ in H-SAM and H-SEM, ensuring a valid covariance matrix $\boldsymbol{\Sigma}$, align with those for standard SEM and SAM, as elucidated by Suesse (2018a). The log-likelihood function of $\mathbf{z}$ in terms of the model parameters $\boldsymbol{\phi}=\left(\boldsymbol{\beta}^{\top}, \rho, \omega, \theta\right)^{\top}$ is

Table 2.2: Expressions for $\boldsymbol{\mu}$, $\boldsymbol{\Sigma}$, and $\mathbf{V}$ for H-SAM and H-SEM with $\mathbf{A}=\mathbf{I}_{n}-\rho \mathbf{W}$.

| Term | H-SAM | H-SEM |
| :---: | :---: | :---: |
| $\boldsymbol{\mu}$ | $\mathbf{A}^{-1} \mathbf{X} \boldsymbol{\beta}$ | $\mathbf{X} \boldsymbol{\beta}$ |
| $\boldsymbol{\Sigma}=\omega \mathbf{V}$ | $\omega\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)$ | $\omega\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)$ |
| $\mathbf{V}$ | $\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)$ | $\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)$ |
| $\mathbf{M}=\mathbf{V}^{-1}$ | $\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)^{-1}$ | $\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)^{-1}$ |

$$
\begin{equation*}
\log f(\mathbf{z} ; \omega, \theta, \rho, \boldsymbol{\beta})=-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log (\omega)+\frac{1}{2} \log \left|\mathbf{V}^{-1}\right|-\frac{1}{2 \omega} \mathbf{r}^{\top} \mathbf{V}^{-1} \mathbf{r} \tag{2.6}
\end{equation*}
$$

where $\mathbf{r}=\mathbf{z}-\boldsymbol{\mu}$ is the vector of residuals. Expressions for the $\mathbf{V}$ and $\boldsymbol{\mu}$ are given in Table 2.2.
Suesse (2018a) developed an efficient ML estimation method for estimating H-SAR models without missing data. The next section discusses the proposed ML estimation methods for estimating the H -SAR models with missing responses under the missing at random (MAR) mechanism.

## 3 Estimation Methods

Section 3.1 discusses the H-SAR under the MAR mechanism, Section 3.2 discusses the marginal maximum likelihood (marginal ML) estimation method, and Section 3.3 discusses the EM algorithm.

### 3.1 Hierarchical simultaneous autoregressive models under MAR

Let $\mathbf{z}_{o}$ be the subset of $\mathbf{z}$ with $n_{o}$ units, and $\mathbf{z}_{u}$ be the subset of $\mathbf{z}$ with $n_{u}$ units, where $n_{o}$ and $n_{u}$ are the numbers of observed and missing response variables, respectively. The complete-data vector is denoted by $\mathbf{z}=\left(\mathbf{z}_{o}^{\top}, \mathbf{z}_{u}^{\top}\right)^{\top}$. The matrices $\mathbf{X}$ and $\mathbf{W}$ are divided into distinct parts as follows:

$$
\mathbf{X}=\binom{\mathbf{X}_{o}}{\mathbf{X}_{u}}, \mathbf{W}=\left(\begin{array}{cc}
\mathbf{W}_{o o} & \mathbf{W}_{o u}  \tag{3.1}\\
\mathbf{W}_{u o} & \mathbf{W}_{u u}
\end{array}\right)
$$

where $\mathbf{X}_{o}$ and $\mathbf{X}_{u}$ are the corresponding matrices of covariates for the observed and unobserved data, respectively, and $\mathbf{W}_{o o}, \mathbf{W}_{o u}, \mathbf{W}_{u o}$, and $\mathbf{W}_{u u}$ represent the sub-matrices of W.

When dealing with missing data in the response variable, the conventional approach of specifying the H-SAR model based solely on observed locations becomes inadequate. We
refer to this model specification as observed data models (ODMs). The ODM specification constructs the spatial weight matrix ( $\mathbf{W}$ ) exclusively using the location information from observed locations or units only. They use $\mathbf{z}_{o}, \mathbf{X}_{o}$, and $\mathbf{W}_{o o}$ to specify the H-SAR model. As a result, the ODM uses inaccurate specifications of the correlation structure of the marginal density of observed data $\mathbf{z}_{o}$ (LeSage and Pace, 2004), leading to inconsistent and biased parameter estimates (Wang and Lee, 2013; Benedetti et al., 2020).

We now briefly explain the MAR mechanism. Consider the vector $\mathbf{m}$ of length $n$ containing 1's and 0's. If an element in $\mathbf{z}$ is missing, then the corresponding element in $\mathbf{m}$ is 1 and 0 , otherwise. The vector $\mathbf{m}$ is often called the missing data indicator vector (Little and Rubin, 2019). The probability distribution of $\mathbf{m}$ given $\mathbf{z}$ is denoted by $p(\mathbf{m} \mid \mathbf{z}, \boldsymbol{\psi})$, where $\boldsymbol{\psi}$ is the vector of parameters that governs the missing data generating process. Under the MAR mechanism, this probability distribution is independent of the unobserved data but it depends on the observed data $\mathbf{z}_{o}$, i.e.. $p(\mathbf{m} \mid \mathbf{z}, \boldsymbol{\psi})=p\left(\mathbf{m} \mid \mathbf{z}_{o}, \boldsymbol{\psi}\right)$ (Rubin, 1976). Under the MAR mechanism, assuming that $\boldsymbol{\phi}$ and $\boldsymbol{\psi}$ are distinct, the ML estimation method focuses on maximising the marginal likelihood of the observed data $\mathbf{z}_{o}$, ignoring the missing data mechanism m; see Little and Rubin (2019) for the detailed proof.

To compute the marginal likelihood of $\mathbf{z}_{o}$, the unobserved data $\mathbf{z}_{u}$ must be integrated out from the complete data density of $\mathbf{z}$,

$$
\begin{equation*}
f\left(\mathbf{z}_{o} ; \boldsymbol{\phi}\right)=\int f(\mathbf{z} ; \boldsymbol{\phi}) d \mathbf{z}_{u} \tag{3.2}
\end{equation*}
$$

where $f(\mathbf{z} ; \boldsymbol{\phi})$ is the complete data density of $\mathbf{z}$.
Unlike the ODM, the accurate specification of the marginal density of $\mathbf{z}_{o}$ depends on the weight matrix $\mathbf{W}$, constructed based on the complete set of $n$ spatial locations. We call this model the complete locations model (CLM). We employ two approaches to maximise the marginal likelihood in Equation (3.2). The first approach involves directly maximising the marginal log-likelihood of the observed data. In the second approach, we utilise the EM algorithm. In Section 4.2, we compare the two approaches in terms of accuracy and computational cost.

### 3.2 Marginal maximum likelihood estimation method

This section discusses the proposed marginal ML estimation method. Since $\mathbf{z}$ is a multivariate normal random variable, $\mathbf{z}_{o}$ also follows a multivariate normal distribution with the mean vector $\boldsymbol{\mu}_{o}$ and the covariance matrix $\boldsymbol{\Sigma}_{o o}=\omega \mathbf{V}_{o o}$ (Petersen et al., 2008); see Equation (3.4). To compute the log-likelihood of the marginal distribution of $\mathbf{z}_{o}$, replace $\mathbf{V}$ with $\mathbf{V}_{o o}$, $\boldsymbol{\mu}$ with $\boldsymbol{\mu}_{o}, \mathbf{z}$ with $\mathbf{z}_{o}$, and $n$ with $n_{o}$ in Equation (2.6). This yields the following expression for the
marginal $\log$-likelihood of $\mathbf{z}_{o}$ :

$$
\begin{equation*}
\log f\left(\mathbf{z}_{o} ; \omega, \theta, \rho, \boldsymbol{\beta}\right)=-\frac{n_{o}}{2} \log (2 \pi)-\frac{n_{o}}{2} \log (\omega)+\frac{1}{2} \log \left|\mathbf{V}_{o o}^{-1}\right|-\frac{1}{2 \omega} \mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o} \tag{3.3}
\end{equation*}
$$

where $\mathbf{r}_{o}=\mathbf{z}_{o}-\boldsymbol{\mu}_{o}$, and the $\boldsymbol{\mu}$ vector and the matrix $\mathbf{V}$ are partitioned as

$$
\boldsymbol{\mu}=\binom{\boldsymbol{\mu}_{o}}{\boldsymbol{\mu}_{u}}, \quad \mathbf{V}=\left(\begin{array}{cc}
\mathbf{V}_{o o} & \mathbf{V}_{o u}  \tag{3.4}\\
\mathbf{V}_{u o} & \mathbf{V}_{u u}
\end{array}\right) .
$$

Direct maximisation of Equation (3.3) is challenging, and to reduce the dimension of the maximisation problem, we obtain the concentrated marginal log-likelihood by substituting the ML estimates of $\hat{\omega}$ and $\hat{\boldsymbol{\beta}}$ into Equation (3.3).

We now define a new matrix $\tilde{\mathbf{X}}$ to make the notation below simpler. For H-SEM, the matrix $\tilde{\mathbf{X}}=\mathbf{X}$, and for H-SAM the matrix $\tilde{\mathbf{X}}=\mathbf{A}^{-1} \mathbf{X}$. By maximising Equation (3.3) with respect to $\boldsymbol{\beta}$ and $\boldsymbol{\omega}$ (taking partial derivatives and setting to zero) while holding $\theta$ and $\rho$ fixed, we obtain the closed form ML estimates for $\boldsymbol{\beta}$ and $\boldsymbol{\omega}$ as follows:

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}(\rho, \theta)=\left(\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o}\right)^{-1} \tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{z}_{o} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\omega}(\rho, \theta)=\frac{\mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o}}{n_{o}} \tag{3.6}
\end{equation*}
$$

The proof is given in Section S4 of the online supplement.
By substituting $\hat{\boldsymbol{\beta}}(\rho, \theta)$, and $\hat{\omega}(\rho, \theta)$ in Equations S4.3) and S5.5) in the log-likelihood in Equation (3.3), the concentrated marginal $\log$-likelihood $L_{c}$ has the form:

$$
\begin{equation*}
L_{c}(\theta, \rho)=c-\frac{n_{o}}{2} \log (\hat{\omega})+\frac{1}{2} \log \left|\mathbf{V}_{o o}^{-1}\right|, \tag{3.7}
\end{equation*}
$$

where $c=-\frac{n_{o}}{2} \log (2 \pi)-\frac{n_{o}}{2}$ is a constant.
To obtain the ML estimates for $\theta$ and $\rho$, we maximise the concentrated marginal loglikelihood in Equation (3.7) using optim() function in R. Upon examining Equations (S4.3), (S5.5), and (3.7), it becomes clear that three computationally expensive terms are involved in the optimisation process. They are $\log \left|\mathbf{V}_{o o}^{-1}\right|, \mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o}$, and $\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o}$. Therefore, efficient calculations of matrix $\mathbf{V}_{o o}$ are crucial for computing these terms. Below, we propose two computational approaches to calculate the sub-matrix $\mathbf{V}_{o o}$.

We call the first approach the direct method since it involves directly extracting the
sub-matrix $\mathbf{V}_{\text {oo }}$ from the larger matrix $\mathbf{V}$ as

$$
\begin{equation*}
\mathbf{V}_{o o}=\left[\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)\right]_{o o} . \tag{3.8}
\end{equation*}
$$

The analysis of computational complexity of calculating $\mathbf{V}_{\text {oo }}$ using the direct method is discussed in Section 4.1.1. The direct method gives an overall computational complexity of $O\left(n^{2}\right)$, where $n$ is the total number of observations; see Section 4.1 for further details. For the second method, the $\mathbf{V}_{\text {oo }}$ sub-matrix is obtained by re-expressing it with an additional sparse matrix $\mathbf{B}_{o}$. This approach leverages the sparsity of $\mathbf{W}$ (through $\mathbf{A}$ ), and $\mathbf{B}_{o}$ to simplify the computation of $\mathbf{V}_{o o}$. First, the matrix $\mathbf{V}$ in Table 2.2 is written as $\mathbf{V}=$ $\mathbf{A}^{-1}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)\left(\mathbf{A}^{\top}\right)^{-1}$. The proof is given in Section $S 5.2$ in the online supplement. Then the sub-matrix $\mathbf{V}_{o o}$ is obtained by $\mathbf{V}_{o o}=\left(\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)\left(\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}\right)$, where $\mathbf{B}_{o}$ is a sparse matrix such that $\mathbf{B}_{o}=\left[\mathbf{I}_{o} \mid \mathbf{0}\right]$, where $\mathbf{I}_{o}$ is the $n_{o} \times n_{o}$ identity matrix, and $\mathbf{0}$ is the $n_{o} \times n_{u}$ zero matrix. For convenience of notation, let $\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}=\mathbf{A}_{\mathbf{B}_{o}}^{-1}$. Then, the matrix $\mathbf{V}_{o o}$ is

$$
\begin{equation*}
\mathbf{V}_{o o}=\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}\right) \mathbf{A}_{\mathbf{B}_{o}}^{-1} \tag{3.9}
\end{equation*}
$$

The calculation of $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$ is computationally more efficient and stable compared to the direct calculation of $\mathbf{V}_{\text {oo }}$ using the inverse of $\mathbf{A}^{\top} \mathbf{A}$ as in Equation (3.8). The advantages are twofold. First, $\mathbf{A}$ is sparser than $\mathbf{A}^{\top} \mathbf{A}$, which reduces the computational complexity as there are fewer nonzero elements to consider. This can significantly speed up the calculations, especially for large sparse matrices. Second, to calculate $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$, we do not need to explicitly compute $\mathbf{A}^{-1}$. Instead, we can use a system of linear equations to solve for it, which is generally faster and more stable numerically, particularly for sparse matrices. Therefore, we solve the system $\mathbf{A}^{\top} \mathbf{A}_{\mathbf{B}_{o}}^{-1}=\mathbf{B}_{o}^{\top}$, for $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$ and, then, calculate $\mathbf{V}_{o o}$. We call the approach the parameterisation method.

In Section 4.1, we thoroughly examine the computational complexities associated with both methods. Table 4.1 outlines the computational complexities linked to the fundamental operations needed for calculating $\mathbf{V}_{o o}$ using the expression in Equation (3.8). Table 4.2 summarizes the complexities associated with the essential operations required for computing $\mathbf{V}_{o o}$ based on the expression in Equation (3.9).

### 3.3 EM algorithm

The EM algorithm, introduced by Dempster et al. (1977), is a widely used iterative algorithm for parameter estimation in the presence of missing data (Lauritzen, 1995, Enders, 2003) or latent variables (Bishop, 1998). The EM algorithm maximises Equation 3.2 by iteratively
estimating the missing data or the latent variables and updating the model parameters.
The EM algorithm consists of two main steps: the E (expectation) step and the M (maximisation) step. In the E-step, the algorithm computes the expected value of the completedata $\log$-likelihood in Equation (2.6), with respect to the conditional density of $\mathbf{z}_{u}$ given $\mathbf{z}_{o}$ and a fixed parameter vector $\boldsymbol{\phi}^{\prime}$. This expectation is denoted by $E_{u \mid o, \phi^{\prime}}(\cdot)$. In the subsequent M-step, this expectation is maximised with respect to the vector of parameters $\boldsymbol{\phi}$. In summary, the EM algorithm for H-SAR models proceeds as follows:

- Starts with assigning initial values for $\phi^{\prime}=\phi_{0}^{\prime}$.
- E-step: Calculate

$$
\begin{align*}
E_{u \mid o, \phi^{\prime}}[\log f(\mathbf{z} ; \boldsymbol{\phi})] & =Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right) \\
& =\int \log f(\mathbf{z} ; \boldsymbol{\phi}) f\left(\mathbf{z}_{u} \mid \mathbf{z}_{o}, \boldsymbol{\phi}=\boldsymbol{\phi}^{\prime}\right) d \mathbf{z}_{u} \tag{3.10}
\end{align*}
$$

where $f\left(\mathbf{z}_{u} \mid \mathbf{z}_{o}, \boldsymbol{\phi}=\boldsymbol{\phi}^{\prime}\right)$ denotes the conditional density of $\mathbf{z}_{u}$ given $\mathbf{z}_{o}$ and a fixed parameter vector $\phi^{\prime}$.

It is well known that as $\mathbf{z}$ follows a multivariate normal distribution, the conditional distribution of $\mathbf{z}_{u} \mid \mathbf{z}_{o}$ also follows a multivariate normal distribution Petersen et al., 2008), characterized by the mean vector $\boldsymbol{\mu}_{u \mid o}$ and the covariance matrix $\boldsymbol{\Sigma}_{u \mid o}$ given by

$$
\begin{equation*}
\boldsymbol{\mu}_{u \mid o}=\boldsymbol{\mu}_{u}+\mathbf{V}_{u o} \mathbf{V}_{o o}^{-1}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right), \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{u \mid o}=\omega\left\{\mathbf{V}_{u u}-\mathbf{V}_{u o} \mathbf{V}_{o o}^{-1} \mathbf{V}_{o u}\right\} \tag{3.12}
\end{equation*}
$$

- M-step: Maximise $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ with respect to the parameter vector $\boldsymbol{\phi}$.
- Iterate the E-step and the M-step until convergence.

By substituting $\mathbf{M}$ for $\mathbf{V}^{-1}$ in the complete-data log-likelihood of $\mathbf{z}$ in Equation (2.6), we obtain the following equation:

$$
\begin{equation*}
\log f(\mathbf{z} ; \omega, \theta, \rho, \boldsymbol{\beta})=-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log (\omega)+\frac{1}{2} \log |\mathbf{M}|-\frac{1}{2 \omega} \mathbf{r}^{\top} \mathbf{M r} . \tag{3.13}
\end{equation*}
$$

By taking the conditional expectation of Equation (3.13) with respect to $f\left(\mathbf{z}_{u} \mid \mathbf{z}_{o}, \boldsymbol{\phi}=\boldsymbol{\phi}^{\prime}\right)$,
we obtain
$Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)=E_{u \mid 0, \boldsymbol{\phi}^{\prime}}(\log f(\mathbf{z} ; \omega, \theta, \rho, \boldsymbol{\beta}))=-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log (\omega)+\frac{1}{2} \log |\mathbf{M}|-\frac{1}{2} E_{u \mid o, \phi^{\prime}}\left(\mathbf{r}^{\top} \mathbf{M r}\right)$.

For simplicity, we no longer explicitly denote the dependence of the expectation operator on the fixed parameter vector $\phi^{\prime}$. i.e. $E_{u \mid o}(\cdot)=E_{u \mid o, \phi^{\prime}}(\cdot)$. Suesse and Zammit-Mangion (2017) simplified the conditional expectation of the final term in Equation (3.14) for the standard SAR models (for SAM and SEM). It is important to note that in the case of HSAR, the covariance structure of the distribution of $\mathbf{z}$ deviates from that of standard SAR models. Consequently, the matrix $\mathbf{M}$ and the vector $\mathbf{r}$ exhibit distinct forms in H-SAR models compared to standard SAR models. Utilising these derivations, we can express the term $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ for H-SAR as:

$$
\begin{align*}
Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right) & =-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log (\omega)+\frac{1}{2} \log |\mathbf{M}| \\
& -\frac{\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}+\omega^{\prime} \operatorname{tr}\left\{\mathbf{M}_{u u}\left(\theta^{\prime}, \rho^{\prime}\right)^{-1} \mathbf{M}_{u u}(\theta, \rho)\right\}}{2 \omega} \tag{3.15}
\end{align*}
$$

where $\operatorname{tr}\{\cdot\}$ is the matrix $\operatorname{trac} \oint^{1}, \mathbf{r}_{u \mid o}=E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}, E_{u \mid o}(\mathbf{z})=\left(\mathbf{z}_{o}^{\top}, \boldsymbol{\mu}_{u \mid o}^{\top}\right)^{\top}$, and the matrix $\mathbf{M}$ is partitioned as

$$
\mathbf{M}=\left(\begin{array}{ll}
\mathbf{M}_{o o} & \mathbf{M}_{o u}  \tag{3.16}\\
\mathbf{M}_{u o} & \mathbf{M}_{u u}
\end{array}\right)
$$

In the M-step, we maximise the term $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ in Equation (3.15) with respect to the vector of parameters $\boldsymbol{\phi}=\left(\rho, \boldsymbol{\beta}^{\top}, \theta, \omega\right)^{\top}$. By differentiating Equation (3.15) with respect to $\boldsymbol{\beta}$ and $\omega$, and setting the derivatives to zero, we obtain closed-form expressions for the ML estimators of these parameters in terms of $\theta$ and $\rho$ :

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}(\rho, \theta)=\left(\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}\right)^{-1} \tilde{\mathbf{X}}^{\top} \mathbf{M} E_{u \mid \rho}(\mathbf{z}) \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\omega}(\rho, \theta)=\frac{\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}}{u} \text {. } \tag{3.18}
\end{equation*}
$$

The proof is given in Section S5.1 of the online supplement.
By substituting $\hat{\boldsymbol{\beta}}(\rho, \theta)$ from Equation (3.17) and $\hat{\omega}(\rho, \theta)$ from Equation (3.18) into Equa-

[^1]tion (3.15), we simplify $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ to
\[

$$
\begin{equation*}
Q\left(\theta, \rho \mid \boldsymbol{\phi}^{\prime}\right)=-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log (\hat{\omega}(\rho, \theta))+\frac{1}{2} \log |\mathbf{M}|-\frac{n}{2}, \tag{3.19}
\end{equation*}
$$

\]

which is a function of $\theta$ and $\rho$. We obtain the ML estimates for $\theta$ and $\rho$ by maximising (3.19) using the optim() function in R.

While maximising the expected log-likelihood in Equation (3.19), we encounter four computationally challenging terms: $\log |\mathbf{M}|, \tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}, \mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$, and $\boldsymbol{\mu}_{u \mid o}$. Importantly, it is worth noting that it is unnecessary to compute the entire matrix $\mathbf{M}=\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)^{-1}$ for any of these terms, as this would entail two matrix inversions. Instead, we only need specific terms related to $\mathbf{M}$ and its sub-matrices, as detailed in the following subsections.

### 3.3.1 Calculate $\log |\mathrm{M}|$

We have previously rewritten $\mathbf{V}=\mathbf{A}^{-1}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)\left(\mathbf{A}^{\top}\right)^{-1}$. Since $\mathbf{M}$ is the inverse of $\mathbf{V}$, we express it as follows:

$$
\begin{equation*}
\mathbf{M}=\mathbf{V}^{-1}=\mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)^{-1} \mathbf{A} \tag{3.20}
\end{equation*}
$$

and the logarithm of the matrix $\mathbf{M}$ is

$$
\begin{equation*}
\log |\mathbf{M}|=\log \left|\mathbf{A}^{\top}\right|-\log \left|\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right|+\log |\mathbf{A}|=-\log \left|\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right|+\log \left|\mathbf{A} \mathbf{A}^{\top}\right| ; \tag{3.21}
\end{equation*}
$$

see Section 55.2 of the online supplement for the complete proof.
Calculating the determinant of $\mathbf{A} \mathbf{A}^{\top}$ using its Cholesky factorisation (denoted as $\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}}$ ) is computationally efficient since the matrix $\mathbf{A} \mathbf{A}^{\top}$ is sparse. Next, we can compute the determinant of $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ by using update() function in R . The update function takes the Cholesky factor $\mathbf{L}_{\mathbf{A A}}{ }^{\top}$, the matrix $\mathbf{A} \mathbf{A}^{\top}$, and $\theta$ as the inputs, and it outputs $\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}$, the Cholesky factor of $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$. This approach lowers the computational requirements of calculating the logarithm of the determinant of $\mathbf{M}$ in Equation S5.7).

### 3.3.2 Computing the terms $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ and $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$

The terms $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ and $\mathbf{r}_{u{ }_{o}}^{\top} \mathbf{M} \mathbf{M r}_{u \mid o}$ play a crucial role in computing $\hat{\boldsymbol{\beta}}(\rho, \theta)$ and $\hat{\omega}(\rho, \theta)$ in Equations (3.18) and (3.19). To facilitate the more efficient calculation, we introduce two additional terms: $\mathbf{C}=\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}}$, and $\mathbf{c}=\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \mathbf{z}_{\mathbf{A}_{u \mid o}}$, where $\tilde{\mathbf{X}}_{\mathbf{A}}=\mathbf{A} \tilde{\mathbf{X}}$, and
$\mathbf{z}_{\mathbf{A}_{u \mid o}}=\mathbf{A} E_{u \mid o}(\mathbf{z})$. Subsequently, the expressions for $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ and $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$ are given by:

$$
\begin{equation*}
\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}=\left(\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}}\right)^{\top}\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}}=\mathbf{C}^{\top} \mathbf{C} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{r}_{u \mid o}^{\top} \mathbf{M} \mathbf{r}_{u \mid o}=E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})-2 E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta}+\boldsymbol{\beta}^{\top} \mathbf{X}^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta} \tag{3.23}
\end{equation*}
$$

We can show that $E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})=\mathbf{c}^{\top} \mathbf{c}$ and $E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}}=\mathbf{c}^{\top} \mathbf{C}$ (see Section S5.1 of the online supplement for the proof). By substituting these terms and the expression for $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ from Equation (S5.10) into Equation (S5.11), we obtain a much simpler expression for $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$ as:

$$
\begin{equation*}
\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}=\mathbf{c}^{\top} \mathbf{c}-2 \mathbf{c}^{\top} \mathbf{C} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\beta}}^{\top} \mathbf{C}^{\top} \mathbf{C} \hat{\boldsymbol{\beta}} \tag{3.24}
\end{equation*}
$$

By substituting $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ in Equation (S5.10), and the simplified expression for $E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}}$ into Equation (3.17), we obtain a simpler expression for $\hat{\boldsymbol{\beta}}(\rho, \theta)$ as:

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}(\rho, \theta)=\left(\mathbf{C}^{\top} \mathbf{C}\right)^{-1} \mathbf{C}^{\top} \mathbf{c} \tag{3.25}
\end{equation*}
$$

and by substituting $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$ in Equation (3.24) into Equation (3.18), we obtain a simpler expression for $\hat{\omega}(\rho, \theta)$ as

$$
\begin{equation*}
\hat{\omega}(\rho, \theta)=\frac{\mathbf{c}^{\top} \mathbf{c}-2 \mathbf{c}^{\top} \mathbf{C} \hat{\boldsymbol{\beta}}+\hat{\boldsymbol{\beta}}^{\top} \mathbf{C}^{\top} \mathbf{C} \hat{\boldsymbol{\beta}}}{n}=\frac{\mathbf{c}^{\top} \boldsymbol{c}-\mathbf{c}^{\top} \mathbf{C} \hat{\boldsymbol{\beta}}}{n} \tag{3.26}
\end{equation*}
$$

### 3.3.3 Computing the conditional mean $\mu_{u \mid o}$

To calculate the term $\mathbf{c}$, the vector $E_{u \mid o}(\mathbf{z})$ is required, which involves computing $\boldsymbol{\mu}_{u \mid o}$. Calculating $\boldsymbol{\mu}_{u \mid o}$ as in Equation (3.11), requires performing a sparse matrix inversion for calculating $\mathbf{V}$, and a dense matrix inversion for calculating $\mathbf{V}_{o o}^{-1}$. LeSage and Pace (2004) provide an alternative and simpler expression for $\boldsymbol{\mu}_{u \mid o}$ as follows:

$$
\begin{equation*}
\boldsymbol{\mu}_{u \mid o}=\boldsymbol{\mu}_{u}-\mathbf{M}_{u u}^{-1} \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right) . \tag{3.27}
\end{equation*}
$$

Even though Equation (3.27) contains sub-matrices of $\mathbf{M}$, it is possible to obtain these submatrices without explicitly calculating the full matrix $\mathbf{M}$. Let us define a new, sparse matrix $\mathbf{B}_{u}$ such that $\mathbf{B}_{u}=\left[\mathbf{0} \mid \mathbf{I}_{u}\right]$, where $\mathbf{I}_{u}$ is the $n_{u} \times n_{u}$ identity matrix, and $\mathbf{0}$ is the $n_{u} \times n_{o}$ zero matrix. Using $\mathbf{B}_{u}$, the matrix $\mathbf{M}_{u u}$ is expressed as

$$
\begin{equation*}
\mathbf{M}_{u u}=\mathbf{B}_{u} \mathbf{M} \mathbf{B}_{u}^{\top}=\mathbf{B}_{u} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top} \tag{3.28}
\end{equation*}
$$

and the matrix $\mathbf{M}_{o u}$ is

$$
\begin{equation*}
\mathbf{M}_{o u}=\mathbf{B}_{o} \mathbf{M} \mathbf{B}_{u}^{\top}=\mathbf{B}_{o} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top} \tag{3.29}
\end{equation*}
$$

where $\mathbf{B}_{o}$ is a sparse matrix such that $\mathbf{B}_{o}=\left[\mathbf{I}_{o} \mid \mathbf{0}\right]$ with $\mathbf{I}_{o}$ is the $n_{o} \times n_{o}$ identity matrix, and $\mathbf{0}$ is the $n_{o} \times n_{u}$ zero matrix.

By examining Equations (3.28) and (3.29), we observe that the term $\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top}$ is common to both equations. Moreover, we can efficiently compute $\left(\mathbf{A A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A B}_{u}^{\top}$ using the solve() function in R since the Cholesky factors of $\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta$ are available from previous computations.

Upon a comprehensive examination of the terms crucial for implementing the EM algorithm, it becomes apparent that the algorithm's overall computational complexity is predominantly influenced by the computation of the $\log$ determinant term, $\log |\mathbf{M}|$, and the conditional mean in Equation (3.27), which depends on $\mathbf{M}_{u u}$ and $\mathbf{M}_{o u}$ (see Table 4.3 for details of the computational complexity of computing $\boldsymbol{\mu}_{u \mid o}$ using $\mathbf{M}_{o u}$ and $\mathbf{M}_{u u}$ ). It is clear that the naive calculation of these terms results in computational complexity of $O\left(n^{3}\right)$, given that the computation of $\mathbf{M}$ involves the inverse of the dense matrix $\mathbf{M}=\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)^{-1}$. Our proposed approaches reduce the complexity, ensuring it remains below this bound in most real-world scenarios. Further analysis of the computational complexity of the two proposed algorithms is discussed in the subsequent section.

## 4 Simulation study

In Section 3.2, we show that the computation of the matrix $\mathbf{V}_{o o}$ poses a significant computational issue when implementing the marginal ML method. Similarly, the calculations involving $\mathbf{M}_{u u}, \mathbf{M}_{o u}$, and $\log |\mathbf{M}|$ are computationally demanding for the implementation of the EM algorithm (see Section 3.3).

Section 4.1 presents simulation results for evaluating the proposed computational approaches to reduce the complexities associated with computing the demanding terms in marginal ML and EM algorithms. Then, in Section 4.2, we discuss the accuracy and computational cost of the marginal ML and EM methods using simulated datasets.

### 4.1 Computational complexities

Parameter estimation of SAR models involves a series of matrix and vector manipulations, and many of these operations, such as matrix multiplication, inversion, and factorisation,
have a computational complexity of $O\left(n^{3}\right)$ for dense matrices. Consequently, the overall complexity of SAR estimation algorithms is $O\left(n^{3}\right)$ if naive computation methods are utilised.

In practical applications of SAR models, sparse weight matrices ( $\mathbf{W}$ ) are commonly utilised. Matrix operations involving sparse matrices tend to be significantly faster than those involving dense matrices. The computational complexity of matrix multiplication and factorisations, such as the Cholesky factorisation for sparse matrices, depends on the number of nonzero values within the sparse matrix. For instance, while the Cholesky factorisation for dense matrices typically exhibits a complexity of $O\left(n^{3}\right)$, the complexity for sparse precision matrices is often reduced to $O(n)$ for temporal Gaussian Markov random fields (GMRFs), $O\left(n^{3 / 2}\right)$ for spatial GMRFs, and $O\left(n^{2}\right)$ for spatio-temporal GMRFs, as discussed by Rue and Held (2005).

In our simulation study, we utilise sparse weight matrices $(\mathbf{W})$, allowing us to take advantage of the sparse matrix operations offered by the R package Matrix (Bates et al., 2022) for implementing our proposed methods. For example, the EM algorithm described in Section 3.3 necessitates computing the Cholesky factors of the matrix $\mathbf{A A}^{\top}$. The Matrix package offers an efficient function for this task, which has a computational complexity of $O\left(n^{3 / 2}\right)$ when $\mathbf{A} \mathbf{A}^{\top}$ is sparse. In contrast, the standard R chol() function entails a complexity of $O\left(n^{3}\right)$, even when $\mathbf{A} \mathbf{A}^{\top}$ is sparse. Likewise, for sparse matrix inversions and solving systems with sparse matrices, we rely on the efficient functions provided by the Matrix package. Further details regarding the functionality of these functions can be found in Section S1 of the online supplement.

We now discuss the theoretical and empirical computational complexities of the expensive matrix operations used in the marginal ML and EM methods. The theoretical computational complexity is established by analysing the structure of matrices involved in the specific operation. To derive the theoretical complexity of a specific matrix operation, we need to compute the number of scalar operations, known as flops (floating-point operations). For instance, consider the multiplication of two $n \times n$ dense matrices. This operation comprises $n^{3}$ scalar multiplications and $n^{2}(n-1)$ scalar additions. In total, the computation involves $2 n^{3}-n^{2}$ flops. As a consequence, the overall computational complexity is $O\left(n^{3}\right)$.

On the other hand, the empirical complexity is estimated based on simulations. To illustrate, we now consider determining the empirical complexity of the matrix multiplication $\mathbf{A A}^{\top}$. We first define a $\sqrt{n} \times \sqrt{n}$ grid (see Figure 4.1), and then followed by the construction of the spatial weight matrix $\mathbf{W}$ and the computation of $\mathbf{A}=\mathbf{I}_{n}-\rho \mathbf{W}$. We perform the matrix multiplication $\mathbf{A} \mathbf{A}^{\top}$ repeatedly for a fixed $n$. The average computing time is calculated based on 5000 replications. This process is repeated for various $n$ values, and the resulting computing time is plotted against $n$ (see Figures S1.1 and S1.2 in Section S1 of the online
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Figure 4.1: The grid used for constructing $\mathbf{W}$ based on the Rook neighbourhood (also referred to as the W-neighbourhood).
supplement). Finally, the following regression line

$$
\begin{equation*}
t_{i}=b \times n_{i}^{\alpha} \tag{4.1}
\end{equation*}
$$

is fitted to estimate the computational complexity, where $t_{i}$ denotes the average computing time of $\mathbf{A} \mathbf{A}^{\top}$ when the total number of observations $n=n_{i}, b$ is a constant, and $\alpha \geq 0$ is the computational complexity. However, the estimation of the regression is done in the log scale; $\log \left(t_{i}\right)=\log (b)+\alpha \times \log \left(n_{i}\right)$, using the least square method.

We briefly explain the grid and neighbourhood structure used in constructing the spatial weight matrix W. Consider a regular grid of size $\sqrt{n} \times \sqrt{n}$, with $n$ observations. We define neighbours based on the Rook neighbourhood criterion (Moura and Fonseca, 2020) as shown in Figure 4.1, where O is the unit of interest and, N's are neighbours of O. It is clear that any given unit can have 2 to 4 neighbours. The rows of matrix $\mathbf{W}$ (before row normalization) that correspond to Rook neighbourhoods can accommodate a maximum of 4 non-zero elements. The neighbourhood structure of $\mathbf{W}$ is often called the W -neighbourhood in spatial econometrics literature (Mukherjee et al., 2014, Suesse, 2018a). Moreover, given that each row of $\mathbf{W}$ contains a constant maximum number of non-zero elements (4) regardless of the value of $n$, the neighbourhood structure of $\mathbf{W}$ is defined as a local neighbourhood.

The computational complexities, as detailed in the final columns of Tables 4.1, 4.2, and 4.3, are obtained through a combination of theoretical and empirical analysis. The analysis is based on the spatial weight matrix $\mathbf{W}$ following the Rook neighbourhood structure. The overall computational complexity of a term is determined by the maximum complexity among the individual matrix operations involved. In Tables 4.1 and 4.2, the final row reflects the overall complexity of computing the computationally expensive terms in the marginal ML method using the direct approach and the parameterisation approach respectively. See

Table 4.1: Complexity of calculating $\mathbf{V}_{o o}$ using the direct method. The cells in the complexity column marked with * indicate the empirical complexity derived from simulations, whereas the cells without * represent the theoretical complexity. See Section S1.2 of the online supplement for a comprehensive derivation of these complexities.

| Term | Description | Complexity |
| :---: | :---: | :---: |
| $\mathbf{A}^{\top} \mathbf{A}$ | Two $n \times n$ sparse | $O(n)$ |
| $\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ | matrix multiplication | $O\left(n^{2}\right)^{*}$ |
| $\mathbf{V}_{o o}=\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)_{o o}$ | Inverse of $n \times n$ sparse matrix | - |
| Overall | operations | - |
|  | - | $O\left(n^{2}\right)$ |

Table 4.2: Complexity of calculating $\mathbf{V}_{\text {oo }}$ using the parameterisation method. The cells in the complexity column marked with * indicate the empirical complexity derived from simulations, whereas the cells without * represent the theoretical complexity. See Section S1.2 of the online supplement for a comprehensive derivation of these complexities.

| Term | Description | Complexity |
| :---: | :---: | :---: |
| $\mathbf{A}_{\mathbf{B}_{o}}^{-1}=\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}=$ solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ | solving a system of | $O\left(n^{1.5} n_{o}\right) *$ |
| two sparse matrices |  |  |
| $\mathbf{A A}^{\top}$ | Two $n \times n$ sparse | $O(n)$ |
| $\mathbf{R}=\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}\right)$ | matrix multiplication | $O\left(n n_{o}\right)$ |
| $\mathbf{V}_{o o}=\mathbf{R A}_{\mathbf{B}_{o}}^{-1}$ | $n_{o} \times n$ times $n \times n$ | $O\left(n n_{o}^{2}\right)$ |
| Overall | $n_{o} \times n$ times $n \times n_{o}$ | - |
|  | - | $\max \left(O\left(n^{1.5} n_{o}\right), O\left(n n_{o}^{2}\right)\right)$ |

Section S1 of the online supplement for further details on the analysis of the computational complexity of the marginal ML method and EM algorithm.

### 4.1.1 Computational complexity of marginal ML method

This section discusses the complexity of the marginal ML method, described in Section 3.2, The computation of the sub-matrix $\mathbf{V}_{\text {oo }}$ plays an important role in determining the overall complexity of the method. Tables 4.1 and 4.2 present the complexities associated with the individual terms of the two alternative approaches for computing the sub-matrix $\mathbf{V}_{o o}$. In the direct approach, we compute the complete matrix $\mathbf{V}$ and then extract the sub-matrix $\mathbf{V}_{\text {oo }}$. On the other hand, in the parameterisation method, we compute $\mathbf{V}_{o o}$ by reformulating it using a sparse matrix $\mathbf{B}_{o}=\left[\mathbf{I}_{o} \mid 0\right]$, represented as $\mathbf{V}_{o o}=\left(\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)\left(\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top}\right)$.

Tables 4.1 and 4.2 show that the overall complexity of the direct method for calculating $\mathbf{V}_{\text {oo }}$ depends only on the size of the dataset ( $n$ ), while the complexity of the parameterisation method depends on both the size of the dataset $(n)$ and the number of observed data points
$\left(n_{o}\right)$. We now discuss the overall complexity of the parameterisation method under two different real-world scenarios.

In the context of conducting a survey based on a sample from a larger population, the population is considered as the complete dataset with $n$ units. The sample comprises observed data with $n_{o}$ units; the remaining $n_{u}$ units are considered missing. Choosing a criterion to determine the value of $n_{o}$ results in varying complexities.

Scenario 1: $\left(n_{o} \leq c\right)$
When the size of $n_{o}$ is constrained by a constant $c\left(n_{o} \leq c\right)$, the overall complexity is $O\left(n^{1.5}\right)$.

Scenario 2: $n_{o}=\sqrt{n}$
When $n_{o}=\sqrt{n}$, the overall complexity becomes $O\left(n^{2}\right)$.
In the first scenario, the decision is made to keep $n_{o}$ fixed regardless of any increase in $n$. This leads to an overall computational complexity of $O\left(n^{3 / 2}\right)$ for calculating $\mathbf{V}_{o o}$. In the second scenario, $n_{o}$ remains relatively small compared to $n$. For example, with $n=1,000,000$, the number of observed units $n_{o}$ is 1,000 . The number of observed units $n_{o}$ is chosen to be relatively small compared to $n$, but still varying with $n$ such that the computational complexity is $O\left(n^{2}\right)$. Thus, in real-world scenarios, the parameterisation approach typically demonstrates computational complexities either smaller or equivalent to the direct method, which carries a complexity of $O\left(n^{2}\right)$ for any given scenario.

We strongly recommend utilising the parameterisation method to compute $\mathbf{V}_{o o}$. This recommendation arises from two key considerations. First, it avoids the direct inversion of a sparse $n \times n$ matrix with a computational complexity of $O\left(n^{2}\right)$. Second, in the direct method, even though $\mathbf{A}^{\top} \mathbf{A}$ is a sparse matrix, its inverse is a dense matrix. As $n$ increases, the size of $\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ grows, and storing $\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ becomes impractical. In simulation studies, we observed that attempting to store $\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}$ on the National Institute for Applied Statistics Research Australia High Performance Computer cluster ${ }^{2}$ failed when $n$ exceeded approximately 32,500 . On the other hand, utilising the parameterisation method allowed us to obtain $\mathbf{V}_{o o}$, even for large values of $n$ up to $1,000,000$.

As $\mathbf{V}_{o o}$ is a dense matrix, subsequent computations after its calculation include determining its determinant and solving systems that involve $\mathbf{V}_{o o}$; see the $\log$-likelihood of $\mathbf{z}_{o}$ in Equation (3.3). Due to the computational complexity of these operations, particularly when $n_{o}$ is large, the practical applicability and efficiency of the marginal ML method are limited. Thus, we recommend to use the marginal ML method when $n_{o}$ is small.

[^2]Table 4.3: Complexity of calculating terms in matrices $\mathbf{M}_{o u}$ and $\mathbf{M}_{u u}$. The cells in the complexity column marked with * indicate the empirical complexity derived from simulations, whereas cells without * represent the theoretical complexity. Refer to Section S1.3 of the online supplement for a comprehensive derivation of these complexities.

| Operation | Description | Complexity |
| :---: | :---: | :---: |
| $\mathbf{A}_{\mathbf{B}_{u}}=\mathbf{A B}_{u}^{\top}$ | Two sparse matrix <br> multiplication | $O\left(n n_{u}\right)$ |
| $\mathbf{A A}^{\top}$ | Two $n \times n$ sparse <br> matrix multiplication | $O(n)$ |
| $\mathbf{L}_{\mathbf{A A}^{\top}}$ | Cholesky of <br> local neighbourhood | $O\left(n^{1.5}\right)$ |
| $\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}$ | Cholesky update | $O\left(n^{1.5}\right)^{*}$ |
| $\mathbf{S}=\operatorname{solve}\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}, \mathbf{A}_{\mathbf{B}_{u}}\right)$ | solving a system of | two sparse matrices |
| $\mathbf{A}_{\mathbf{B}_{o}}^{\top}=\mathbf{B}_{o} \mathbf{A}^{\top}$ | using Cholesky factors | $O\left(n^{1.5} n_{u}\right)^{*}$ |
| $\mathbf{M}_{u u}=\mathbf{A}_{\mathbf{B}_{u}}{ }^{\top} \mathbf{S}$ | $n_{o} \times n$ times $n \times n$ | $O\left(n n_{o}\right)$ |
| $\mathbf{M}_{o u}=\mathbf{A}_{\mathbf{B}_{o}}^{\top} \mathbf{S}$ | $n_{u} \times n$ times $n \times n_{u}$ | $O\left(n_{u}^{2}\right)$ |
| $\mathbf{T}=\operatorname{solve}\left(\mathbf{M}_{u u}, \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)\right)$ | $n_{o} \times n$ times $n \times n_{u}$ | $O\left(n_{u} n_{o}\right)$ |
|  | solving a system | $O\left(n_{u}^{3}\right)$ |
| with $n_{u} \times n_{u}$ | dense matrix |  |

### 4.1.2 Computational complexity of EM algorithm

This section discusses the complexity of the EM algorithm, described in Section 3.3. The most computationally demanding aspects of the EM algorithm involve calculating the logdeterminant, $\log |\mathbf{M}|$ and the conditional mean, $\boldsymbol{\mu}_{u \mid 0}$. Notably, the computation of submatrices $\mathbf{M}_{u u}$ and $\mathbf{M}_{o u}$ includes all the necessary calculations for determining $\log |\mathbf{M}|$. For a comprehensive understanding of the overall computational complexity of the EM algorithm, exploring the details of computing $\mathbf{M}_{u u}=\mathbf{B}_{u} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top}, \mathbf{M}_{o u}=$ $\mathbf{B}_{o} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top}$, and then computing $\boldsymbol{\mu}_{u \mid o}=\boldsymbol{\mu}_{u}-\mathbf{M}_{u u}^{-1} \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)$ are sufficient. Table 4.3 provides a detailed summary of the essential matrix operations and their complexity for computing $\boldsymbol{\mu}_{u \mid o}$.

By reviewing Table (4.3), it is clear that the overall complexity of calculating $\mathbf{T}$ in Table (4.3) using $\mathbf{M}_{u u}$ and $\mathbf{M}_{o u}$ depends on the values of $n$, $n_{o}$, and $n_{u}$. The overall complexity can be written as $\max \left(O\left(n^{1.5} n_{u}\right), O\left(n n_{o}\right), O\left(n_{o} n_{u}\right), O\left(n_{u}^{3}\right)\right)$. We undertake an analysis of the overall computational complexity for calculating $\mathbf{T}$ across two distinct real-world scenarios.

Scenario 1: $n_{u} \leq c, n_{o}=n-c$
When $n_{u}$ is limited by a constant $c\left(n_{u} \leq c\right), n_{o}$ equals $n-c$. Consequently, the overall
complexity is determined by the maximum of either $O\left(n^{1.5}\right)$ or $O\left(n^{2}-c n\right)$. Since the highest order polynomial is 2 , the overall complexity can be simplified to $O\left(n^{2}\right)$.

Scenario 2: $n_{u}=\sqrt{n}, n_{o}=n-\sqrt{n}$.
This leads to the overall complexity of $O\left(n^{2}\right)$.

Similar to the parameterisation approach in the marginal ML method, we delve into explaining the complexities of the two real-world scenarios for the EM algorithm. In the first scenario, the sampling design involves fixing $n_{u}$ regardless of any increase in $n$. In this context, the calculation of $\mathbf{T}$ exhibits a complexity of $O\left(n^{2}\right)$. In the second scenario as well, where $n_{u}$ is relatively small compared to $n$, the overall complexity remains $O\left(n^{2}\right)$.

It is noteworthy that, for any positive value of $n$, these overall complexities are found to be less than the complexity derived from the naive calculation of terms, which is $O\left(n^{3}\right)$. This implies that the implementation of the EM algorithm utilising our proposed computational approaches entails lesser computational complexity compared to the implementation involving the naive computation of terms, particularly under certain real-world scenarios.

To find the solution $\mathbf{T}$ for the equation $\mathbf{T}=\mathbf{M}_{u u}^{-1} \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)$, where $\mathbf{M}_{u u}$ is an $n_{u} \times n_{u}$ symmetric and dense matrix, it is necessary to perform the Cholesky decomposition of $\mathbf{M}_{u u}$ (See Section S1.3.7 of the online supplement for the detailed implementation). However, computing the Cholesky decomposition becomes computationally challenging for large values of $n_{u}$ due to the dense nature of $\mathbf{M}_{u u}$. Therefore, we recommend employing the EM algorithm when $n_{u}$ is small.

In Figure 4.2, we present a plot of the average computing time (across 1000 replications) required to calculate the marginal likelihood of $\mathbf{z}_{o}$ in the marginal ML method (using the parameterisation approach) and to compute the term $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ in the EM algorithm for H-SAM and H-SEM. This analysis is conducted with a fixed total number of observations $(n)$ while varying the proportion of missing values $\left(n_{u}\right)$. We set $n=5000$, and consider $10 \%, 20 \%, \ldots, 90 \%$ of 5000 as the number of observed units $n_{o}$. The plot provides support for our complexity analysis and its findings, indicating that the marginal ML approach is better when the value of $n_{o}$ is small, whereas the EM algorithm becomes more useful when $n_{o}$ is large for both H-SEM and H-SAM.


Figure 4.2: Average computing time of calculating the marginal $\log$-likelihood of $\mathbf{z}_{o}$ for marginal ML, and $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ for EM-algorithm for H-SAM (left) and H-SEM (right)

### 4.2 Comparing estimation methods

In the subsequent sections, we use the following terminology: the full data model (FDM) refers to the model fitted using the entire dataset. The observed data model (ODM), on the other hand, refers to the model fitted solely based on the observed locations. For this model, the weight matrix, design matrix, and the vector of the response variable are constructed exclusively from observed locations, denoted as $\mathbf{W}_{o o}, \mathbf{X}_{o}$, and $\mathbf{z}_{o}$ respectively. As discussed in Section 3.1, the ODM specification leads to inconsistencies and biases in parameter estimates. Furthermore, the complete locations model (CLM) refers to the model fitted based on the complete locations, which accurately captures the marginal distribution of $\mathbf{z}_{o}$. We employ two suggested estimation approaches from Sections 3.2 and 3.3 to fit the CLM.

Theoretically, the EM algorithm and the marginal ML method are expected to yield similar estimates. However, the frequent non-convergence of the EM algorithm often leads to divergent estimates. On the other hand, when the underlying optimisation problem presents multiple local maxima, employing optimisers, such as the Newton-Raphson method, for the marginal ML method to obtain the global maximum is challenging. Simulation studies are conducted with two main objectives: (1) to assess the accuracy and the computational efficiency of the marginal ML method and the EM algorithm, and (2) to evaluate the inconsistencies and the bias in the estimates when the ODM is used in the presence of missing data.

We now describe the approaches to assess convergence for marginal ML and EM algorithms. For the marginal ML method, we utilise the R optim() function to numerically maximise the marginal log-likelihood with respect to parameters $\theta$ and $\rho$. We set $10^{-8}$ as the convergence threshold for the optim() function. Regarding the EM algorithm, the standard

Table 4.4: Mean estimates of $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ for different percentages of missing data for the ODM and CLM estimated using marginal ML and EM algorithms for H-SEM. CLM-I: marginal ML method and CLM-II: EM algorithm. The true values are $\rho=0.8, \sigma_{\epsilon}^{2}=2$, and $\sigma_{\mathbf{y}}^{2}=1$. The empirical means are computed from 2500 simulated datasets, each with $n=625$ units. Entries marked with 'NC' indicate that the EM algorithm failed to converge for a significant number of simulations, preventing the reliable calculation of mean estimates.

| Model | 10\% |  |  | 20\% |  |  | 30\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ |
| ODM | 0.7631 | 2.0128 | 1.0337 | 0.7400 | 2.1273 | 0.9719 | 0.7139 | 2.2285 | 0.9166 |
| CLM-I | 0.7779 | 1.8777 | 1.1342 | 0.7743 | 1.8771 | 1.1424 | 0.7817 | 1.8757 | 1.1203 |
| CLM-II | 0.7779 | 1.8777 | 1.1342 | 0.7743 | 1.8770 | 1.1424 | 0.7817 | 1.8757 | 1.1203 |
| Model | 70\% |  |  | 80\% |  |  | 90\% |  |  |
|  | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\text {y }}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ |
| ODM | 0.5302 | 2.0334 | 1.6499 | 0.5012 | 2.1295 | 1.3452 | 0.2781 | 1.1193 | 2.7998 |
| CLM-I | 0.7726 | 1.7241 | 1.2912 | 0.8162 | 1.9895 | 0.8016 | 0.5547 | 0.9749 | 1.9075 |
| CLM-II | 0.7726 | 1.7248 | 1.2901 | 0.8159 | 1.9879 | 0.8021 | NC | NC | NC |

approach involves comparing the Euclidean distance between estimated parameter vectors at the $i^{\text {th }}$ and $(i-1)^{t h}$ iterations of the EM algorithm (Mader et al., 2014). If the distance falls below $10^{-9}$, we determine that the algorithm has converged. We also set a maximum limit of 1,000 iterations for the EM algorithm due to practical computational constraints. It is noteworthy that during each EM iteration, the estimates for $\theta$ and $\rho$ are obtained using the optim() function by maximising $Q\left(\theta, \rho \mid \boldsymbol{\phi}^{\prime}\right)$ in Equation (3.19). For this numerical optimisation task, we also set the convergence threshold of the optim() function to $10^{-8}$.

To generate synthetic data, we set $\rho=0.8, \sigma_{\epsilon}^{2}=2$, and $\sigma_{\mathbf{y}}^{2}=1$ for the H-SEM and H-SAM. The regression parameters are fixed at $\beta_{0}=1$ and $\beta_{1}=5$. The covariate is drawn from a normal distribution with a mean of 0 and a standard deviation of 1 . The spatial weight matrix is generated based on a $25 \times 25$ grid that follows the Rook neighbourhood. In total, we simulate 2500 data sets, each with $n=625$ units. The same initial values are used for both marginal ML and EM algorithms.

Tables 4.4 and 4.5 present the mean estimates of $\rho, \sigma_{\boldsymbol{\epsilon}}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ for the H-SEM and HSAM with different percentages of missing data using the ODM and CLM specifications. Tables 4.6 and 4.7 further compare marginal ML and EM algorithms for estimating H-SEM and H-SAM, respectively. The tables include the average computational time, convergence rates of the EM algorithm, the average number of EM iterations, and the average relative distances (ARD) between the estimates obtained from the marginal ML method and EM

Table 4.5: Mean estimates of $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ for different percentages of missing data for the ODM and CLM estimated using marginal ML and EM algorithm for H-SAM. CLM-I: marginal ML method and CLM-II: EM algorithm. The true values are $\rho=0.8, \sigma_{\epsilon}^{2}=2$, and $\sigma_{\mathbf{y}}^{2}=1$. The empirical means are computed from 2500 simulated datasets, each with $n=625$ units. Entries marked with 'NC' indicate that the EM algorithm failed to converge for a significant number of simulations, preventing the reliable calculation of mean estimates.

| Model | 10\% |  |  | 20\% |  |  | 30\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ |
| ODM | 0.7519 | 1.8826 | 2.1226 | 0.6892 | 1.8075 | 3.4897 | 0.6136 | 1.5454 | 5.3717 |
| CLM-I | 0.8009 | 2.0182 | 0.9621 | 0.7994 | 2.0213 | 0.9658 | 0.7998 | 2.0069 | 0.9734 |
| CLM-II | 0.8009 | 2.0182 | 0.9621 | 0.7994 | 2.0213 | 0.9659 | 0.7998 | 2.0069 | 0.9734 |
| Model | 70\% |  |  | 80\% |  |  | 90\% |  |  |
|  | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ |
| ODM | 0.3444 | 0.0387 | 15.1225 | 0.2737 | 0.3197 | 16.2810 | 0.2849 | 3.7648 | 13.8161 |
| CLM-I | 0.7987 | 2.0980 | 0.9440 | 0.8017 | 2.2445 | 0.8367 | 0.7991 | 2.2564 | 0.7381 |
| CLM-II | 0.7987 | 2.0970 | 0.9444 | 0.8017 | 2.2406 | 0.8384 | NC | NC | NC |

algorithm.
Tables 4.4 and 4.5 show that the mean estimates from marginal ML and EM algorithms are nearly identical for H-SEM and H-SAM, except for the case of $80 \%$ missing values. When analysing datasets with $90 \%$ missing values, the EM algorithm demonstrates slow convergence. Consequently, we solely compare the estimates from the ODM with those from the marginal ML method. For the H-SAM, regardless of the percentage of missing values, the CLM specifications consistently yield estimates closer to the true values with lower Mean Square Errors (MSEs) compared to estimates from the ODM (see Section S2 of the online supplement for MSEs). In the case of H-SEM, with missing value percentages of $10 \%, 20 \%$, and $30 \%$, although both ODM and CLM produce accurate parameter estimates, the estimates from CLM are slightly closer to the true values with lower MSEs. For higher missing value percentages, such as $70 \%, 80 \%$, and $90 \%$, the mean estimates for H-SEM obtained from the ODMs significantly deviate from the true values compared to CLMs. Section S2 of the online supplement provides further results for this study. These results include mean estimates, mean squared errors, and parameter coverages for all model parameters, including fixed effects $(\boldsymbol{\beta})$, across various levels of missing data percentages.

As shown in Tables 4.6 and 4.7, when dealing with low percentages of missing values $(10 \%, 20 \%, 30 \%)$, the EM algorithm consistently achieves convergence well before it reaches the maximum iteration limit across almost all simulated data sets for both H -SEM and H -

Table 4.6: Comparisons of average computing time, convergence rate, average number of EM iterations, and the ARD measure for fitting ODM and CLM (using marginal ML method and EM algorithm) for H-SEM. The properties are computed from 2500 simulated datasets, each with $n=625$ units.

| Property |  | Missing percentages |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 30 | 70 | 80 | 90 |
| Average computing | ODM | 1.1880 | 1.1477 | 1.1309 | 0.9018 | 0.8848 | 0.8207 |
| time (s) | Marginal | 33.2491 | 28.8777 | 23.5002 | 6.6306 | 4.1570 | 2.3825 |
|  | ML | EM | 40.942 | 83.797 | 200.009 | 3009.488 | 6488.425 | | 6754.785 |
| :---: |
| Convergence rate <br> EM algorithm |
| - |
| 1 |

SAM. However, when working with datasets with high missing data percentages of $70 \%, 80 \%$, $90 \%$, we observe that the percentages of the convergence of the EM algorithm are 0.7885 , $0.4423,0.2867$ for H-SEM and $0.9870,0.2826$ and 0.1831 for H-SAM on the simulated data sets, respectively. As the percentage of missing values increases, so does the average number of EM iterations. The observed behaviors can be attributed to the slower convergence rate exhibited by the EM algorithm when operating with a smaller number of observed units. We compare the estimates obtained from the EM algorithm with the estimates obtained using the marginal ML method and the true parameter values. The final rows in Tables 4.6 and 4.7 present a summary of the average relative distance (ARD) between EM and marginal ML estimates, relative to the true values, where $\operatorname{ARD}=\sqrt{\sum_{i=1}^{r+3}\left(\frac{\widehat{\boldsymbol{\theta}}_{i(\text { marginal })}-\widehat{\boldsymbol{\theta}}_{i(\mathrm{EM})}}{\boldsymbol{\theta}_{i(\text { (true })}}\right)^{2}}$, with $r+3$ representing the length of the parameter vector. The measure quantifies the variation between the two estimation methods.

In both H-SEM and H-SAM, when the missing percentage exceeds $80 \%$, the ARD between EM estimates and marginal ML estimates becomes larger than when the missing data percentages are lower than $80 \%$, as presented in the final rows of Tables 4.6 and 4.7. This indicates a notable difference between estimates obtained using the marginal ML and EM algorithms in scenarios with higher missing value percentages compared to those with lower percentages. The difference is reflected in the observed variations in the mean estimates beyond the second decimal point, as illustrated in the respective cells of Tables 4.4 and 4.5 . Tables 4.6 and 4.7 show that estimating ODM is faster than estimating CLM using the

Table 4.7: Comparisons of average computing time, convergence rate, average number of EM iterations, and the ARD measure for fitting ODM and CLM (using marginal ML method and EM algorithm) for H-SAM. The properties are computed from 2500 simulated datasets, each with $n=625$ units.

| Property |  | Missing percentages |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 30 | 70 | 80 | 90 |
| Average time <br> consumption (s) | Marginal | 1.1380 | 1.0012 | 0.9482 | 0.9613 | 0.8565 | 0.8413 |
|  | ML | 33.2988 | 25.4981 | 20.1207 | 7.9276 | 6.9077 | 5.5549 |
| EM | 59.542 | 74.295 | 165.862 | 2216.192 | 6368.822 | 7256.036 |  |
| Convergence rate <br> EM algorithm | - | 1 | 0.9996 | 0.9996 | 0.9870 | 0.2826 | 0.1831 |
| Average No. of <br> EM iterations | - | 42 | 55 | 84 | 560 | 918 | 927 |
| ARD | - | 1.5954 | 2.4737 | 3.5323 | 1.8938 | 2.6936 | 3.8173 |
| $\times 10^{-4}$ | $\times 10^{-4}$ | $\times 10^{-4}$ | $\times 10^{-3}$ | $\times 10^{-2}$ | $\times 10^{-2}$ |  |  |

two proposed methods for any percentage of missing values. The marginal ML method is faster for estimating H-SEM and H-SAM when the missing percentages are high. The EM algorithm is faster when the missing value percentages are small.

Based on our complexity analysis detailed in Section 4.1, the EM algorithm demonstrates superior computational performance over the marginal ML method when the percentage of missing values $\left(n_{u}\right)$ is low. However, Tables 4.6 and 4.7 show that the marginal ML is faster than the EM algorithm for all missing value percentages. There are two reasons. First, the EM algorithm's extremely small convergence threshold of $10^{-9}$ requires a large number of iterations for convergence, thereby contributing to its higher computing time relative to the marginal ML method. Second, the computational time of both algorithms is also influenced by the total number of observations $n$. We conducted an additional simulation study where we fitted ODMs and CLMs for H-SAM with $n=2,500$, having low ( $10 \%$ ) and high ( $90 \%$ ) percentages of missing data. We adjusted the convergence threshold of the EM algorithm to $10^{-6}$ and set the maximum number of EM iterations to 1,000 . Similar to the simulation study with $n=625$ and $90 \%$ missing values, we observed slow convergence of the EM algorithm when $n=2,500$ and $90 \%$ missing values. Consequently, in the scenario where $90 \%$ of values are missing, we only compare the ODM with the CLM estimated using the marginal ML method. The results of this study are presented in Table 4.8.

When estimating H-SAM with datasets with $10 \%$ of missing values percentages, the EM algorithm is faster than the marginal ML method. However, when dealing with datasets with $90 \%$ of missing values percentages, the marginal ML method outperforms the EM algorithm.

Table 4.8: Mean estimates of $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ and average computation times in seconds for $10 \%$ and $90 \%$ of missing data for the ODM and CLM estimated using marginal ML and EM algorithms for H-SAM. The true values are $\rho=0.8, \sigma_{\epsilon}^{2}=2$, and $\sigma_{\mathbf{y}}^{2}=1$. Entries marked with ' NC ' indicate that the EM algorithm failed to converge for a significant number of simulations, preventing the reliable calculation of mean estimates and ARD. The properties are computed from 100 simulated datasets, each with $n=2,500$ units.

| Model | 10\% |  |  |  | 90\% |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | Time (s) | $\rho$ | $\sigma_{\epsilon}^{2}$ | $\sigma_{\mathbf{y}}^{2}$ | Time (s) |
| ODM | 0.7584 | 1.9769 | 2.0744 | 20.5496 | 0.2415 | 0.0265 | 18.9752 | 0.8812 |
| Marginal ML | 0.8092 | 2.1325 | 0.8840 | 3778.8418 | 0.7999 | 2.0578 | 0.9458 | 136.5278 |
| EM | 0.8092 | 2.1326 | 0.8839 | 691.8043 | NC | NC | NC | 429878.3 |
| Convergence rate EM algorithm | 1 |  |  |  | NC |  |  |  |
| Average No. of EM iterations | 42 |  |  |  | NC |  |  |  |
| ARD | $\begin{aligned} & 1.3792 \\ & \times 10^{-4} \end{aligned}$ |  |  |  | NC |  |  |  |

These findings confirm the results of our complexity analysis in Section 4.1. Furthermore, estimates derived from CLM, utilising both ML and EM algorithms are closer to the true values compared to estimates obtained from ODM for both $10 \%$ and $90 \%$ missing value percentages.

## 5 Real Data Application

This section applies the estimation methods to a real dataset. The dataset on house prices in Lucas County, Ohio, USA, contains a total of 25,357 observations of single-family homes sold between 1993 and 1998. The Spatial Econometrics toolbox for Matlab provides a comprehensive description of the dataset ${ }^{3}$. The dataset is also included in the $R$ package spData (Bivand et al., 2023).

We use the natural logarithm of housing prices $(\ln$ (price)) as the dependent variable and include several independent variables, including various powers of house age (age, age ${ }^{2}$, and age $^{3}$ ), the logarithm of the lot size in square feet (ln(lotsize)), the number of rooms (rooms), the logarithm of the total living area in square feet (LTA), the number of bedrooms, and a binary indicator for each year from 1993 to 1998 (syear) to represent the year of the house

[^3]sale. The same row-normalized sparse weight matrix W, as introduced by Bivand (2010), is used.

Suesse (2018a) conducted an analysis on the same dataset, using standard SEM and SAM (i.e. SAR models without measurement errors) and SEM and SAM with measurement errors. They employed the same dependent variable and covariates as those used by Bivand (2010). The analysis revealed that when ignoring measurement errors, SAM gives a better fit than SEM for the dataset, whereas when incorporating measurement errors, the SEM with measurement errors outperforms the SAM with measurement errors. Therefore, ignoring measurement errors in the SAR models can affect the conclusion significantly.

We first estimate the H-SEM and H-SAM with the complete dataset (FDM) and use the estimates as the ground truth for comparing ODM and CLMs. We then generate two datasets with missing values in the response variables from the complete dataset. The two datasets have missing percentages of $10 \%$ and $90 \%$. Subsequently, we estimate the ODM and the CLM using the marginal ML and EM algorithms. We start both the marginal ML and EM algorithms with identical initial values. We set the convergence threshold for the optim() function to $10^{-8}$ for the marginal ML method. For the EM algorithm, we set the convergence threshold for the optim() function to $10^{-8}$ for numerical maximisation within each iteration, and $10^{-6}$ to terminate the EM algorithm.

Table 5.1 shows estimates and standard errors for $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ obtained using the FDM, the ODM, the CLM with marginal ML method, and the CLM with EM algorithm for the H-SEM with $10 \%$ of missing data. The table includes marginal log-likelihood values (for the marginal ML and the EM algorithms), along with fitting time, the time to compute the standard error of the parameters, and the number of EM iterations.

According to Table 5.1, the EM algorithm is faster than the marginal ML method for estimating H-SEM when the missing data percentage is small ( $10 \%$ of missing data). The results are consistent with our findings provided in Section 4.1. The marginal ML and EM methods yield identical parameter estimates. Moreover, the parameter estimates obtained from CLM are closer to the estimates obtained from the FDM than those of the ODM, which relies solely on observed data locations; see Table S3.3 in Section S3 of the online supplement for more detailed results, including the estimates and standard errors of fixed effects $(\boldsymbol{\beta})$.

Table 5.2 shows estimates and standard errors for $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ obtained using the FDM, the ODM, the CLM with marginal ML method, and the CLM with EM algorithm for the H-SAM with $90 \%$ of missing data. The table shows that the marginal ML method outperforms the EM algorithm in terms of computing time when the percentage of missing values is high (i.e. $n_{o}$ is small). This confirms our results outlined in Section 4.1. Due

Table 5.1: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SEM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $10 \%$ of missing data, and the number of EM iterations

| Variables | FDM-ML |  | ODM-ML |  | $\begin{gathered} \text { CLM } \\ \text {-Marginal ML } \end{gathered}$ |  | CLM-EM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. | S.E. |
| $\rho$ | 0.9866 | 0.0002 | 0.8654 | 0.0049 | 0.9868 | 0.0002 | 0.9868 | 0.0002 |
| $\sigma_{\mathrm{y}}^{2}$ | 0.0004 | 0.0001 | 0.0226 | 0.0011 | 0.0004 | 0.0001 | 0.0004 | 0.0001 |
| $\sigma_{\epsilon}^{2}$ | 0.0685 | 0.0007 | 0.0603 | 0.0012 | 0.0691 | 0.0007 | 0.0691 | 0.0007 |
| number of EM iterations |  |  |  |  |  |  |  |  |
| estimation time (s) | 14.249 |  | 4.963 |  | 1803.9157 |  | 1546.3783 |  |
| Time std.error (s) | 5.849 |  | 5.52 |  | 59.2792 |  | 65.7387 |  |
| marginal log-likelihood | - |  | - |  | -5885.136 |  | -5885.098 |  |

to computational constraints, we terminated the EM algorithm after 100 iterations (after around 28 hours), and at this point, the EM algorithm had not yet converged. The lack of convergence highlights the typical slow convergence of the EM algorithm when handling high percentages of missing data, supporting our recommendation of employing the marginal ML method for large missing data percentages in Section 4.1; see Table S3.2 in Section S3 of the online supplement for further details. In this example, the computational cost per iteration of the marginal ML method and EM algorithm is expensive because the total number of observations $(n)$ is large. Moreover, the online supplement provides a summary of the HSAM with $10 \%$ missing data and the H-SEM with $90 \%$ missing data; see Tables S3.1 and S3.4 in Section S3 of the online supplement for further details.

To compare the accuracy of the parameter estimates obtained from the ODM specification and those observed from the CLM, we computed the MSE of the estimated parameters for both H-SEM and H-SAM as shown in Table 5.3. The estimates from the FDM are treated as true parameter values, and the MSE of the parameter estimates obtained using the EM algorithm is calculated using the formula $\mathrm{MSE}_{\mathrm{EM}}=\frac{1}{r+3} \sum_{i=1}^{r+3}\left(\hat{\theta}_{i}-\hat{\theta}_{i, E M}\right)^{2}$, where $\hat{\theta}_{i}$ is the estimated value for the $i$-th parameter from the FDM, and $\hat{\theta}_{i, E M}$ is the estimated value for the $i$-th parameter obtained from EM algorithm, and $r+3$ is the total number of parameters. A similar measure is also defined for the marginal ML method.

As expected, parameter estimates obtained from the data with lower missing data per-

Table 5.2: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SAM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $90 \%$ of missing data, and the number of EM iterations. Entries labeled as 'NC' indicate instances where the EM algorithm did not successfully converge.

| Variables | FDM-ML |  | ODM-ML |  | CLM <br> -Marginal ML |  | CLM-EM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. S.E. |
| $\rho$ | 0.6727 | 0.0001 | 0.0027 | 0.0311 | 0.6046 | 0.0201 | NC |
| $\sigma_{\mathrm{y}}^{2}$ | 0.0399 | 0.0008 | 0.0882 | 0.0114 | 0.0682 | 0.0070 | NC |
| $\sigma_{\epsilon}^{2}$ | 0.042 | 0.0009 | 0.0882 | 0.0234 | 0.0203 | 0.0080 | NC |
| number of EM iterations |  |  |  |  |  |  | 100 |
| estimation time (s) | 6.319 |  | 0.216 |  | 18.7909 |  | 101916.2943 |
| Time std.error (s) | 5.926 |  | 0.836 |  | 46.3919 |  | 41.6773 |
| marginal log-likelihood | - |  |  |  | -1120.645 |  | NC |

Table 5.3: Mean squared errors of estimates of ODM and CLMs (marginal ML and EM estimates) relative to the FDM estimates for different missing value percentages. Cells marked with an asterisk $\left(^{*}\right)$ indicate instances where the EM algorithm has not converged.

|  |  | H-SEM |  | H-SAM |  |
| :--- | :---: | :--- | :--- | :--- | :--- |
|  |  | $10 \%$ missing | $90 \%$ missing | $10 \%$ missing | $90 \%$ missing |
| ODM | ML | 0.1663 | 0.4838 | 1.0392 | 1.1248 |
| CLMs | Marginal- <br> ML | 0.0046 | 0.2556 | $4 \times 10^{-5}$ | 0.0172 |
|  | EM <br> algorithm | 0.0045 | $*$ | $4 \times 10^{-5}$ | $*$ |

centages (10\%) exhibit lower MSE compared to those from scenarios with higher missing value percentages ( $90 \%$ ), irrespective of whether the ODM or the CLM model specifications are used for H-SEM and H-SAM. The MSE estimates obtained from the ODM are consistently much larger than those of CLMs for the $10 \%$ and $90 \%$ missing data percentages for H-SEM and H-SAM.

## 6 Conclusion

The article proposes two approaches for estimating the parameters of SAR models with measurement errors in the presence of missing data. The first method involves directly maximising the marginal log-likelihood. The second method is based on the EM algorithm. The two methods are particularly effective when the spatial weight matrix $\mathbf{W}$ is sparse.

The computational complexity analysis and our examples suggest that when dealing with datasets with a small number of observed data (i.e., $n_{o}$ is small), the marginal ML is more efficient than the EM algorithm. There are two main reasons. First, the marginal ML method becomes more advantageous in terms of computational efficiency for small $n_{o}$ because calculating the inverse and determinant of matrix $\mathbf{V}_{\text {oo }}$ presents fewer computational challenges in scenarios where $n_{o}$ is small. Second, for datasets with small $n_{o}$, the convergence of the EM algorithm tends to be slow, leading to a high number of iterations required to achieve convergence.

When dealing with datasets containing a small number of missing data (i.e., $n_{u}$ is small), we recommend employing the EM algorithm due to its lower computational complexity compared to the marginal ML method. The EM algorithm's computational demands mainly depend on the terms $\mathbf{M}_{u u}$ and $\mathbf{M}_{o u}$. When $n_{u}$ is small, the computational burden associated with calculating these terms is considerably small. In addition, the EM algorithm tends to converge rapidly for datasets with a small number of missing data $n_{u}$, resulting in a lower number of iterations required for convergence. On the contrary, the marginal likelihood method involves operations such as $\mathbf{V}_{o o}^{-1}$ and calculation of the determinant of $\mathbf{V}_{o o}$. These operations are computationally intensive and may become infeasible for datasets with very large values of $n_{o}$ (small values of $n_{u}$ ) because $\mathbf{V}_{o o}$ is a dense matrix.

A notable limitation of our proposed methods arises when both $n_{o}$ and $n_{u}$ are large, leading to computational challenges due to dense matrix operations. For instance, consider a scenario where $n=100,000$, and $n_{o}=1,000$. In such a case, the marginal ML method is both preferable and computationally feasible, since $n_{o}$ is small. However, as the value of $n_{o}$ increases to 20,000, even though the marginal ML method remains preferable due to the small size of $n_{o}$ compared to $n$, it becomes computationally challenging. Specifically,
computing the determinant of a $20,000 \times 20,000$ dense matrix $\left(\left|\mathbf{V}_{\text {oo }}\right|\right.$; see the marginal loglikelihood in Equation (3.3)) becomes difficult. Conversely, when $n_{o}=20,000, n_{u}$ reaches 80, 000 employing the EM algorithm also becomes problematic due to its computational demands.

In future research, it is important to address computational challenges arising from large $n_{o}$ and $n_{u}$. This can be accomplished by employing methods to approximate the marginal covariance of $\mathbf{z}_{o}$, such as the reduced rank approach utilised by Burden et al. (2015), as demonstrated for the SEM with measurement errors, in the cases where the data is fully observed. Furthermore, while our study primarily investigates the estimation of H-SAR models under the missing at random (MAR) mechanism, there is a pressing need to extend investigations to encompass estimations with the missing not-at-random (MNAR) mechanism.
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# Online Supplement for Statistical Inference on Hierarchical Simultaneous Autoregressive Models with Missing Data 

We use the following notation in the supplement. Eq. (1), Table 1, and Figure 1, etc, refer to the main paper, while Eq. (S1.1), Table S1.1, and Figure S1.1, etc, refer to the supplement.

## S1 Computational complexity analysis

This section examines the computational complexities associated with computing computationally demanding individual terms for the two proposed likelihood approaches discussed in Sections 3.2 and 3.3 of the main paper. We explore these complexities through theoretical derivations and empirical estimations obtained from simulations.

## S1.1 Common terms computed in both marginal ML and EM methods: calculating $\mathrm{AA}^{\top}$

This section illustrates the complexity of the term $\mathbf{A} \mathbf{A}^{\top}$ defined in the rows of different tables in the main paper: (1) the first row of Table 4.1 in Section 4.1.1, (2) the second row of Table 4.2 in Section 4.1.1, and (3) the second row of Table 4.3 in Section 4.1.1.

We observed that $\mathbf{W}$ contains a local neighbourhood; see Section 4.1 of the main paper. As $\mathbf{A}=\mathbf{I}_{n}-\rho \mathbf{W}$, the structure of $\mathbf{A}$ also encompasses a local neighbourhood. Each row of $\mathbf{A}$ contains a maximum of 3,4 , or 5 non-zero elements, which is one additional non-zero element compared to $\mathbf{W}$. The additional non-zero element arises from the fact that while the diagonal of $\mathbf{W}$ is all zeros, the diagonal elements of $\mathbf{A}$ are 1.

To calculate a non-zero element in each row of $\mathbf{A} \mathbf{A}^{\top}$, it necessitates a maximum of 5 scalar multiplications and 4 scalar additions, resulting in a total of 9 flops. Simulation studies have shown that for any value of $n, \mathbf{A A}^{\top}$ contains at most 13 non-zero entries in each row, indicating that $\mathbf{A A}^{\top}$ constitutes a local neighbourhood. This implies that a total of $9 \times 13$ maximum number of flops are required to compute one row in $\mathbf{A} \mathbf{A}^{\top}$. With a total of $n$ rows, the computation of all elements in $\mathbf{A A}^{\top}$ demands $n \times 9 \times 13$ flops. As a result, the overall maximum computational complexity of this operation is $O(n)$. Through simulation studies, the time complexity of computing $\mathbf{A A}^{\top}$ has been estimated to be approximately $O\left(n^{1.032}\right) \approx O(n)$. The method to estimate the computational complexity is discussed in Section 4.1 of the main document. However, in the implementation, this operation is not
conducted as a matrix operation. It can be simplified as a scalar multiplication, expressed as $\mathbf{A} \mathbf{A}^{\top}=\mathbf{I}-\rho\left(\mathbf{W}+\mathbf{W}^{\top}\right)+\rho^{2} \mathbf{W} \mathbf{W}^{\top}$. To maximise the concentrated log-likelihood in Equation (3.7) and the function $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ in Equation (3.19) from the main document with respect to $\rho$ and $\theta$, we provide precomputed matrices $\mathbf{W}+\mathbf{W}^{\top}$ and $\mathbf{W} \mathbf{W}^{\top}$, along with the concentrated log-likelihood and $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$, as inputs to the optim() function for numerical maximisation; see Section 3 of the main paper.

## S1.2 Computing terms in the marginal ML method

## S1.2.1 Calculate $\mathrm{A}_{\mathrm{B}_{o}}^{-1}$

This section discusses the complexity of the term $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$ found in the first row of Table 4.2 in Section 4.1.1 of the main paper.

In R programming language, the solve() function serves a dual purpose, allowing us to calculate the inverse of a matrix and solve systems of linear equations. This function takes two primary arguments. The command solve $\left(M_{1}, M_{2}\right)$ solves the system $\mathbf{M}_{1} \mathbf{X}=\mathbf{M}_{2}$ for $\mathbf{X}$, with both $\mathbf{M}_{2}$ and $\mathbf{X}$ can be either a vector or a matrix, provided that they have compatible sizes. If direct inversion of $\mathbf{M}_{1}$ is desired, the command solve ( $M_{1}$ ) or solve ( $M_{1}, I$ ) can be employed, where $\mathbf{I}$ represents the identity matrix matched in size to $\mathbf{M}_{1}$.

It is important to highlight that when dealing with a sparse matrix $\mathbf{M}_{1}$, the solve() function in R's Matrix package utilises specialised algorithms designed for sparse matrices. These algorithms, including sparse Cholesky decomposition (see Section S1.3.1) and sparse LU decomposition (Davis, 2006), are explicitly used to optimise computations in scenarios involving sparse matrices. For more information, interested readers can refer to the documentation of the Matrix package (Bates et al., 2022).

In our case, the objective is to compute $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$ with the provided matrices $\mathbf{A}^{\top}$ and $\mathbf{B}_{o}^{\top}$, where the calculation is expressed as

$$
\begin{equation*}
\mathbf{A}_{\mathbf{B}_{o}}^{-1}=\left(\mathbf{A}^{\top}\right)^{-1} \mathbf{B}_{o}^{\top} . \tag{S1.1}
\end{equation*}
$$

When the command solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ is executed, the solve function performs an LU decomposition on the sparse square matrix $\mathbf{A}^{\top}$ from the Csparse library (Davis, 2006), which is optimised for sparse matrices. The sparsity of $\mathbf{A}^{\top}$ allows the use of efficient sparse matrix LU decomposition algorithms, typically achieving computational complexities below $O\left(n^{3}\right)$. Let $\mathbf{L}_{\mathbf{A}^{\top}}$ and $\mathbf{U}_{\mathbf{A}^{\top}}$ represent the lower and upper triangular matrices obtained from the LU decomposition of $\mathbf{A}^{\top}$. The system to be solved in Equation (S1.1) can be expressed as:

$$
\begin{align*}
\mathbf{A}^{\top} \mathbf{A}_{\mathbf{B}_{o}}^{-1} & =\mathbf{B}_{o}^{\top}, \\
\left(\mathbf{L}_{\mathbf{A}^{\top}} \mathbf{U}_{\mathbf{A}^{\top}}\right) \mathbf{A}_{\mathbf{B}_{o}}^{-1} & =\mathbf{B}_{o}^{\top},  \tag{S1.2}\\
\mathbf{L}_{\mathbf{A}^{\top}}\left(\mathbf{U}_{\mathbf{A}^{\top}} \mathbf{A}_{\mathbf{B}_{o}}^{-1}\right) & =\mathbf{B}_{o}^{\top} .
\end{align*}
$$

To solve the system described in Equation (S1.2), a two-step process is employed. Firstly, forward substitution is used on the system $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{Z}}=\mathbf{B}_{o}^{\top}$ to derive the solution for $\mathbf{Z}$. Subsequently, with $\mathbf{Z}$ determined, backward substitution is applied to the system $\mathbf{U}_{\mathbf{A}^{\top}} \mathbf{A}_{\mathbf{B}_{o}}^{-1}=\mathbf{Z}$ to obtain $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$.

During the application of forward substitution to $\mathbf{L}_{\mathbf{A}^{\top}} \mathbf{Z}=\mathbf{B}_{o}^{\top}$, assuming all the lower triangular elements of $\mathbf{L}_{\mathbf{A}}{ }^{\top}$ are non-zero, the computation of each row of the matrix $\mathbf{Z}$ requires $n^{2}$ flops per row (Ford, 2015). Given that $\mathbf{Z}$ has $n_{o}$ columns, the total number of flops needed to compute it is $n^{2} n_{o}$. Similarly, assuming all the upper triangular elements of $\mathbf{U}_{\mathbf{A}^{\top}}$ are non-zero, the application of backward substitution to $\mathbf{U}_{\mathbf{A}^{\top}} \mathbf{A}_{\mathbf{B}_{o}}^{-1}=\mathbf{Z}$ requires $n^{2} n_{o}$ flops. Hence, the total number of flops required for both forward and backward substitutions is $2 n^{2} n_{o}$, and the complexity of these operations should not exceed $O\left(n^{2} n_{o}\right)$.

In summary, the solve() function first computes the LU decomposition of $\mathbf{A}^{\top}$, with a complexity of less than $O\left(n^{3}\right)$. Subsequently, the application of forward and backward substitution involves a complexity of at most $O\left(n^{2} n_{o}\right)$. As a result, the overall complexity of the solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ operation should be less than $O\left(n^{3}\right)$. Through simulations, considering a constant value for $n_{o}$, the estimated time complexity for the solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ operation, which includes both the LU decomposition of $\mathbf{A}^{\top}$ and the forward and backward substitutions steps is approximately $O\left(n^{1.522}\right) \approx O\left(n^{3 / 2}\right)$. Moreover, a simulation study suggests that, when considering a constant value for $n$, the complexity of the solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ operation can be estimated as $O\left(n_{o}^{0.973}\right) \approx O\left(n_{o}\right)$. This finding aligns with the overall complexity of the solve $\left(\mathbf{A}^{\top}, \mathbf{B}_{o}^{\top}\right)$ operation derived from its theoretical implementation.

## S1.2.2 Calculate R

This section aims to demonstrate the complexity of the term $\mathbf{R}$ given in the third row of Table 4.2 in Section 4.1.1 of the main paper. The operation of calculating $\mathbf{R}$ given $\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}$ and $\left(\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}\right)$ is a matrix multiplication:

$$
\begin{equation*}
\mathbf{R}=\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}\left(\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}\right) \tag{S1.3}
\end{equation*}
$$

It is clear that the structure of the matrix $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ is similar to that of $\mathbf{A} \mathbf{A}^{\top}$. i.e. entries of zero and non-zero in $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ equivalent to that of $\mathbf{A} \mathbf{A}^{\top}$. This implies that $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$
also comprises a local neighbourhood having at most 13 non-zero entries in each row.
We understand that $\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}$ represents an $n_{o} \times n$ dense matrix, and $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ is an $n \times n$ sparse matrix, with each row having a maximum of $c$ non-zero elements, where $c=13$. Since $\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}$ is symmetric, this property extends to its columns as well; each column also contains a maximum of $c$ non-zero elements. The resulting matrix, $\mathbf{R}$, is an $n_{o} \times n$ dense matrix.

To compute a single entry in the $\mathbf{R}$ matrix, a maximum of $2 c-1$ flops are required, involving $c$ scalar multiplications and $c-1$ scalar additions. Subsequently, calculating an entire row in $\mathbf{R}$ necessitates evaluating $n$ columns, leading to a total of $n(2 c-1)$ flops. Given that $\mathbf{R}$ has $n_{o}$ rows, the total number of flops required to compute all rows in $\mathbf{R}$ is given by $n_{o} n(2 c-1)$. As a result, the maximum time complexity for the operation described in Equation (S1.3) is $O\left(n n_{o}\right)$. Specifically, when $n_{o}$ is held constant, the complexity reduces to $O(n)$, whereas, when $n$ is fixed, the maximum complexity becomes $O\left(n_{o}\right)$.

Through simulation studies, we find that when $n_{o}$ remains constant, the complexity of the operation described in Equation (S1.3) is $O\left(n^{1.298}\right) \approx O(n)$. Conversely, with a fixed $n$, the complexity is estimated to be $O\left(n_{o}^{1.215}\right) \approx O\left(n_{o}\right)$. These findings confirm the theoretical complexity analysis.

## S1.2.3 Calculating $\mathrm{V}_{o o}$

This section aims to demonstrate the complexity of the term $\mathbf{V}_{\text {oo }}$ found in the fourth row of Table 4.2 in Section 4.1.1 of the main paper. Given matrices $\mathbf{R}$ and $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$, the calculation of $\mathbf{V}_{o o}$ involves performing a matrix multiplication on two dense matrices. This operation can be expressed as:

$$
\begin{equation*}
\mathbf{V}_{o o}=\mathbf{R A}_{\mathbf{B}_{o}}^{-1} \tag{S1.4}
\end{equation*}
$$

The matrix dimensions for $\mathbf{R}$ and $\mathbf{A}_{\mathbf{B}_{o}}^{-1}$ are $n_{o} \times n$ and $n \times n_{o}$, respectively. Calculating a single entry in the $\mathbf{V}_{\text {oo }}$ matrix requires exactly $2 n-1$ flops. With $\mathbf{V}_{o o}$ containing $n_{o}$ columns, computing an entire row demands exactly $n_{o}(2 n-1)$ flops. Since $\mathbf{V}_{o o}$ has $n_{o}$ rows, the total flops for computing the entire $\mathbf{V}_{o o}$ matrix amount to exactly $n_{o}^{2}(2 n-1)$. Thus the complexity of the operation in Equation (S1.4) can be derived as $O\left(n n_{o}^{2}\right)$.

## S1.2.4 Inversion of $\mathrm{A}^{\top} \mathbf{A}$

This section aims to demonstrate the complexity of computing the inverse of $\mathbf{A}^{\top} \mathbf{A}$ found in the second row of Table 4.1 in Section 4.1.1 of the main paper.

As described in Section S1.2.1, the solve() function is utilised to compute the inversion of $\mathbf{A}^{\top} \mathbf{A}$. In order to calculate inverse of $\mathbf{A}^{\top} \mathbf{A}$, we use the command solve( $\left.\mathbf{A}^{\top} \mathbf{A}, \mathbf{I}\right)$. The system $\left(\mathbf{A}^{\top} \mathbf{A}\right) \mathbf{X}=\mathbf{I}$ requires solving for the matrix $\mathbf{X}$. Since $\mathbf{A}^{\top} \mathbf{A}$ is symmetric and sparse, The R function first calculates the Cholesky factors of $\mathbf{A}^{\top} \mathbf{A}$. Due to its local neighbourhood structure, the complexity of the Cholesky factorisation is $O\left(n^{3 / 2}\right)$. Let us denote the Cholesky factor of $\mathbf{A}^{\top} \mathbf{A}$ as $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}$. The system to be solved can be written as:

$$
\begin{align*}
\left(\mathbf{A}^{\top} \mathbf{A}\right) \mathbf{X} & =\mathbf{I} \\
\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\right)^{\top}\right) \mathbf{X} & =\mathbf{I}  \tag{S1.5}\\
\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\left(\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\right)^{\top} \mathbf{X}\right) & =\mathbf{I} .
\end{align*}
$$

To solve the system presented in Equation (S1.5), a two-step process is employed. Firstly, forward substitution is applied to the system $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}^{\mathbf{A}}} \mathbf{Z}=\mathbf{I}$, resulting in the derivation of $\mathbf{Z}$. Subsequently, with $\mathbf{Z}$ in hand, backward substitution is conducted on the system $\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\right)^{\top} \mathbf{X}=\mathbf{Z}$ to yield $\mathbf{X}$, which is the inverse of $\mathbf{A}^{\top} \mathbf{A}$.

During the application of forward substitution to $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}} \mathbf{Z}=\mathbf{I}$ for obtaining $\mathbf{Z}$, it is notable that $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}$ forms a lower triangular matrix. Assuming all the lower triangular elements are non-zero, the computation of one row of the matrix $\mathbf{Z}$ requires $n^{2}$ flops. As $\mathbf{Z}$ possesses $n$ columns, the total number of flops needed to compute its all entries is $n^{3}$. Similarly, the application of backward substitution to $\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\right)^{\top} \mathbf{X}=\mathbf{Z}$ for obtaining $\mathbf{X}$ assuming all the upper triangular elements in $\left(\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}\right)^{\top}$ are non-zero demands $n^{3}$ flops.

However, it is crucial to emphasize that $\mathbf{A}^{\top} \mathbf{A}$ is a sparse matrix, meaning its Cholesky factors are also sparse. Consequently, a substantial portion of entries in the lower triangular matrix $\mathbf{L}_{\mathbf{A}^{\top} \mathbf{A}}$ is zero. This leads to a reduction in the number of flops required for both forward and backward substitutions, making it less than $n^{3}$. This indicates that, the complexity of these operations is lower than $O\left(n^{3}\right)$.

In summary, the solve() function initially computes the Cholesky factors of $\mathbf{A}^{\top} \mathbf{A}$, which carries a complexity of $O\left(n^{3 / 2}\right)$. Subsequently, the application of forward and backward substitution, benefiting from the sparsity of $\mathbf{A}^{\top} \mathbf{A}$, involves a complexity of less than $O\left(n^{3}\right)$. Consequently, the overall complexity of the solve() operation falls within the range of $O\left(n^{3 / 2}\right)$ and $O\left(n^{3}\right)$. Based on a simulation study, the estimated computational complexity for the solve $\left(\mathbf{A}^{\top} \mathbf{A}, \mathbf{I}\right)$ operation is $O\left(n^{2.057}\right) \approx O\left(n^{2}\right)$.

## S1.3 Computing terms in the EM algorithm approach.

The computational complexity of the EM algorithm depends on computing submatrices $\mathbf{M}_{u u}$ and $\mathbf{M}_{o u}$, where $\mathbf{M}_{u u}=\mathbf{B}_{u} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top}$ and $\mathbf{M}_{o u}=\mathbf{B}_{o} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \mathbf{B}_{u}^{\top}$. To investigate the total computational complexity of calculating these terms, we need to consider the individual complexity of each matrix operation involved in their computations.

## S1.3.1 Calculating Cholesky factorisation of $\mathrm{AA}^{\top}$

This section discusses the complexity of the term found in the third row of Table 4.3 in Section 4.1.2 of the main paper.

As discussed in Section S1.1, the matrix $\mathbf{A A}^{\top}$ represents a local neighborhood. Rue and Held (2005) demonstrated that when performing Cholesky factorisation on a sparse matrix with a local neighborhood constructed on an $\sqrt{n} \times \sqrt{n}$ regular grid, the computational complexity is $O\left(n^{3 / 2}\right)$. Consequently, the computational complexity of Cholesky factorisation for $\mathbf{A} \mathbf{A}^{\top}$ is $O\left(n^{3 / 2}\right)$. Our simulation studies confirmed this by demonstrating an estimated computational complexity of $O\left(n^{1.659}\right) \approx O\left(n^{3 / 2}\right)$.

## S1.3.2 Calculating $\mathbf{A}_{\mathbf{B}_{u}}$

This section aims to demonstrate the complexity of the term $\mathbf{A}_{\mathbf{B}_{u}}$ found in the first row of Table 4.3 in Section 4.1 .2 of the main paper. Given matrices $\mathbf{A}$ and $\mathbf{B}_{u}^{\top}$, the calculation of $\mathbf{A}_{\mathbf{B}_{u}}$ involves performing a matrix multiplication between two sparse matrices, as defined by the equation:

$$
\begin{equation*}
\mathbf{A}_{\mathbf{B}_{u}}=\mathbf{A} \mathbf{B}_{u}^{\top} \tag{S1.6}
\end{equation*}
$$

We previously established that the $n \times n$ matrix $\mathbf{A}$ represents a local neighbourhood, and $\mathbf{B}_{u}=\left[\mathbf{0} \mid \mathbf{I}_{u}\right]$ is an $n_{u} \times n$ sparse matrix, where $\mathbf{I}_{u}$ is the $n_{u} \times n_{u}$ identity matrix, and $\mathbf{0}$ is the $n_{u} \times n_{o}$ zero matrix. In $\mathbf{B}_{u}^{\top}$, each column has exactly one element with a value of 1 , while all other elements are zero. This implies that to compute a single element in $\mathbf{A}_{\mathbf{B}_{u}}$, a maximum of 1 flop is required. Considering that each row in $\mathbf{A}_{\mathbf{B}_{u}}$ has $n_{u}$ entries (corresponding to the $n_{u}$ columns in $\mathbf{A}_{\mathbf{B}_{u}}$ ), the computation of an entire row demands at most $n_{u}$ flops. Given that there are $n$ rows in $\mathbf{A}_{\mathbf{B}_{u}}$, the total maximum flops required to compute all rows are $n_{u} \times n$. This results in a maximum total computational complexity of $O\left(n n_{u}\right)$. In a simulation study, it has been estimated that the computational complexity of the operation in Equation $(\overline{\mathrm{S} 1.6})$ is $O\left(n^{0.7831}\right) \approx O(n)$ for a fixed $n_{u}$.

## S1.3.3 Calculating $\mathbf{A}_{\mathbf{B}_{o}}^{\top}=\mathbf{B}_{o} \mathbf{A}^{\top}$

This section aims to demonstrate the complexity of the term $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ found in the sixth row of Table 4.3 in Section 4.1.2 of the main paper. Given matrices $\mathbf{A}^{\top}$ and $\mathbf{B}_{o}$, the calculation of $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ involves performing a matrix multiplication between two sparse matrices, as defined by the equation:

$$
\begin{equation*}
\mathbf{A}_{\mathbf{B}_{o}}^{\top}=\mathbf{B}_{o} \mathbf{A}^{\top} . \tag{S1.7}
\end{equation*}
$$

The matrix $\mathbf{A}^{\top}$ represents a local neighbourhood with the dimension $n \times n$, and $\mathbf{B}_{o}=\left[\mathbf{I}_{o} \mid 0\right]$ is an sparse matrix of size $n_{o} \times n$, where $\mathbf{I}_{o}$ is the $n_{o} \times n_{o}$ identity matrix, and $\mathbf{0}$ is the $n_{o} \times n_{u}$ zero matrix. Consequently, $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ becomes an $n_{o} \times n$ sparse matrix. In $\mathbf{B}_{o}$, each row has exactly one element with a value of 1 , while all other elements are zero. This implies that to compute a single element in $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$, a maximum of 1 flop is required. Considering that each row in $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ has $n$ entries (corresponding to the $n$ columns in $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ ), the computation of an entire row demands at most $n$ flops. Finally, since there are $n_{o}$ rows in $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$, the total maximum flops required to compute all rows is $n_{o} \times n$. This results in a maximum total computational complexity of $O\left(n n_{o}\right)$. In a simulation study, it has been estimated that the computational complexity of the operation in Equation S 1.7 is $O\left(n^{0.9477}\right) \approx O(n)$ for a fixed $n_{o}$.

## S1.3.4 Calculating $\mathbf{S}=\left(\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}\right)^{-1} \mathbf{A}_{\mathbf{B}_{u}}$

This section aims to demonstrate the complexity of the term $\mathbf{S}$ found in the fifth row of Table 4.3 in Section 4.1 .2 of the main paper. Given matrices $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ and $\mathbf{A}_{\mathbf{B}_{u}}$, the calculation to obtain $\mathbf{S}$ is

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right)^{-1} \mathbf{A}_{\mathbf{B}_{u}}, \tag{S1.8}
\end{equation*}
$$

and this operation can be expressed as solving the following system for $\mathbf{S}$ :

$$
\begin{equation*}
\left(\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}\right) \mathbf{S}=\mathbf{A}_{\mathbf{B}_{u}} \tag{S1.9}
\end{equation*}
$$

The solve() function can be used to solve the system presented in Equation (S1.9) by employing the command solve $\left(\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}, \mathbf{A}_{\mathbf{B}_{u}}\right)$. However, the solve() function can operate more efficiently with the Cholesky factor of $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$, denoted as $\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}$, and solving the system with the command solve $\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}, \mathbf{A}_{\mathbf{B}_{u}}\right)$. To do this, it is necessary to compute $\mathbf{L}_{\mathbf{A A}}{ }^{\top}+\theta \mathbf{I}_{n}$. We describe the calculation of $\mathbf{L}_{\mathbf{A A}}{ }^{\top}+\theta \mathbf{I}_{n}$ using the Cholesky factor of $\mathbf{A A}^{\top}$ and R's update() function in Section 3.3 of the main paper. Consequently, $\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}$ is readily
available and can be used to solve the system presented in Equation (S1.9) more efficiently.
Calculation of $\mathbf{S}$ (including calculation of $\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}$ ) involves three steps. Firstly, we compute the Cholesky factor of $\mathbf{A} \mathbf{A}^{\top}$, which has a complexity of $O\left(n^{3 / 2}\right)$ (refer to Section S1.3.1 for details). Subsequently, the Cholesky factorisation of $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}$ is carried out by calling the update() function. The simulation studies carried out by Suesse (2018a) suggest that the computational complexity of this operation is approximately $O\left(n^{1.5}\right)$. Finally, we execute the command $\operatorname{solve}\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}, \mathbf{A}_{\mathbf{B}_{u}}\right)$ to solve the original system presented in Equation (S1.9). The estimated complexities associated with this operation are: when $n_{u}$ is held constant, the complexity is $O\left(n^{1.497}\right) \approx O\left(n^{3 / 2}\right)$, and when $n$ is held constant, the complexity becomes $O\left(n_{u}^{0.968}\right) \approx O\left(n_{u}\right)$.

## S1.3.5 Calculating $\mathbf{M}_{u u}=\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top} \mathbf{S}$

This section aims to demonstrate the complexity of the term $\mathbf{M}_{u u}$ found in the seventh row of Table 4.3 in Section 4.1 .2 of the main paper. Given matrices $\mathbf{A}_{\mathbf{B}_{u}}$ and $\mathbf{S}$, the calculation of $\mathbf{M}_{u u}$ involves performing a matrix multiplication. This operation is carried out by multiplying a sparse matrix with a dense matrix, as specified by the following equation:

$$
\begin{equation*}
\mathbf{M}_{u u}=\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top} \mathbf{S} . \tag{S1.10}
\end{equation*}
$$

The dimensions of the matrices are $n_{u} \times n$ for $\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top}$ and $n \times n_{u}$ for $\mathbf{S}$. Notably, $\mathbf{S}$ is a dense matrix due to the involvement of a matrix inverse in its calculation (see Equation (S1.8)).

In contrast, while $\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top}$ is a sparse matrix, its specific structure proves challenging to generalise. Consequently, simulation studies were undertaken to explore its structure. The results show that, for a fixed value of $n$ and varying values of $n_{u},\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top}$ exhibits a local neighbourhood structure, with a maximum of 5 nonzero elements in each row. Similarly, with a fixed value of $n_{u}$ and varying values of $n$, a corresponding local neighbourhood structure was observed in $\left(\mathbf{A}_{\mathbf{B}_{u}}\right)^{\top}$, again with a maximum of 5 nonzero elements in each row.

Based on these findings, we demonstrate that computing a single entry of $\mathbf{M}_{u u}$ requires a maximum of 9 flops ( 5 scalar multiplications and 4 additions). As there are $n_{u}$ entries in each row, the total number of maximum operations needed for computing a row is $9 n_{u}$. Given that $\mathbf{M}_{u u}$ comprises $n_{u}$ rows, the total maximum number of operations required to calculate all entries in $\mathbf{M}_{u u}$ is $9 n_{u}^{2}$. This results in a maximum computational complexity of $O\left(n_{u}^{2}\right)$. The results from simulation studies indicate that the empirical complexity of this operation is estimated to be $O\left(n_{u}^{2.1683}\right) \approx O\left(n_{u}^{2}\right)$ when $n$ is held constant.

## S1.3.6 Calculating $\mathrm{M}_{o u}=\mathbf{A}_{\mathbf{B}_{o}}^{\top} \mathbf{S}$

This section aims to demonstrate the complexity of the term $\mathbf{M}_{o u}$ found in the eighth row of Table 4.3 in Section 4.1 .2 of the main paper. Given the matrices $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ and $\mathbf{S}$, the calculation of $\mathbf{M}_{o u}$ involves performing a matrix multiplication. This operation is carried out by multiplying a sparse matrix with a dense matrix, as specified by the following equation:

$$
\begin{equation*}
\mathbf{M}_{o u}=\mathbf{A}_{\mathbf{B}_{o}}^{\top} \mathbf{S} \tag{S1.11}
\end{equation*}
$$

Similar to the calculation of $\mathbf{M}_{u u}$ using $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ and $\mathbf{S}$ discussed in section S1.3.5, due to the difficulty in generalising the structure of $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$, simulation studies were conducted to investigate its structure. The results revealed that $\mathbf{A}_{\mathbf{B}_{o}}^{\top}$ contains a local neighbourhood with a maximum of 5 nonzero elements. It can be shown that the maximum number of flops required to calculate all entries in $\mathbf{M}_{o u}$ is $9 n_{o} n_{u}$. The proof is is very similar to the proof for calculating $\mathbf{M}_{u u}$, discussed in Section S1.3.5. This implies that the maximum computational complexity of this operation is $O\left(n_{o} n_{u}\right)$.

## S1.3.7 Calculating $T=\mathbf{M}_{u u}^{-1} \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)$

This section aims to demonstrate the complexity of the term $\mathbf{T}$ found in the last row of Table 4.3 in Section 4.1 .2 of the main paper. Given matrices $\mathbf{M}_{u u}$ and $\mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)$, the calculation to obtain $\mathbf{T}$ is expressed as follows

$$
\begin{equation*}
\mathbf{T}=\mathbf{M}_{u u}^{-1} \mathbf{m}_{\mathbf{z}_{u}} \tag{S1.12}
\end{equation*}
$$

where $\mathbf{m}_{z_{u}}=\mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)$, and this operation can be expressed as solving the following system for $\mathbf{T}$ :

$$
\begin{equation*}
\mathbf{M}_{u u} \mathbf{T}=\mathbf{m}_{\mathbf{z}_{u}} \tag{S1.13}
\end{equation*}
$$

As discussed in Section S1.2.1, the solve function can be employed to solve the system presented in Equation S1.13) using the command solve $\left(\mathbf{M}_{u u}, \mathbf{m}_{\mathbf{z}_{u}}\right)$. It is important to note that while $\mathbf{M}_{u u}$ is an $n_{u} \times n_{u}$ dense matrix, $\mathbf{m}_{\mathbf{z}_{u}}$ is a vector of length $n_{u}$. Consequently, the solve() function cannot leverage sparse matrix operations, resulting in computational complexity for solving a system with a dense matrix, which is $O\left(n_{u}^{3}\right)$.


Figure S1.1: Time needed of various matrix operations in the EM algorithm in $\log 10$ (time) in seconds versus $\log 10(n)$ in the left panel and $\log 10\left(n_{u}\right)$ in the right panel


Figure S1.2: Time needed of various matrix operations in the marginal ML method in $\log 10$ (time) in seconds versus $\log 10(n)$ in the left panel and $\lg 10\left(n_{o}\right)$ in the right panel.

Figure S1.1(a) illustrates the relationship between the log of the average computing time needed to compute individual terms in the EM algorithm and the log of the total number of units ( $n$ ). Figure $\operatorname{S1.1}(\mathrm{b})$ shows the relationship between the log of the average computing time and the log of the number of unobserved units $\left(n_{u}\right)$. The estimated complexities (empirical complexities), discussed in Section S1.3, are derived by estimating the slopes of these graphs. See Section 4.1 in the main paper for further details. Similarly, Figure S1.2(a) displays the logarithm of the average computing time of individual terms in the marginal ML method against the logarithm of $n$. Figure S1.2(b) illustrates the relationship between the logarithm of average computing time and the logarithm of the number of observed units,
$n_{o}$. The estimated complexities, discussed in Section S1.2, are determined by estimating the slopes of these graphs.

## S1.4 Complexity summary

Table S1.1: Theoretical and empirical (estimated) computational complexities of calculating $\mathbf{V}_{o o}$ using the Direct method.

| Term | Description | Theoretical <br> complexity | Empirical <br> complexity |
| :---: | :---: | :---: | :---: |
| $\mathbf{A}^{\top} \mathbf{A}$ | two $n \times n$ sparse <br> matrix multiplication <br> Direct inversion of $n \times n$ <br> sparse matrix | $O(n)$ | $O\left(n^{1.032}\right)$ |
| $\mathbf{V}_{o o}=\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)_{o o}$ | No matrix <br> operations | - | $O\left(n^{2.057}\right)$ |
|  | - | - |  |

Table S1.1 presents a summary of the computational complexities associated with each operation necessary for calculating $\mathbf{V}_{o o}$ in the marginal ML method using the direct method. Notably, the computational complexity primarily relies on the inversion of $\mathbf{A}^{\top} \mathbf{A}$. However, it is important to note that evaluating this complexity theoretically is challenging. As a result, we approximate its complexity using simulations as $O\left(n^{2.057}\right)$, which can be expressed as approximately $O\left(n^{2}\right)$.

Table S1.2: Theoretical and empirical (estimated) computational complexities of calculating $\mathbf{V}_{\text {oo }}$ using the parameterisation method.

| Term | Description | Theoretical <br> complexity | Empirical <br> complexity |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | fixed $n$ |  |
| $\mathbf{A}_{\mathbf{B}_{o}}^{-1}=\operatorname{solve}\left(\left(\mathbf{A}^{\top}\right)^{-1}, \mathbf{B}_{o}^{\top}\right)$ | solving a system of <br> two sparse matrices | - | $O\left(n^{1.522}\right)$ | $O\left(n_{o}^{0.973}\right)$ |
| $\mathbf{A A}^{\top}$ | Two $n \times n$ sparse | $O(n)$ | $O\left(n^{1.032}\right)$ | constant |
| $\mathbf{R}=\left(\mathbf{A}_{\mathbf{B}_{o}}^{-1}\right)^{\top}\left(\mathbf{A A}^{\top}+\theta \mathbf{I}\right)$ | $n_{o} \times n$ times $n \times n$ | $O\left(n n_{o}\right)$ | $O\left(n^{1.298}\right)$ | $O\left(n_{o}^{1.215}\right)$ |
| $\mathbf{V}_{o o}=\mathbf{R A}_{\mathbf{B}_{o}}^{-1}$ | $n_{o} \times n$ times $n \times n_{o}$ | $O\left(n n_{o}^{2}\right)$ | $O\left(n^{1.045}\right)$ | $O\left(n_{o}^{1.795}\right)$ |

Table S1.2 provides a summary of the computational complexity associated with each operation required to calculate $\mathbf{V}_{o o}$ in the marginal ML method using the parameterisation method. With the exception of the first operation, we have access to theoretical complexity values for all other operations, and these values align with the estimated complexities. For the first operation, the computational complexity estimate, based on simulations, is
$O\left(n^{1.522} n_{o}^{0.973}\right)$, which can be further simplified to approximately $O\left(n^{1.5} n_{o}\right)$. In Section 4.1.1 of the main paper, we provide a comprehensive discussion on the overall complexity of calculating $\mathbf{V}_{o o}$, both in a general context and in the context of two specific real-world scenarios.

Table S1.3: Theoretical and empirical (estimated) computational complexities of calculating T in the EM algorithm.

| Term | Description | Theoretical complexity | Empirical complexity |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | fixed $n_{u}$ | fixed $n$ |
| $\mathbf{A}_{\mathbf{B}_{u}}=\mathbf{A B}_{u}^{\top}$ | Two sparse matrix multiplication | $O\left(n n_{u}\right)$ | $O\left(n^{0.7831}\right)$ |  |
| $\mathbf{A A ~}^{\top}$ | Two $n \times n$ sparse matrix multiplication | $O(n)$ | $O\left(n^{1.032}\right)$ | constant |
| $\mathbf{L}_{\text {AA }}{ }^{\top}$ | Cholesky of local neighbourhood | $O\left(n^{1.5}\right)$ |  | constant |
| $\mathbf{L}_{\mathbf{A A}}{ }^{\top}+\theta \mathbf{I}_{n}$ | Cholesky update solving a system of | - |  | constant |
| $\mathbf{S}=\operatorname{solve}\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}, \mathbf{A}_{\mathbf{B}_{u}}\right)$ | two sparse matrices using Cholesky factors | ${ }^{-}$ | $O\left(n^{1.497}\right)$ | $O\left(n_{u}^{0.9098}\right)$ |
| $\mathbf{A}_{\mathbf{B}_{o}}{ }^{\top}=\mathbf{B}_{o} \mathbf{A}^{\top}$ | $n_{o} \times n$ times $n \times n$ | $O\left(n n_{o}\right)$ | $O\left(n^{0.9477}\right)$ |  |
| $\mathbf{M}_{u u}=\mathbf{A}_{\mathbf{B}_{u}}{ }^{\top} \mathbf{S}$ | $n_{u} \times n$ times $n \times n_{u}$ | $O\left(n_{u}^{2}\right)$ | constant | $O\left(n_{u}^{2.1683}\right)$ |
| $\mathbf{M}_{o u}=\mathbf{A}_{\mathbf{B}_{o}}{ }^{\top} \mathbf{S}$ | $n_{o} \times n$ times $n \times n_{u}$ | $O\left(n_{u} n_{o}\right)$ | constant |  |
| $\begin{gathered} \mathbf{T}=\operatorname{solve}\left(\mathbf{M}_{u u}, \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right)\right) \\ =\mathbf{M}_{u u}^{-1} \mathbf{M}_{u o}\left(\mathbf{z}_{o}-\boldsymbol{\mu}_{o}\right) \end{gathered}$ | solving a system with a dense matrix and a vector | $O\left(n_{u}^{3}\right)$ | constant |  |

Similarly, Table $S 1.3$ summarises the computational complexities attached to individual operations in calculating the conditional mean $\boldsymbol{\mu}_{u \mid o}$ for the proposed EM algorithm. Except for the fourth and fifth operations (calculating the Cholesky update and $\mathbf{S}$ ), we have theoretical complexity values. We can approximate the complexity of $\mathbf{S}$ as $O\left(n^{1.497} n_{u}^{0.9098}\right)$, which can be expressed as approximately $O\left(n^{1.5} n_{o}\right)$. Moreover, when performing the Cholesky update operation, we rely on the complexity findings presented by Suesse (2018a). These findings suggest an approximate computational complexity of $O\left(n^{1.5}\right)$. A comprehensive overview of the overall computational complexity involved in calculating $\boldsymbol{\mu}_{u \mid o}$ is available in Section 4.1.2 of the main paper.

## S2 Extended simulation results

Tables S2.1 to S2.12 present the empirical means, mean squared errors of parameter estimates and their coverages obtained from 2500 simulated datasets (each with $n=625$ units) for the

H-SEM and H-SAM. The synthetic data for these simulations are generated under settings similar to those employed in the simulation study outlined in Section 4.2 of the main paper. The coverage calculation is determined using $95 \%$ Wald-type confidence intervals, employing the formula $\hat{\delta} \pm 1.96 \sqrt{\widehat{\operatorname{Var}}(\hat{\delta})}$, where $\delta \in \phi$ and $\widehat{\operatorname{Var}}(\hat{\delta})$ is the estimated variance of the parameter $\delta$. The estimated variances for the parameters are computed based on the formula given in Section S6 of the online supplement.

Table S2.1: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $10 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  | $\begin{aligned} & 0 \\ & \text { N } \\ & \text { N } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 0.9929 | 0.0415 | 0.9329 | 0.9932 | 0.0411 | 0.9399 | 0.9932 | 0.0411 | 0.9399 |
| $\beta_{1}$ | 5 | 4.9962 | 0.0050 | 0.9717 | 4.9961 | 0.0050 | 0.9717 | 4.9961 | 0.0050 | 0.9717 |
| $\rho$ | 0.8 | 0.7631 | 0.0080 | 0.9399 | 0.7779 | 0.0060 | 0.9470 | 0.7779 | 0.0060 | 0.9505 |
| $\sigma_{\epsilon}^{2}$ | 2 | 2.0128 | 0.1807 | 0.9364 | 1.8777 | 0.1995 | 0.9682 | 1.8777 | 0.1994 | 0.9717 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 1.0337 | 0.2190 | 0.9011 | 1.1342 | 0.2360 | 0.9399 | 1.1342 | 0.2359 | 0.9435 |

For H-SEM, when estimating parameters with a small percentage of missing data, specifically $10 \%, 20 \%$, and $30 \%$ (see Tables S2.1. S2.3, and S2.5), we observe that, the mean estimates obtained from all three approaches (the ODM specification, marginal ML method, and EM algorithm) are relatively close to the true values. However, the mean squared errors (MSE) of estimates from the ODM specification tend to be generally higher compared to those from the CLM.

Table S2.2: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $10 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | ODM |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ML |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 1.2403 | 0.0746 | 0.3307 | 0.9945 | 0.0049 | 0.9402 | 0.9945 | 0.0049 | 0.9402 |
| $\beta_{1}$ | 5 | 5.0602 | 0.0138 | 0.8924 | 4.9970 | 0.0070 | 0.9323 | 4.9970 | 0.0070 | 0.9323 |
| $\rho$ | 0.8 | 0.7519 | 0.0026 | 0.0737 | 0.8009 | 0.0001 | 0.9422 | 0.8009 | 0.0001 | 0.9422 |
| $\sigma_{\epsilon}^{2}$ | 2 | 1.8826 | 0.1091 | 0.9402 | 2.0182 | 0.0686 | 0.9502 | 2.0182 | 0.0686 | 0.9502 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 2.1226 | 1.3899 | 0.0319 | 0.9621 | 0.0385 | 0.9183 | 0.9621 | 0.0384 | 0.9183 |

For H-SAM, when dealing with $10 \%, 20 \%, 30 \%, 70 \%$, and $80 \%$ missing data, the marginal ML method and EM algorithm consistently provide nearly identical estimates with a coverage probability of approximately 0.95 (i.e., $95 \%$ ) and exhibit low mean squared errors (MSE). In contrast, the estimates obtained from the observed data model specification deviate significantly from the true values, displaying higher MSE compared to the marginal ML method and EM algorithm. Some parameters even exhibit 0 coverage in certain cases. See Tables S2.2, S2.4, S2.6, S2.8, and S2.10 for further details.

Table S2.3: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $20 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 1.0422 | 0.0494 | 0.8774 | 1.0429 | 0.0489 | 0.9151 | 1.0429 | 0.0489 | 0.9151 |
| $\beta_{1}$ | 5 | 5.0062 | 0.0066 | 0.9623 | 5.0060 | 0.0066 | 0.9623 | 5.0060 | 0.0066 | 0.9623 |
| $\rho$ | 0.8 | 0.7400 | 0.0138 | 0.9214 | 0.7743 | 0.0077 | 0.9308 | 0.7743 | 0.0077 | 0.9245 |
| $\sigma_{\epsilon}^{2}$ | 2 | 2.1273 | 0.2788 | 0.8679 | 1.8771 | 0.2538 | 0.9434 | 1.8770 | 0.2537 | 0.9403 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 0.9719 | 0.2932 | 0.8270 | 1.1424 | 0.2631 | 0.9308 | 1.1424 | 0.2630 | 0.9245 |

Table S2.4: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $20 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | $\begin{gathered} \mathrm{ODM} \\ \mathrm{ML} \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 1.5631 | 0.3570 | 0.0351 | 1.0041 | 0.0045 | 0.9396 | 1.0041 | 0.0045 | 0.9396 |
| $\beta_{1}$ | 5 | 5.1861 | 0.0489 | 0.6316 | 5.0077 | 0.0071 | 0.9688 | 5.0077 | 0.0071 | 0.9688 |
| $\rho$ | 0.8 | 0.6892 | 0.0129 | 0.0000 | 0.7994 | 0.0001 | 0.9376 | 0.7994 | 0.0001 | 0.9376 |
| $\sigma_{\epsilon}^{2}$ | 2 | 1.8075 | 0.2354 | 0.9240 | 2.0213 | 0.0833 | 0.9532 | 2.0213 | 0.0832 | 0.9532 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 3.4897 | 6.5525 | 0.0000 | 0.9658 | 0.0454 | 0.9181 | 0.9659 | 0.0454 | 0.9181 |

Table S2.5: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $30 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 0.9690 | 0.0457 | 0.8806 | 0.9659 | 0.0454 | 0.9463 | 0.9659 | 0.0454 | 0.9463 |
| $\beta_{1}$ | 5 | 4.9927 | 0.0083 | 0.9522 | 4.9926 | 0.0081 | 0.9493 | 4.9926 | 0.0081 | 0.9493 |
| $\rho_{0}$ | 0.8 | 0.7139 | 0.0182 | 0.9373 | 0.7817 | 0.0067 | 0.9612 | 0.7817 | 0.0067 | 0.9582 |
| $\sigma_{\epsilon}^{2}$ | 2 | 2.2285 | 0.2808 | 0.8627 | 1.8757 | 0.2600 | 0.9612 | 1.8757 | 0.2598 | 0.9582 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 0.9166 | 0.2770 | 0.8507 | 1.1203 | 0.2700 | 0.9403 | 1.1203 | 0.2699 | 0.9403 |

Table S2.6: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $30 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | ODM |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ML |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 1.9794 | 1.0589 | 0.0054 | 1.0039 | 0.0046 | 0.9458 | 1.0039 | 0.0046 | 0.9458 |
| $\beta_{1}$ | 5 | 5.3251 | 0.1262 | 0.3469 | 4.9994 | 0.0079 | 0.9485 | 4.9994 | 0.0079 | 0.9485 |
| $\rho$ | 0.8 | 0.6136 | 0.0360 | 0.0000 | 0.7998 | 0.0001 | 0.9512 | 0.7998 | 0.0001 | 0.9512 |
| $\sigma_{\boldsymbol{\epsilon}}^{2}$ | 2 | 1.5454 | 0.6575 | 0.9079 | 2.0069 | 0.1144 | 0.9377 | 2.0069 | 0.1142 | 0.9377 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 5.3717 | 20.1868 | 0.0000 | 0.9734 | 0.0495 | 0.9350 | 0.9734 | 0.0494 | 0.9350 |

Table S2.7: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $70 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 0.9863 | 0.0809 | 0.7903 | 0.9797 | 0.0820 | 0.9032 | 0.9796 | 0.0820 | 0.9032 |
| $\beta_{1}$ | 5 | 4.9916 | 0.0147 | 0.9886 | 4.9897 | 0.0153 | 0.9839 | 4.9897 | 0.0153 | 0.9839 |
| $\rho$ | 0.8 | 0.5302 | 0.1331 | 0.6613 | 0.7726 | 0.0136 | 0.9032 | 0.7726 | 0.0135 | 0.9032 |
| $\sigma_{\epsilon}^{2}$ | 2 | 2.0334 | 1.8126 | 0.8065 | 1.7241 | 1.0984 | 0.9677 | 1.7248 | 1.0915 | 0.9677 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 1.6499 | 2.4837 | 0.8065 | 1.2912 | 0.8625 | 0.8548 | 1.2901 | 0.8574 | 0.8548 |

In the case of fitting the H-SEM with $70 \%$ missing values, the MSEs are lower, and the coverage is generally higher for estimates derived from the CLM specification compared to estimates from the ODM specification. See Table S2.7 for further details. In contrast to scenarios with lower missing value percentages such as $10 \%, 20 \%$, and $30 \%$, the estimate for $\rho$ from ODM considerably deviates from the true value.

Table S2.8: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $70 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  | $\begin{aligned} & \mathscr{Z} \\ & \text { N } \\ & \text { N } \\ & 0 \\ & 0 \end{aligned}$ | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 3.6927 | 7.5528 | 0.0000 | 1.0044 | 0.0073 | 0.9386 | 1.0044 | 0.0073 | 0.9386 |
| $\beta_{1}$ | 5 | 5.9984 | 1.0796 | 0.0702 | 5.0053 | 0.0212 | 0.9474 | 5.0053 | 0.0212 | 0.9474 |
| $\rho$ | 0.8 | 0.3444 | 0.2095 | 0.0000 | 0.7987 | 0.0002 | 0.9561 | 0.7987 | 0.0002 | 0.9561 |
| $\sigma_{\epsilon}^{2}$ | 2 | 0.0387 | 3.8995 | 0.9754 | 2.0980 | 0.4133 | 0.9649 | 2.0970 | 0.4096 | 0.9649 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 15.1225 | 205.5219 | 0.0526 | 0.9440 | 0.1491 | 0.9123 | 0.9444 | 0.1482 | 0.9123 |

Table S2.9: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $80 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  |  | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 0.9424 | 0.0583 | 0.9000 | 0.9522 | 0.0514 | 0.9734 | 0.9522 | 0.0514 | 0.9734 |
| $\beta_{1}$ | 5 | 4.9346 | 0.0306 | 0.9333 | 4.9342 | 0.0323 | 0.9333 | 4.9343 | 0.0323 | 0.9333 |
| $\rho$ | 0.8 | 0.5012 | 0.1742 | 0.8000 | 0.8162 | 0.0105 | 0.8333 | 0.8159 | 0.0105 | 0.8333 |
| $\sigma_{\epsilon}^{2}$ | 2 | 2.1295 | 1.3991 | 0.8333 | 1.9895 | 0.8954 | 0.8667 | 1.9879 | 0.8903 | 0.8667 |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 1.3452 | 2.1345 | 0.8000 | 0.8016 | 0.4482 | 0.8000 | 0.8021 | 0.4469 | 0.8000 |

Fitting the H-SEM with $80 \%$ missing values using the ODM specification leads to inaccurate estimates compared to the CLM specification. The ODM specification has higher MSE values compared to those of CLM for the parameters $\rho, \sigma_{\epsilon}^{2}$ and $\sigma_{\mathbf{y}}^{2}$, as displayed in Table S2.9.

Table S2.10: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $-80 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units.

|  | $\begin{aligned} & \mathscr{Z} \\ & \text { N } \\ & \text { N } \\ & 0 \\ & \tilde{H} \end{aligned}$ | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 4.0162 | 9.5202 | 0.0000 | 0.9838 | 0.0117 | 0.8605 | 0.9838 | 0.0117 | 0.8605 |
| $\beta_{1}$ | 5 | 6.0322 | 1.2216 | 0.2093 | 4.9542 | 0.0420 | 0.9302 | 4.9543 | 0.0420 | 0.9302 |
| $\rho$ | 0.8 | 0.2737 | 0.2799 | 0.0000 | 0.8017 | 0.0003 | 0.9070 | 0.8017 | 0.0003 | 0.9070 |
| $\sigma_{\epsilon}^{2}$ | 2 | 0.3197 | 3.7892 | 0.9877 | 2.2445 | 0.7745 | 0.9535 | 2.2406 | 0.7614 | 0.9535 |
| $\sigma_{\epsilon}^{2}$ | 1 | 16.2810 | 241.6783 | 0.6047 | 0.8367 | 0.2287 | 0.8837 | 0.8384 | 0.2257 | 0.9070 |

In Section 3.3 of the main paper, we discuss the limitations associated with employing the EM algorithm when dealing with large values of $n_{u}$. When dealing with datasets with $90 \%$ missing values, the EM algorithm exhibits slow convergence. As a result, we only compare the estimates from the ODM with the estimates from the marginal ML method.

Tables S2.11 and S2.12 present the mean estimates, the MSE, and the coverage of estimates obtained from the ODM and CLM estimated using the marginal ML method with $90 \%$ missing values.

Table S2.11: H-SEM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $-90 \%$ of missing data. These attributes are computed from 2500 simulated datasets, each with $n=625$ units. Entries marked with 'NC' indicate that the EM algorithm failed to converge for a significant number of simulations, preventing the reliable calculation of mean estimates, MSE, and coverages.

|  |  | $\begin{gathered} \text { ODM } \\ \text { ML } \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 0.9966 | 0.1101 | 0.8848 | 0.9939 | 0.1077 | 0.9168 | NC | NC | NC |
| $\beta_{1}$ | 5 | 5.0103 | 0.0738 | 0.8542 | 5.0141 | 0.0706 | 0.9424 | NC | NC | NC |
| $\rho$ | 0.8 | 0.2781 | 0.4004 | 0.6112 | 0.5547 | 0.2621 | 0.8384 | NC | NC | NC |
| $\sigma_{\epsilon}^{2}$ | 2 | 1.1193 | 3.2489 | 0.9360 | 0.9749 | 2.5725 | 0.9808 | NC | NC | NC |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 2.7998 | 6.2493 | 0.8588 | 1.9075 | 2.4003 | 0.9040 | NC | NC | NC |

The MSEs of estimates obtained from the CLM specifications are consistently lower than those from the ODM specification for the H-SEM with $90 \%$ missing values, as illustrated in Table S2.11. These results imply that the CLM specification displays greater robustness to high percentages of missing data, resulting in more accurate estimates for the H-SEM.

Table S2.12: H-SAM mean estimates (est.), mean squared error (m.s.e.), and coverage (cov.) of estimated parameters by the ODM, the marginal ML method, and the EM algorithm $-90 \%$ of missing data. These attributes are computed from 2500 simulated
datasets, each with $n=625$ units. Entries marked with 'NC' indicate that the EM algorithm failed to converge for a significant number of simulations, preventing the reliable calculation of mean estimates, MSE, and coverages.

|  |  | $\begin{gathered} \mathrm{ODM} \\ \mathrm{ML} \end{gathered}$ |  |  | CLM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Marginal ML |  |  | EM algorithm |  |  |
|  |  | est. | m.s.e | cov. | est. | m.s.e | cov. | est. | m.s.e | cov. |
| $\beta_{0}$ | 1 | 4.4343 | 12.6305 | 0.0045 | 1.0019 | 0.0209 | 0.9189 | NC | NC | NC |
| $\beta_{1}$ | 5 | 6.2834 | 2.0270 | 0.4009 | 5.0123 | 0.0812 | 0.9279 | NC | NC | NC |
| $\rho$ | 0.8 | 0.2849 | 0.2750 | 0.0180 | 0.7991 | 0.0007 | 0.9009 | NC | NC | NC |
| $\sigma_{\epsilon}^{2}$ | 2 | 3.7648 | 47.2668 | 0.9775 | 2.2564 | 1.5172 | 0.9910 | NC | NC | NC |
| $\sigma_{\mathbf{y}}^{2}$ | 1 | 13.8161 | 213.6280 | 0.9640 | 0.7381 | 0.4297 | 0.9595 | NC | NC | NC |

Similar to the scenarios with missing percentages of $10 \%, 20 \%, 30 \%, 70 \%$, and $80 \%$, the CLM specification consistently yields estimates that are closer to the true parameters, exhibiting lower MSEs and higher coverages compared to ODM for H-SAM with $90 \%$ of missing values.

In summary, we find that estimating the H-SAM with ODM specification results in inaccurate parameter estimates for any level of missing value percentage, whereas CLM consistently produces highly accurate parameter estimates. Consequently, we recommend adopting the CLM specification for estimating H-SAM regardless of the missing value percentage. On the other hand, for H-SEM, when dealing with a low percentage of missing values $(10 \%, 20 \%, 30 \%)$, both ODM and CLM provide accurate parameter estimates. However, as the missing value percentage increases to $70 \%, 80 \%$, and $90 \%$, ODM produces estimates that are considerably different from the true values. In contrast, CLM yields estimates closer to the true values, demonstrating lower MSE, particularly for parameters such as $\rho, \sigma_{\epsilon}^{2}$ and $\sigma_{\mathbf{y}}^{2}$. Therefore, we recommend utilising CLM for H-SEM, especially in scenarios with higher percentages of missing values.

## S3 Extended Real data analysis results

Table S3.1 displays estimates and standard errors for fixed effects ( $\boldsymbol{\beta}$ 's), $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ for the H-SAM with $10 \%$ missing values obtained using FDM, ODM, and CLM estimated using the marginal ML method and the EM algorithm. The table includes the marginal log-likelihood values for the marginal ML and the EM methods, the computing time, the time taken to compute the standard errors of the parameter estimates, and the number of iterations for the EM algorithm.

According to the results presented in the complexity analysis in Section 4.1 of the main paper, when dealing with low percentages of missing values, the EM algorithm is generally expected to offer computational advantages over the marginal ML method for both H -SEM and H-SAM. However, contrary to this expectation, as indicated in the third last row of Table S3.1, the EM algorithm takes longer to converge than the marginal ML method. This observation can be attributed to the high number of iterations (10) in the EM algorithm. It is important to note that despite the difference in computation time, both marginal ML and EM algorithm methods produce identical parameter estimates. Furthermore, parameter estimates obtained from CLM are found to be closer to the estimates obtained from the FDM than those from the ODM, which relies solely on observed data.

Table S3.4 displays estimates and standard errors for fixed effects ( $\boldsymbol{\beta}$ 's), $\rho, \sigma_{\epsilon}^{2}$, and $\sigma_{\mathbf{y}}^{2}$ for the H-SEM with $90 \%$ missing values obtained using FDM, ODM, and CLM estimated using the marginal ML method and the EM algorithm. The table includes the marginal log-likelihood values for the marginal ML and the EM methods, the computing time, the time taken to compute the standard errors of the parameter estimates, and the number of iterations for the EM algorithm.

It is important to highlight that, similar to the case of fitting H-SAM with $90 \%$ missing data as discussed in Section 5 of the main paper, we terminated the EM algorithm for HSEM with $90 \%$ missing data after 100 iterations (after about 49 hours and 53 minutes) due to computational constraints. At this point, the EM algorithm had not reached convergence, and its execution time was significantly longer in comparison to the marginal ML method. This observation aligns with the conclusions drawn from our computational complexity study in Section 4.1 of the main paper, emphasising that when faced with a substantial proportion of missing data, the marginal ML method demonstrates superior computational efficiency compared to the EM algorithm. Note that, in this example, the computational cost of the marginal ML and EM algorithms is large because the total number of observations (n) is large.

Table S3.1: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SAM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $10 \%$ of missing data, and the number of EM iterations.

|  | FDM-ML |  | ODM-ML |  | CLM-Marginal ML |  | CLM-EM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. | S.E. |
| Intercept | -0.1124 | 0.0507 | 2.7726 | 0.0895 | -0.0962 | 0.0538 | -0.0962 | 0.0538 |
| age | 0.9565 | 0.0429 | 1.9633 | 0.0805 | 0.9512 | 0.0453 | 0.9512 | 0.0453 |
| age ${ }^{2}$ | -1.5790 | 0.0797 | -4.0116 | 0.1458 | -1.5702 | 0.0848 | -1.5701 | 0.0848 |
| age ${ }^{3}$ | 0.3697 | 0.0440 | 1.2107 | 0.0789 | 0.3714 | 0.0458 | 0.3714 | 0.0458 |
| $\log$ (lotsize) | 0.0413 | 0.0022 | 0.1724 | 0.0043 | 0.0400 | 0.0024 | 0.0400 | 0.0024 |
| rooms | -0.0052 | 0.0026 | 0.0090 | 0.0044 | -0.0045 | 0.0028 | -0.0045 | 0.0028 |
| $\log$ (TLA) | 0.4454 | 0.0083 | 0.8930 | 0.0141 | 0.4351 | 0.0098 | 0.4351 | 0.0098 |
| beds | 0.0129 | 0.0039 | -0.0174 | 0.0065 | 0.0111 | 0.0041 | 0.0111 | 0.0041 |
| syear1994 | 0.0357 | 0.0066 | 0.0461 | 0.0106 | 0.0333 | 0.0069 | 0.0333 | 0.0069 |
| syear1995 | 0.0710 | 0.0064 | 0.0835 | 0.0103 | 0.0670 | 0.0067 | 0.0670 | 0.0067 |
| syear1996 | 0.0864 | 0.0063 | 0.1083 | 0.0100 | 0.0810 | 0.0065 | 0.0810 | 0.0065 |
| syear1997 | 0.1191 | 0.0062 | 0.1451 | 0.0099 | 0.1134 | 0.0065 | 0.1134 | 0.0065 |
| syear1998 | 0.1675 | 0.0064 | 0.2045 | 0.0102 | 0.1635 | 0.0067 | 0.1635 | 0.0067 |
| $\rho$ | 0.6727 | 0.0001 | 0.0220 | 0.0300 | 0.6794 | 0.0051 | 0.6794 | 0.0051 |
| $\sigma_{\mathbf{y}}^{2}$ | 0.0399 | 0.0008 | 0.1745 | 0.0062 | 0.0399 | 0.0013 | 0.0399 | 0.0013 |
| $\sigma_{\epsilon}^{2}$ | 0.042 | 0.0009 | 0.0001 | 0.0016 | 0.0418 | 0.0012 | 0.0418 | 0.0012 |
| number of EM iterations |  |  |  |  |  |  |  |  |
| estimation time (s) |  |  |  |  |  | 235 | 1438 | . 0863 |
| Time std.error (s) |  |  |  |  |  |  | 85.8 | 197 |
| marginal log-likelihood |  |  |  |  |  | . 894 | -6838 | . 894 |

Table S3.2: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SAM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $90 \%$ of missing data, and the number of EM iterations. Entries labeled as 'NC' indicate instances where the EM algorithm did not successfully converge.

|  | FDM-ML |  | ODM-ML |  | CLM-Marginal ML |  | CLM-EM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. | S.E. |
| Intercept | -0.1124 | 0.0507 | 3.2539 | 0.2683 | 0.1863 | 0.1511 |  | C |
| age | 0.9565 | 0.0429 | 1.6800 | 0.2551 | 0.8215 | 0.1219 |  | C |
| age ${ }^{2}$ | -1.5790 | 0.0797 | -3.7745 | 0.4711 | -1.2960 | 0.2327 |  | C |
| age ${ }^{3}$ | 0.3697 | 0.0440 | 1.1916 | 0.2583 | 0.0989 | 0.1264 |  | C |
| $\log$ (lotsize) | 0.0413 | 0.0022 | 0.1701 | 0.0124 | 0.0414 | 0.0064 |  | C |
| rooms | -0.0052 | 0.0026 | 0.0296 | 0.0134 | -0.0042 | 0.0082 |  | C |
| $\log$ (TLA) | 0.4454 | 0.0083 | 0.8581 | 0.0422 | 0.5234 | 0.0324 |  | C |
| beds | 0.0129 | 0.0039 | -0.0312 | 0.0194 | -0.0143 | 0.0125 |  | C |
| syear1994 | 0.0357 | 0.0066 | 0.0620 | 0.0311 | 0.0631 | 0.0213 |  | C |
| syear1995 | 0.0710 | 0.0064 | 0.0900 | 0.0305 | 0.0816 | 0.0207 |  | C |
| syear1996 | 0.0864 | 0.0063 | 0.1005 | 0.0297 | 0.1010 | 0.0201 |  | C |
| syear1997 | 0.1191 | 0.0062 | 0.1341 | 0.0290 | 0.1288 | 0.0200 |  | C |
| syear1998 | 0.1675 | 0.0064 | 0.1629 | 0.0304 | 0.1518 | 0.0212 |  | C |
| $\rho$ | 0.6727 | 0.0001 | 0.0027 | 0.0311 | 0.6046 | 0.0201 |  | C |
| $\sigma_{\mathbf{y}}^{2}$ | 0.0399 | 0.0008 | 0.0882 | 0.0114 | 0.0682 | 0.0070 |  | C |
| $\sigma_{\epsilon}^{2}$ | 0.042 | 0.0009 | 0.0882 | 0.0234 | 0.0203 | 0.0080 |  | C |
| number of EM iterations |  |  |  |  |  |  |  | 00 |
| estimation time (s) | 6.3 |  |  |  |  | 909 | 1019 | 6.2943 |
| Time std.error (s) | 5.9 |  | 0.8 |  |  | 919 |  | . 773 |
| marginal log-likelihood |  |  |  |  |  | . 645 |  | C |

Table S3.3: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SEM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $10 \%$ of missing data, and the number of EM iterations.

|  | FDM-ML |  | ODM-ML |  | CLM-Marginal ML |  | CLM-EM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. | S.E. |
| Intercept | 5.2578 | 0.0748 | 4.3654 | 0.0831 | 5.2025 | 0.0793 | 5.2024 | 0.079 |
| age | 0.6994 | 0.0793 | 1.2398 | 0.0848 | 0.8220 | 0.0837 | 0.8203 | 0.0837 |
| age ${ }^{2}$ | -1.7558 | 0.1321 | -2.9150 | 0.1440 | -1.9681 | 0.1398 | -1.9681 | 0.1398 |
| age ${ }^{3}$ | 0.6355 | 0.0659 | 1.0907 | 0.0733 | 0.7360 | 0.0700 | 0.7348 | 0.0700 |
| $\log$ (lotsize) | 0.1458 | 0.0046 | 0.2008 | 0.0048 | 0.1482 | 0.0049 | 0.1481 | 0.0049 |
| rooms | 0.0056 | 0.0029 | 0.0069 | 0.0034 | 0.0062 | 0.0031 | 0.0062 | 0.0031 |
| $\log$ (TLA) | 0.6038 | 0.0103 | 0.6606 | 0.0119 | 0.6059 | 0.0109 | 0.6059 | 0.0109 |
| beds | 0.0164 | 0.0043 | 0.0131 | 0.0050 | 0.0164 | 0.0045 | 0.0164 | 0.0045 |
| syear1994 | 0.0365 | 0.0067 | 0.0400 | 0.0079 | 0.0339 | 0.0072 | 0.0339 | 0.0072 |
| syear1995 | 0.0799 | 0.0066 | 0.0805 | 0.0077 | 0.0781 | 0.0070 | 0.0781 | 0.0070 |
| syear1996 | 0.0962 | 0.0064 | 0.1006 | 0.0075 | 0.0940 | 0.0068 | 0.0940 | 0.0068 |
| syear1997 | 0.1413 | 0.0063 | 0.1438 | 0.0074 | 0.1393 | 0.0067 | 0.1393 | 0.0068 |
| syear1998 | 0.1937 | 0.0065 | 0.1954 | 0.0076 | 0.1937 | 0.0069 | 0.1937 | 0.0069 |
| $\rho$ | 0.9866 | 0.0002 | 0.8654 | 0.0049 | 0.9868 | 0.0002 | 0.9868 | 0.0002 |
| $\sigma_{\mathbf{y}}^{2}$ | 0.0004 | 0.0001 | 0.0226 | 0.0011 | 0.0004 | 0.0001 | 0.0004 | 0.0001 |
| $\sigma_{\epsilon}^{2}$ | 0.0685 | 0.0007 | 0.0603 | 0.0012 | 0.0691 | 0.0007 | 0.0691 | 0.0007 |
| number of EM iterations |  |  |  |  |  |  |  |  |
| estimation time (s) | 14.249 |  | 4.963 |  | 1803.9157 |  | 1546.3783 |  |
| Time std.error (s) | 5.849 |  | 5.52 |  | 59.2792 |  | 65.7387 |  |
| marginal log-likelihood | - |  | - |  | -5885.136 |  | -5885.098 |  |

Table S3.4: Parameter estimates (est.) with their standard errors (S.E.), marginal log-likelihood values for the marginal ML and the EM algorithms, estimation time and the time to calculate the standard errors of the parameters (Time std.error) in seconds for fitting H-SEM using FDM-ML for the full data set, and ODM-ML, CLM-Marginal ML, and CLM-EM for a partially observed data set with $90 \%$ of missing data, and the number of EM iterations. Entries labeled as 'NC' indicate instances where the EM algorithm did not successfully converge.

|  | FDM-ML |  | ODM-ML |  | CLM-Marginal ML |  | CLM-EM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | S.E. | est. | S.E. | est. | S.E. | est. | S.E. |
| Intercept | 5.2578 | 0.0748 | 3.3498 | 0.2640 | 3.4952 | 0.2446 |  | NC |
| age | 0.6994 | 0.0793 | 1.5135 | 0.2553 | 1.1073 | 0.2472 |  | NC |
| age ${ }^{2}$ | -1.7558 | 0.1321 | -3.4992 | 0.4678 | -2.6208 | 0.4332 |  | NC |
| age ${ }^{3}$ | 0.6355 | 0.0659 | 1.1014 | 0.2548 | 0.7277 | 0.2287 |  | NC |
| $\log$ (lotsize) | 0.1458 | 0.0046 | 0.1806 | 0.0125 | 0.1743 | 0.0133 |  | NC |
| rooms | 0.0056 | 0.0029 | 0.0264 | 0.0128 | 0.0021 | 0.0110 |  | NC |
| $\log$ (TLA) | 0.6038 | 0.0103 | 0.8340 | 0.0411 | 0.8300 | 0.0365 |  | NC |
| beds | 0.0164 | 0.0043 | -0.0241 | 0.0187 | -0.0049 | 0.0165 |  | NC |
| syear1994 | 0.0365 | 0.0067 | 0.0660 | 0.0299 | 0.0770 | 0.0258 |  | NC |
| syear1995 | 0.0799 | 0.0066 | 0.0862 | 0.0294 | 0.1206 | 0.0253 |  | NC |
| syear1996 | 0.0962 | 0.0064 | 0.0977 | 0.0287 | 0.1384 | 0.0247 |  | NC |
| syear1997 | 0.1413 | 0.0063 | 0.1386 | 0.0277 | 0.1744 | 0.0242 |  | NC |
| syear1998 | 0.1937 | 0.0065 | 0.1575 | 0.0293 | 0.2148 | 0.0253 |  | NC |
| $\rho$ | 0.9866 | 0.0002 | 0.6866 | 0.0012 | 0.9936 | 0.0006 |  | NC |
| $\sigma_{\mathbf{y}}^{2}$ | 0.0004 | 0.0001 | 0.1643 | 0.0030 | 0.0001 | 0.0002 |  | NC |
| $\sigma_{\epsilon}^{2}$ | 0.0685 | 0.0007 | 0.0001 | 0.0081 | 0.0837 | 0.0035 |  | NC |
| number of EM iterations |  |  |  |  |  |  |  | 100 |
| estimation time (s) | 14.249 |  | 0.968 |  | 52.02428 |  | 1795 | 18.2548 |
| Time std.error (s) | 5.849 |  | 0.363 |  | 42.44297 |  |  | 4597 |
| marginal log-likelihood |  |  |  |  | -1159.595 |  |  | NC |

## S4 Additional proofs for the marginal ML method

This section derives the analytical forms of ML estimators for $\boldsymbol{\beta}$ and $\omega$ for the proposed marginal ML method presented in Section 3.2 of the main paper. By differentiating the
marginal $\log$-likelihood for $\mathbf{z}_{o}$ in Equation (3.3) in the main paper with respect to $\boldsymbol{\beta}$ we get

$$
\begin{equation*}
\frac{\partial \log f\left(\mathbf{z}_{o} ; \omega, \boldsymbol{\theta}, \rho, \boldsymbol{\beta}\right)}{\partial \boldsymbol{\beta}}=-\frac{1}{2 \omega} \frac{\partial\left(\mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o}\right)}{\partial \boldsymbol{\beta}} \tag{S4.1}
\end{equation*}
$$

by substituting $\mathbf{r}_{o}=\mathbf{z}_{o}-\tilde{\mathbf{X}}_{o} \boldsymbol{\beta}$,

$$
\begin{align*}
\frac{\partial \log f\left(\mathbf{z}_{o} ; \omega, \boldsymbol{\theta}, \rho, \boldsymbol{\beta}\right)}{\partial \boldsymbol{\beta}} & =-\frac{1}{2 \omega} \frac{\partial\left(\mathbf{z}_{o}-\tilde{\mathbf{X}}_{o} \boldsymbol{\beta}\right)^{\top} \mathbf{V}_{o o}^{-1}\left(\mathbf{z}_{o}-\tilde{\mathbf{X}}_{o} \boldsymbol{\beta}\right)}{\partial \boldsymbol{\beta}} \\
& =-\frac{2}{2 \omega}\left(-\tilde{\mathbf{X}}_{o}\right)^{\top} \mathbf{V}_{o o}^{-1}\left(\mathbf{z}_{o}-\tilde{\mathbf{X}}_{o} \boldsymbol{\beta}\right)  \tag{S4.2}\\
& =\frac{1}{\omega}\left(\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{z}_{o}-\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o} \boldsymbol{\beta}\right) .
\end{align*}
$$

Then, by setting Equation (S4.2) to zero, we obtain the ML estimator for $\boldsymbol{\beta}$

$$
\begin{align*}
0 & =\frac{1}{\omega}\left(\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{z}_{o}-\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o} \boldsymbol{\beta}\right) \\
\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o} \boldsymbol{\beta} & =\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{z}_{o}  \tag{S4.3}\\
\hat{\boldsymbol{\beta}}(\rho, \theta) & =\left(\tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \tilde{\mathbf{X}}_{o}\right)^{-1} \tilde{\mathbf{X}}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{z}_{o} .
\end{align*}
$$

Similarly, the ML estimator for $\omega$ is derived by differentiating (3.3) with respect to $\omega$ as

$$
\begin{equation*}
\frac{\partial \log f\left(\mathbf{z}_{o} ; \omega, \boldsymbol{\theta}, \rho, \boldsymbol{\beta}\right)}{\partial \omega}=-\frac{n_{o}}{2 \omega}+\frac{1}{2 \omega^{2}} \mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o} \tag{S4.4}
\end{equation*}
$$

By setting Equation (S4.4) to zero, the ML estimator for $\hat{\omega}$ is

$$
\begin{equation*}
\hat{\omega}(\rho, \theta)=\frac{\mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o}}{n_{o}} \tag{S4.5}
\end{equation*}
$$

## S5 Additional proof for the EM algorithm

## S5.1 Maximum Likelihood estimators for the parameters $\boldsymbol{\beta}$ and $\omega$

This section derives the analytical forms of ML estimators for $\boldsymbol{\beta}$ and $\omega$ for the proposed EM algorithm presented in Section 3.3 of the main paper. By differentiating $Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)$ in Equation (3.15) in the main paper with respect to $\boldsymbol{\beta}$, we obtain

$$
\begin{equation*}
\frac{\partial Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)}{\partial \boldsymbol{\beta}}=-\frac{1}{2 \omega} \frac{\partial\left(\mathbf{r}_{u \mid o}^{\top} \mathbf{M} \mathbf{r}_{u \mid o}\right)}{\partial \boldsymbol{\beta}} \tag{S5.1}
\end{equation*}
$$

and by substituting $\mathbf{r}_{u \mid o}=E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}$, we obtain

$$
\begin{align*}
\frac{\partial Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)}{\partial \boldsymbol{\beta}} & =-\frac{1}{2 \omega} \frac{\partial\left(E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}\right)^{\top} \mathbf{M}\left(E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}\right)}{\partial \boldsymbol{\beta}} \\
& =-\frac{2}{2 \omega}(-\tilde{\mathbf{X}})^{\top} \mathbf{M}^{\top}\left(E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}\right)  \tag{S5.2}\\
& =\frac{1}{\omega}\left(\tilde{\mathbf{X}}^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})-\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta}\right)
\end{align*}
$$

Then, by setting Equation (S5.2) to zero, we obtain the ML estimator for $\boldsymbol{\beta}$,

$$
\begin{align*}
0 & =\frac{1}{\omega}\left(\tilde{\mathbf{X}}^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})-\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta}\right) \\
\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta} & =\tilde{\mathbf{X}}^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})  \tag{S5.3}\\
\hat{\boldsymbol{\beta}}(\rho, \theta) & =\left(\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}\right)^{-1} \tilde{\mathbf{X}}^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})
\end{align*}
$$

Similarly, the ML estimator for $\omega$ is derived by differentiating the conditional expectation in Equation (3.15) in the main paper with respect to $\omega$ as

$$
\begin{equation*}
\frac{\partial Q\left(\boldsymbol{\phi} \mid \boldsymbol{\phi}^{\prime}\right)}{\partial \omega}=-\frac{n}{2 \omega}+\frac{1}{2 \omega^{2}} \mathbf{r}_{u \mid \boldsymbol{\phi}}^{\top} \mathbf{M r}_{u \mid \phi} \tag{S5.4}
\end{equation*}
$$

By setting Equation (S5.4) to zero, the ML estimator for $\hat{\omega}$ is,

$$
\begin{equation*}
\hat{\omega}(\rho, \theta)=\frac{\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}}{n} \tag{S5.5}
\end{equation*}
$$

## S5.2 Simplifying other terms in the EM algorithm.

This section simplifies the expressions for the terms $\mathbf{M}, \log |\mathbf{M}|, \tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$, and $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$ found in the EM algorithm presented in Section 3.3 of the main paper. This simplification aims to reduce the computational burden associated with direct calculations. First, the matrix $\mathbf{M}$ can be expressed as

$$
\begin{align*}
\mathbf{M}=\mathbf{V}^{-1} & =\left(\mathbf{I}_{n}+\theta\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-1}\right)^{-1} \\
& =\mathbf{A}^{\top}\left(\mathbf{A}^{\top}\right)^{-1}\left(\mathbf{I}_{n}+\theta \mathbf{A}^{-1}\left(\mathbf{A}^{\top}\right)^{-1}\right)^{-1} \mathbf{A}^{-1} \mathbf{A} \\
& =\mathbf{A}^{\top}\left(\mathbf{A}\left(\mathbf{I}_{n}+\theta \mathbf{A}^{-1}\left(\mathbf{A}^{\top}\right)^{-1}\right) \mathbf{A}^{\top}\right)^{-1} \mathbf{A}  \tag{S5.6}\\
& =\mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A}
\end{align*}
$$

Second, the determinant of the $\log |\mathbf{M}|$ is expressed as

$$
\begin{align*}
|\mathbf{M}| & =\left|\mathbf{A}^{\top}\left(\mathbf{A A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A}\right| \\
|\mathbf{M}| & =\left|\mathbf{A}^{\top}\left\|\left(\mathbf{A A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1}\right\| \mathbf{A}\right|  \tag{S5.7}\\
\log |\mathbf{M}| & =\log \left|\mathbf{A}^{\top}\right|-\log \left|\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right|+\log |\mathbf{A}| \\
\log |\mathbf{M}| & =-\log \left|\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}\right|+\log \left|\mathbf{A} \mathbf{A}^{\top}\right|
\end{align*}
$$

We define the following two terms:

$$
\begin{equation*}
\mathbf{C}=\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}} \tag{S5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{c}=\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \mathbf{z}_{\mathbf{A}_{u \mid o}}, \tag{S5.9}
\end{equation*}
$$

where $\mathbf{L}_{\mathbf{A A}}{ }^{\top}+\theta \mathbf{I}_{n}$ is the Cholesky factor of $\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}, \tilde{\mathbf{X}}_{\mathbf{A}}=\mathbf{A} \tilde{\mathbf{X}}$, and $\mathbf{z}_{\mathbf{A}_{u \mid o}}=\mathbf{A} E_{u \mid o}(\mathbf{z})$. Then, we express $\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}}$ and $\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o}$ as

$$
\left.\left.\left.\begin{array}{rl}
\tilde{\mathbf{X}}^{\top} \mathbf{M} \tilde{\mathbf{X}} & =\tilde{\mathbf{X}}^{\top} \mathbf{A}^{\top}\left(\mathbf{A A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \tilde{\mathbf{X}} \\
& =(\mathbf{A} \tilde{\mathbf{X}})^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \tilde{\mathbf{X}} \\
& =\tilde{\mathbf{X}}_{\mathbf{A}}^{\top}\left(\mathbf { L } _ { \mathbf { A A } ^ { \top } + \theta \mathbf { I } _ { n } } \left(\mathbf{L}_{\mathbf{A A}} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}\right.\right.
\end{array}\right)^{\top}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}}\right) .
$$

and

$$
\begin{align*}
\mathbf{r}_{u \mid o}^{\top} \mathbf{M r}_{u \mid o} & =\left(E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}\right)^{\top} \mathbf{M}\left(E_{u \mid o}(\mathbf{z})-\boldsymbol{\mu}\right)  \tag{S5.11}\\
& =E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})-2 E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta}+\boldsymbol{\beta}^{\top} \mathbf{X}^{\top} \mathbf{M} \tilde{\mathbf{X}} \boldsymbol{\beta} .
\end{align*}
$$

To calculate the quadratic form presented in Equation S5.11, we need to calculate $E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z})$,
and $E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}}$ as follows:

$$
\begin{align*}
E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} E_{u \mid o}(\mathbf{z}) & =E_{u \mid o}(\mathbf{z})^{\top} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} E_{u \mid o}(\mathbf{z}) \\
& =\left(\mathbf{A} E_{u \mid o}(\mathbf{z})\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} E_{u \mid o}(\mathbf{z}) \\
& =\left(\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \mathbf{z}_{\mathbf{A}_{u \mid o}}\right)^{\top}\left(\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \mathbf{z}_{\mathbf{A}_{u \mid o}}\right)  \tag{S5.12}\\
& =\mathbf{c}^{\top} \mathbf{c} .
\end{align*}
$$

and,

$$
\begin{align*}
E_{u \mid o}(\mathbf{z})^{\top} \mathbf{M} \tilde{\mathbf{X}} & =E_{u \mid o}(\mathbf{z})^{\top} \mathbf{A}^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \tilde{\mathbf{X}} \\
& =\left(\mathbf{A} E_{u \mid o}(\mathbf{z})\right)^{\top}\left(\mathbf{A} \mathbf{A}^{\top}+\mathbf{I}_{n} \theta\right)^{-1} \mathbf{A} \tilde{\mathbf{X}} \\
& =\left(\left(\mathbf{L}_{\mathbf{A A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \mathbf{z}_{\mathbf{A}_{u \mid o}}\right)^{\top}\left(\mathbf{L}_{\mathbf{A} \mathbf{A}^{\top}+\theta \mathbf{I}_{n}}\right)^{-1} \tilde{\mathbf{X}}_{\mathbf{A}}  \tag{S5.13}\\
& =\mathbf{c}^{\top} \mathbf{C} .
\end{align*}
$$

## S6 Computing Information matrix

To obtain variances for the parameters of interest $\boldsymbol{\beta}, \rho, \sigma_{\epsilon}^{2}$ and $\sigma_{\mathbf{y}}^{2}$, the standard procedure requires the calculation of either the expected or the observed information matrix. They are obtained by first calculating the second derivatives of the negative of marginal log-likelihood. The negative of marginal log-likelihood is

$$
\begin{equation*}
-L_{o}=-\log f\left(\mathbf{z}_{o} ; \sigma_{\epsilon}^{2}, \sigma_{\mathbf{y}}^{2}, \rho, \boldsymbol{\beta}\right)=\frac{n_{o}}{2} \log (2 \pi)+\frac{n_{o}}{2} \log \left(\sigma_{\epsilon}^{2}\right)-\frac{1}{2} \log \left|\mathbf{V}_{o o}^{-1}\right|+\frac{1}{2 \sigma_{\epsilon}^{2}} \mathbf{r}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o} \tag{S6.1}
\end{equation*}
$$

and for the convenience of notation, we denote the negative marginal $\log$-likelihood $-L_{o}=$ $\bar{L}_{o}$.

First, we discuss the H-SEM. The second derivative of $\bar{L}_{o}$ with respect to $\boldsymbol{\beta}$

$$
\begin{align*}
\frac{\partial \bar{L}_{o}}{\partial \boldsymbol{\beta}} & =\frac{1}{2 \sigma_{\epsilon}^{2}} 2\left(-\mathbf{X}_{o}^{\top}\right) \mathbf{V}_{o o}^{-1}\left(\mathbf{z}_{o}-\mathbf{X}_{o} \boldsymbol{\beta}\right)  \tag{S6.2}\\
& =-\frac{1}{\sigma_{\epsilon}^{2}} \mathbf{X}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o}
\end{align*}
$$

and since $E(\mathbf{r})=E\left(\mathbf{z}_{o}-\mathbf{X}_{o} \boldsymbol{\beta}\right)=0$, it is straightforward to show that

$$
E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \rho}\right)=0, \quad E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \sigma_{\epsilon}^{2}}\right)=0, \quad E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \sigma_{\mathbf{y}}^{2}}\right)=0
$$

meaning that $\hat{\boldsymbol{\beta}}$ is asymptotically independent from $\boldsymbol{\zeta}=\left(\rho, \sigma_{\epsilon}^{2}, \sigma_{\mathbf{y}}^{2}\right)^{\top}$. Further,

$$
\begin{equation*}
E\left(\frac{\partial \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \boldsymbol{\beta}^{\top}}\right)=\frac{1}{\sigma_{\epsilon}^{2}} \mathbf{X}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{X}_{o} \tag{S6.3}
\end{equation*}
$$

These results leads to $\sigma_{\epsilon}^{2} \operatorname{Cov}(\hat{\boldsymbol{\beta}})=\left(\mathbf{X}_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{X}_{o}\right)^{-1}$, and $\operatorname{Cov}(\hat{\boldsymbol{\zeta}})=\left[E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \zeta \partial \boldsymbol{\zeta}^{\top}}\right)\right]^{-1}$. To calculate $\operatorname{Cov}(\hat{\boldsymbol{\zeta}})$, we recommend utilising the observed information matrix through numerical differentiation. This approach helps prevent the need for frequent and expensive inversions. Now, we consider the H-SAM, which is more complicated because $\mathbf{r}_{o}$ depends on $\rho$. The first derivative of $\bar{L}_{o}$ with respect to $\boldsymbol{\beta}$ is

$$
\begin{align*}
\frac{\partial \bar{L}_{o}}{\partial \boldsymbol{\beta}} & =\frac{1}{2 \omega} 2\left(-\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}^{\top}\right) \mathbf{V}_{o o}^{-1}\left(\mathbf{z}_{o}-\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o} \boldsymbol{\beta}\right) \\
& =-\frac{1}{\sigma_{\epsilon}^{2}}\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}^{\top} \mathbf{V}_{o o}^{-1} \mathbf{r}_{o} \tag{S6.4}
\end{align*}
$$

Then, it is straightforward to show that

$$
\begin{equation*}
E\left(\frac{\partial \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \boldsymbol{\beta}^{\top}}\right)=\frac{1}{\sigma_{\epsilon}^{2}}\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}^{\top} \mathbf{V}_{o o}^{-1}\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o} . \tag{S6.5}
\end{equation*}
$$

In addition, while $E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \rho}\right) \neq 0$, it can be shown that $E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \sigma_{\epsilon}^{2}}\right)=E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \sigma_{\mathrm{y}}^{2}}\right)=0$, with

$$
\begin{equation*}
E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \boldsymbol{\beta} \partial \rho}\right)=\frac{1}{\sigma_{\epsilon}^{2}}\left(\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}^{\top} \mathbf{V}_{o o}^{-1} \frac{\partial\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}}{\partial \rho} \boldsymbol{\beta}\right) \tag{S6.6}
\end{equation*}
$$

where $\frac{\partial\left(\mathbf{A}^{-1} \mathbf{X}\right)_{o}}{\partial \rho}=\left(\mathbf{A}^{-1} \mathbf{W} \mathbf{A}^{-1} \mathbf{X}\right)_{o}$. We recommend employing numerical differentiation to compute the corresponding second derivative for the term $E\left(\frac{\partial^{2} \bar{L}_{o}}{\partial \zeta \partial \varsigma^{\top}}\right)$. This allows us to derive the observed information matrix without utilising expensive matrix computations.
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