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Abstract
This article provides a critical review of the main methods used to produce con-

servative estimators of probabilities of rare events, or critical failures, for reliability
and certification studies in the broadest sense. These probabilities must theoretically
be calculated from simulations of (certified) numerical models, but which typically
suffer from prohibitive computational costs. This occurs frequently, for instance, for
complex and critical industrial systems. We focus therefore in adapting the common
use of surrogates to replace these numerical models, the aim being to offer a high
level of confidence in the results. We suggest avenues of research to improve the
guarantees currently reachable.

Keywords: rare events, probability of failure, surrogates, accelerated Monte
Carlo, probability upper bound, reliability, safety, guarantee, kriging, polynomial
chaos expansion, neural network

1 Introduction
The estimation of probabilities of a rare event (often described as a critical failure) defined
by

p :“ P pgpXq ă yq

where g : Ω “ r0, 1sd Ñ IR is a deterministic function, y P IR such that p ą 0 and X follows
a uniform distribution on Ω, is the basic principle of many structural reliability studies
[57]. Actually, X can be given more complicated distributions, but this framework remains
very general. Difficulties occur when p can be very low and g can only be known through
knowledge of a small number of realisations of Y “ gpXq, either by simulation of X, or
from an observed sample of realizations of X collected in a possibly sequential manner.
Simulation-based approaches are given particular consideration in what follows, as they
provide a theoretical underpinning to purely empirical approaches. In this framework,
many methods have been proposed to produce statistical estimators of p based on n
queries x ÞÑ gpxq, with reduced asymptotic variance compared to the standard Monte
Carlo (MC) approach, providing the well-known estimator pn such that

?
n ppn ´ pq

nÑ8
ÝÝÝÑ

L
N

`

0, σ2
˘

.

where σ2 “ pp1 ´ pq See [64] for a recent survey of such techniques. Their best repre-
sentatives are based on importance sampling (IS) [23], possibly fed by tools from large
deviation theory in high-dimensional settings [87, 83], sequential IS [73] and other adaptive
IS methods as the cross-entropy method [35], directional sampling [65], line sampling
[61, 34, 74], multilevel Monte Carlo [40, 50] , variational approaches [90, 44] or importance
splitting [55] (e.g., subset simulation [3, 4] and adaptive multilevel splitting [25, 20, 26]).
If the best asymptotic variance that one may expect from these latter approaches is
p2 logp1{pq ! σ2 [49], they require sampling multiple Markov chains, which can dramati-
cally increase the number of queries x ÞÑ gpxq [14]. For this reason, many other approaches
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are taking the gamble of building statistical surrogates (or meta-models) x ÞÑ ĝmpxq from
the characteristics of x ÞÑ gpxq and a design of experiments (DOE) xm “ x1, . . . , xm P Ωm,
to reduce the overall cost of the calculation. Methods described in next paragraphs are
summarized in Table 1.

1.1 Surrogate-based methods
A first class of methods considers a nonintrusive statistical approximation of x ÞÑ gpxq

through quadratic response surfaces [45] or, much more commonly, in a Bayesian framework,
through almost surely continuous Gaussian processes (kriging-based regression) whose
mean defines the deterministic surrogate ĝm [81]. These imply assumptions of regularity
(especially on the correlation structure [78]). Intrusive (adjoint-based) techniques can lead
to define surrogates as reduced order models (ROM)1, ie. defined using a reduced order
basis [77], that may come with error bounds with respect to x ÞÑ gpxq, as considered in
[27].

Coming back to kriging-based surrogates, various sequential simulation techniques can
then be used to benefit from the meta-model uncertainty, for example based on targeted
Integrated Mean Square Error (tIMSE) [75] or Bayesian Stepwise Uncertainty Reduction
(SUR) strategies [8], possibly combined with subset sampling methods [9]. Such strategies
are defended by strong theoretical results [7]. Over the years, many adaptive variants
of kriging-based methods have been proposed to estimate p (e.g. [15]). Active learning
strategies, mixing sampling within Ω (MC, other better space filling techniques as Latin
Hypercube Sampling, importance sampling, subset sampling, etc.) and kriging to produce
estimates of p, have been particularly popularized. Let us cite the so-called AK-MCS
methods (see [56] and [66] for recent reviews, and references therein). In engineering,
kriging-based approaches appear useful to determine the subset of Ω leading to failures
(e.g., [6, 63]), a dual gain in estimating p. Most famous competitors to Gaussian process
meta-modeling are polynomial chaos expansions [82], implied within similar combinations
of techniques to reach the estimation of very low probabilities. Both approaches have
numerous merits in the general field of uncertainty quantification (e.g., versatility, easiness
for conducting sensitivity analyses) and are the subject of major research aimed at reducing
their computational cost in storage and inference (typ. Opm2q and Opm3q for kriging)
and handling large dimensions d. Finally, the nesting of transformations in the regression
function, for example through deep Gaussian processes [33], makes it possible to capture
the complexities of the topological manifold defined by x ÞÑ gpxq, at the cost of a large
sample size. Neural networks and their universal approximation capability provide a final
subclass of surrogates used in the latter context, aiming at diminishing the regularity
assumptions. See [56] and [54] for two recent reviews of the various surrogate techniques
used in the field of reliability, to complete this brief summary.

A second class of methods is concerned solely with the construction of a surrogate Γ̂m

of the failure (or limit state) surface

Γ “ tx P Ω, gpxq “ yu

which is defined under continuity assumptions, and considering that the problem is a
perfectly separable binary classification problem. This generalizes in finding excursion
sets, as described hereinafter. Engineering methods like FORM/SORM [37] make the
assumption that Γ can be locally approximated by linear or quadratic surfaces, and
transform the estimation problem into an optimization problem. They are usually combined
with IS, as techniques based on large deviation theory [87]. Combined with subset
simulation, Support Vector Machines (SVM) or combinations of SVM were proposed
by [17] and [19] to approximate Γ (see [80] for a review), while neural networks were
preferred by [72, 18, 60]. Kriging-based classification was proposed by [38], while [59] chose
polynomial chaos expansion, accompanied with cross-entropy importance sampling [58].

1As recalled by [27], such methods are known to be "very efficient for the numerical approximation of
problems involving the repeated solution of parametric Partial Differential Equations (PDEs)".
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These approximations are often combined, again, with sequential sampling strategies. The
AK-MCS methods evoked hereinbefore fall into this category too, as they are underlyingly
based on a classifier (approximating how a vector x is far from Γ) defined by a kriging
predictor.

1.2 Ensuring conservatism
When it comes to the real-life estimation of p to characterize the safety of critical systems
(e.g., nuclear/aeronautical/spatial structures and processes), where g is typically a certified
numerical model, the question arises of the credit to be given to estimators based on
ĝm or Γ̂m. Do they provide "good", "sufficient" estimators of the true probability p?
Can we establish insurance rules based on these estimators? Despite the continuous
improvement of these methods and their combinations, and the subsequent reduction
of the error attributable to the use of surrogates2 – in particular by adaptive sampling
techniques and selected queries x ÞÑ gpxq [5, 48, 58] – most surrogate-based methods are
still lacking of theoretical guarantees adapted to the context. The asymptotic convergence
to p of any estimator of the kind

p̂n,m “
1

n

n
ÿ

i“1

1tĝmpxiqăyu (MC or IS with surrogate of g) (1)

or

p̂n,m “
1

n

n
ÿ

i“1

1
txiăΓ̂mu

, (MC or IS with surrogate of Γ) (2)

where ă is some partial ordering rule (allowing binary classification), appears weak, in
the sense it does not answer to the requirements that can be expected from certification
authorities3. While the consistency of (1) and (2) in pm,nq is of course necessary, this
asymptotic property remains a figment of the imagination when g is expensive, and/or d
is large. And, more generally, because we can hardly define the reality of an asymptotic
regime, even with a central limit theorem. Stronger guarantees should be non-asymptotic,
for instance provided through concentration inequalities (or PAC-Bayes-type inequalities)
as

P p|p̂n,m ´ p| ą εq ď αm,n,ε (3)

where αm,n,ε remains ideally very low for achievable pm,nq (at the order of p) and small
ε and αm,n,ε Ñ 0 when pm,nq Ñ 8 for any ε.

Other strong guarantees are likely to come from the specific choice of ROM, as they often
come with error controls with respect to g. Evoked in the recent work [27], such properties
seem not to have been yet too much explored, maybe because such ROM are typically made
to represent regular behaviors rather than extreme ones. Finally, other strong guarantees
are related to robustness to variations on g (or, similarly, on the real distribution of X,
through a transport from the uniform distribution introduced hereinbefore). Even most
of MC-based methods provide estimates of p that lack of robustness, as their coefficient
of variation goes to infinity when p goes to 0 [46]. This type of problem involves both
robustness studies and uncertainty quantification. Robust analysis theories struggling
against the probabilistic misspecification of epistemic uncertainties, such as the info-gap
theory [10, 11], which uses convex epistemic models4, are used in hybrid reliability studies
[92].

X „ distribution P
looooooomooooooon

uncertain

Consequence
ÝÝÝÝÝÝÝÝÑ p P pp´

n , p
`
n q

2A part of this error being linked to dimension-reduction, see [54].
3As said in [39], “Certification authorities will most likely require safeguards", while the authors of [54]

insist: “The expectation is inappropriate for risk-averse stakeholders, as it does not capture any notion of
variability and does not quantify rare events"

4But can be associated to other epistemic models (e.g. possibility distributions, p-boxes, Dempster-
Schafer structures...).

3



Using tools derived from random set theory [88], they can be used to define bounds on
probabilities of failure. See [1] for more information. However, computing these bounds
is itself subject to the same computational problems as that of a single probability p
for which the model X „ P is well defined, and usually requires reduction variance
techniques or/and surrogates. An alternative is to make geometric assumptions on the
distribution of the output gpXq to get conservative bounds, in the spirit of [85]. These
authors provide rules in the specific case of survival analysis, where prior information on
lifetime distributions is available.

One way of simultaneously addressing the previous concerns is to produce conservative
estimators of p, ie. upper bounds p`

n,m ě p, such that p`
n,m Ñ p and p`

n,m ´ p be not too
wide [18]. Ideally, one would like the order of magnitude of p`

n,m to be similar to that of p:
if p „ 10´q, then it is hoped to get 10´q ď p`

n,m ! 10´q`1. Note that if some algorithm
can be run to determine p`

n,m P rp, 1q, by symmetry the same algorithm can be adapted
to determine a lower bound p´

n,m P p0, ps, provided p ą 0.

Noticing that p “ VolpΩyq where Ωy is the so-called excursion set (or level set) [16, 6]

Ωy “ tx P Ω : gpxq ă yu ,

any upper bound p`
n,m for p corresponds to the volume of a subset Ω`

y,m,n such that
Ωy Ď Ω`

y,m,n Ĺ Ω. The complementary subset sΩ`
y,m,n “ Ω{Ω`

y,m,n corresponds to a set
smaller than the safe set sΩy “ tx P Ω : gpxq ě yu. When the elements of sΩ`

y,m,n are
included in sΩy with a large probability β, such sets sΩ`

y,m,n are called conservative by
[43, 16]. Still in a Bayesian setting, these latter authors proposed a kriging-based approach
to estimate this conservative set (thanks to the posterior distribution of g) from a fixed
DOE. This work was recently extended by [6], who proposed adaptive strategies based on
specific SUR criteria to reduce the uncertainty of this estimator. While offering excellent
performance in terms of volume recovery on low-dimensional cases, this approach costs
„ 200 queries x ÞÑ gpxq on a real industrial example in 2D. While it has not been used
specifically to compute upper bounds, it partially answers to the questions above, as it is
conditioned by the relevance of the choice of the Gaussian process.

To the best of our knowledge, obtaining appropriate guarantees for the certification of
a calculation of a probability of failure using surrogates therefore remains a tough problem.
The aim of this article is to summarize some useful results for further research in this area.
First (Section 2), we recall some strong conservatism results linked to the use of certain
geometric properties of g. These are difficult to check by nature, but can be much more
easily used to select certain classes of surrogates. They provide theoretically deterministic
bounds on a probability p calculated from a surrogate. We also consider in Section 3
approaches inspired by [39] and [54], which seek to "bias" a surrogate to ensure a form of
conservatism in the estimation of p. A discussion of future prospects concludes this work,
focusing on the obstacles to be overcome.

2 Obtaining deterministic bounds on p from geometrical
properties

The strongest desirable conservatism condition consists in producing deterministic upper
bounds p`

n on p, independently on any additional m´sample that could be used to estimate
a surrogate. The only known bounds are intrinsically linked to geometrical conditions,
sometimes induced by conditions of regularity which we recall and discuss below. For the
sake of generality we denote by P the probability measure associated to X over a subset
of Ω (which, in our context, is simply the uniform measure).
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Table 1: A summary of most popular methods dedicated to the estimation of rare event
probabilities.

Variance reduction methods (survey: [64])
Importance sampling (IS) [23]

+ large deviation theory [87, 83]
+ spectral decomposition [95]
+ variational approaches [90, 44]
Sequential IS [73]
Cross-entropy IS [35]

Directional sampling [65]
Line sampling [61, 34, 74]
Multilevel Monte Carlo [40, 50]
Importance splitting [55]

Subset simulation [3, 4]
Adaptive multilevel splitting [49, 25, 20, 26]

Methods based on a surrogate of g (survey: [56])

Reduced order models [77]
Quadratic response surfaces [45]
Mean predictors of Gaussian processes [81]

+ Sequential strategies [7]
Ex 1: Bichon criterion [15]
Ex 1: iMSE criterion [75]
Ex 2: Stepwise Uncertainty Reduction (SUR) [8]
Ex 3 : SUR + Subset sampling [9]
Ex 4 : Active learning (AK-MCS) [56, 66]
Ex 5 : derived from inversion methods [63]
Ex 6 : derived from excursion sets [16, 6]

Polynomial chaos expansions [82]

Methods based on a surrogate of Γ (survey: [80])

Linear response surfaces (FORM) [37]
Quadratic response surfaces (SORM) [37]

+ IS [21]
Support Vector Machines (SVM) [17]

Combination of SVM [19]
Neural networks [72, 18]

Adaptive strategies [60]
Adaptive kriging [38]
Polynomial chaos expansion [59]

+ cross-entropy IS [58]
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2.1 Lipschitz smoothness
Theorem 1 is derived from a sequence of results recently obtained by [14]. It uses classical
tools in harmonic analysis: dyadic cubes, for which a constructive definition must first be
provided, illustrated by Figure 1.

Definition 1 (Dyadic cubes.). Dyadic cubes in Ω “ r0, 1sd are a (possibly infinite)
collection of cubes

$

’

’

&

’

’

%

Q0,
Q1,1, . . . , Q1,2d ,

Q2,1,1, . . . , Q2,1,2d , Q2,1,1, . . . , Q2,2,2d , . . . , . . . , Q2,2d,1, . . . , Q2,2d,2d

. . .

,

/

/

.

/

/

-

such that:

• Qj,... has sidelength 2´j for j P IN , with Q0 “ r0, 1sd;

• for any j P IN , the Qj,... define a partition of Ω;

• each Qj,... has 2d children cubes Qj`1,... build by performing a 2d´ split of Qj,...;

• each Qj,... has exactly one parent cube, for j ą 0.

A cube Q with sidelength 2´j is said to have a depth j.

Figure 1: An illustration of various levels of partitioning r0, 1s2 by a family of dyadic
cubes.

Each cube Q is then determined by its depth j and its center, noted cQ. Reusing the
notations of [14], it can be labelled by a query to x ÞÑ gpxq as follows:

• Q P I if gpcQq ą y ` L2´j´1 (inside the safe subset of Ω),

• Q P O if gpcQq ă y ´ L2´j´1 (outside the safe subset of Ω),

• Q P U otherwise.

Given a choice of maximal depth k, a recursive algorithm given in [14] allows n cubes
to be labelled, as precised in the following theorem. Denote then In the set of all cubes
labelled as I along this algorithm (and similarly let us denote On and Un).

Theorem 1 (Derived from [14].). Under the following assumptions:
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(i) The distribution of X on Ω admits a bounded density function with respect to the
Lebesgue measure λ;

(ii) The function g is assumed to be L´Lipschitz with respect to the supremum norm on
Rd, ie.

|gpxq ´ gpx̃q| ď L}x´ x̃}8, x, x̃ P Ω; (4)

(iii) There exists a constant C ą 0 such that

λ ptx P Ω : |gpxq ´ y| ď δuq ď
C

L
δ, δ ą 0 (level set condition); (5)

then

p´
n ď p ď p`

n (6)

where

p`
n “ 1 ´

ÿ

QPIn

PpX P Qq and p´
n “ p`

n ´
ÿ

QPUn

PpX P Qq,

with, for d ě 2,

n ď 4C2d´1

and p`
n ´ p´

n ď Cn´ 1
d´1 ,

this latter result being the optimal convergence rate, in the sense it cannot be improved by
any other algorithm defined under the sole general assumptions.

In our context, Assumption (i) is always true, and note that PpX P Qq “ 2´dj for any Q
of sidelength j. Notice that [14] consider more broadly that X can follow any distribution
on Ω provided (i) remains true. In this case, the computation of the PpX P Qq is not
trivial and requires numerical methods, that bring stochastic errors on the estimation of
bounds pp´

n , p
`
n q. Using a splitting approach, the authors can still control the bounding of

p and the convergence of the difference of estimated bounds towards 0. To our knowledge,
these results were only applied to a univariate toy case with failure probability of the
order 10´3 (see Table 4).

As explained by the authors, the level set Assumption (iii) reflects the fact that g is not
too much flat in the vicinity of the limit state (or level set, or failure surface) Γ “ g´1pyq.
This condition appears mild under a continuous differentiability assumption on g. Besides,
the knowledge of M is not necessary for the algorithmic task.

Estimating (or bounding) the Lipschtiz constant L is however required and is a more
serious difficulty for carrying out the real computation of the bounds. This is generally a
difficult problem, as it involves being able to calculate a maximum distance between the
outputs of g. However, if g is a surrogate chosen as a neural network, owning the Lipschtiz
property, the tight estimation of L has become over the recent years a challenge for which
constructive solutions have recently been published. Especially, the approach proposed by
[41], that estimates L by solving a semidefinite problem, has become very popular in the
machine learning community. See besides [71] for the estimation of Lipschitz constants of
monotone deep equilibrium models.

2.2 Monotonicity
A particular case of functions x ÞÑ gpxq are the monotonic ones, when monotonicity is
understood with respect to the following partial order on IRd defining Pareto dominance :

Definition 2. Let x “ px1, . . . , xdq and x1 “ px1
1, . . . , x

1
dq P IRd. If xi ď x1

i for all
i “ 1, . . . , d, x is said to be dominated by x1, and it is denoted x ĺP x1.
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To simplify things in the following, the monotonicity of g is assumed to be similar for
all dimensions in Ω: g is supposed to be globally increasing (possibly at the price of a
reparameterization), ie; @tx, x1u P r0, 1sd ˆ r0, 1sd such that x ĺP y1, then gpxq ď gpx1q.
An immediate consequence is that each x ĺP x1, when gpx1q ď y, is such that gpxq ď y.
This led [36] and [18] then [68] and [19] to define a class of algorithms that simultaneously
produce deterministic bounds pp´

m, p
`
mq and consistent statistical estimators p̂n,m of p,

from the Lebesgue measures (volumes) of sequences of nested random dominated sets

U´pAq “
ď

xPAXU´

tu P r0, 1sd : u ĺ xu,

U`pAq “
ď

xPAXU`

tu P r0, 1sd : u ľ xu.

with

U´ “ tx P r0, 1sd : gpxq ď yu and U` “ tx P r0, 1sd : gpxq ą yu.

Figure 2 offers an 2D-illustration of the fundamentals of this method. The bounds obtained
this way were used to guarantee the result of safety analysis for some industrial case-studies
(e.g., [86]). Sequential surrogates of the limit state surface Γ can be used to guide new
design points to lower the volume p`

m ´ p´
m (and jointly improve p̂n,m), but the core of

the approach stands on the gain yielded by the deterministic (upper) bounds, which can
be computed exactly in low dimensions [18] or else by specific numerical methods [19].

Figure 2: An illustration in dimension 2 of the bounding principle due to monotonicity.
On the left is a set A of m points included in r0, 1sd. On the right, we plot the dominated
spaces U´pAq and U`pAq surrounding Γ. It is clear that U´pAq ĺP Γ ĺP U`pAq. The
volume of these subspaces allows to compute deterministic bounds for p: λpU´pAqq ď p ď

1 ´ λpU`pAqq, with λ the Lebesgue measure.

Actually, for building such bounds it is enough to that the limit state surface Γ be
p´monotone in the following sense:

Definition 3. Denote µ the Lebesgue measure on IRd. Let A Ă r0, 1sd. Define the
dominated sets

V´pAq :“
ď

xPA

tu P r0, 1sd : u ĺP xu,

V`pAq :“
ď

xPA

tu P r0, 1sd : u ľP xu.

Let α P p0, 1q and S be a set in r0, 1sd. The set S is said α-monotonic if for all u, v P S
such that u ‰ v, u is not strictly dominated by v and if µpV´pSqq “ α.

8



As a consequence of the monotonicity of g (Proposition 5.1 in [19]), a major feature
of Γ is its p-monotonicity, provided that Γ is simply connected and λpΓq “ 0. Note that
these two last assumptions are required in [19] to estimate consistently Γ, interpreted as
the frontier of a separable classification problem.

Monotonic sub-behaviors are often key to understand complex behaviors summed up
by some simple rule as testing if gpXq ă y, as demonstrated by Bshouty’s monotone theory
for learning Boolean functions [22], many works related to monotonicity detection in such
functions (e.g. [47]) and the importance of monotonicity in causal analysis and SAT
theory. Modeling and sensitivity analysis theories make extensive use of tools to detect
monotonicity between inputs and X and outputs Y (typically via correlation coefficients).
The exhibition of partial or total monotonicity properties of a model or phenomenon
x ÞÑ gpxq defines a semantics allowing its interpretability and the obtaining of guarantees
on the predictive outcomes gpxq [84]. Using monotonicity property from expert knowledge
can help to produce more suitable surrogates in engineering prblems [31, 53, 32]. Hence
monotonicity facilitates the use of g in critical domains such as clinical testing (e.g., [69])
or credit scoring (e.g., [76]). See the previous references for various industrial illustrations.

For these reasons, numerous models that can be used as surrogates of g or Γ present
global or local monotonicity properties, from the simplest one (linear model) to complex
ones (e.g., deep lattice networks [94] or GAMI-nets [93], that allow monotonization). See
for instance [24] for a review of monotonic classification.

For instance, useful generalizations of linear models are the m´Continuous Piece-Wise
Linear functions (m´CPWL) which can be interpreted as piecewise monotonic surrogates:

Definition 4. [29, 70, 28] A function g : Ω Ñ Y is a m´Continuous Piece-Wise Linear
function (m´CPWL) is there exists K finite sets of disjoint complex polytopes Ak

m
k“1 such

that
Ťm

k“1Ak “ Ω and g restricted to the domain Ak, denoted as g|Ak
: Ak Q x ÞÑ gpxq is

affine for each k P t1, . . . ,mu.

This versatile class encompasses neural networks with piece-wise linear activations such
as ReLu or hard tanh, that correspond to maxp0, xq and maxp´1,minp1, xqq, respectively.
As explained in [2] (Chapter 3), feedforward neural networks can be described as piece-wise
linear functions that divide the input space into multiple linear , where the network itself
behaves as an affine function within each region [52, 51, 28]. Reusing the notations in
Theorem 2.2 from [2], we describe the hyperrectangles Ak by

Ak “

p
â

i“1

Ai,k

where Ai,k “ rli,k, ri,ks with pli,k, ri,kq P sIR
2. Each component g|Ak

is represented by

g|Ak
pxq “

p
ÿ

i“1

ai,kxi ` bk

where the pai,k, bkq are real numbers. Consequently,

gpxq “

m
ÿ

k“1

˜

p
ÿ

i“1

ai,kxi ` bk

¸

1Ak
pxq (7)

which is clearly piecewise monotonic.
Numerical experiments conducted with the following toy example proposed in [18] were

conducted until dimension 15 in [13]. Approximate nested uniform sampling within the
non-dominated space (defined by Ω{pU`pAq Y U´pAqq in Figure 2) was produced using a
semi-adaptive MCMC summarized in Appendix A.

Example 1. Given a fixed dimension d, denote

Vd “ g̃dpZq “ Z1{
`

X1 `

d
ÿ

i“2

Zi

˘

9



where the Zi are Gamma distributed: ZiGpi ` 1, 1q, for i “ 1, . . . , d. The function g̃d is
increasing in Z1 and decreasing in all the variables Zi for i ě 2. The same monotonicity
can be deduced for x ÞÑ g̃d ˝ T´1pxq where x P Ω and T is obtained from the cumulative
distribution functions of Zi: T “ pFZ1

, . . . , FZd
q. The variable Vd follows the Beta

distribution Bp2, 2´1pd` 1qpd` 2q ´ 3q. For p P r0, 1s, let q1d,p be the quantile of order p
of Zd, and let gdpxq “ g̃d ˝ T´1pxq ´ qd,p. Hence, with y “ 0, P pgdpXq ă 0q “ p for all
d ě 2.

We can then compare the theoretical value p with bounds pp´
n , p

`
n q obtained through

the nested algorithmic approach evoked above, after n “ 200 steps, and a basic one based
on "brute force Monte Carlo". Relative precisions pp`

n ´ p´
n q{p are provided on Table 2 for

several dimensions d, while Figure 3 displays how the computing time varies in function
of d, for p “ 5.10´4.

Table 2: Mean values of relative precision pp`
n ´ p´

n q{p after 200 iterations for the MCMC-
based method.

Brute force MC MCMC

d p

2
5.10´2 0.233 0.208
5.10´3 0.304 0.276
5.10´4 0.06 0.04

3
5.10´2 1.18 1.09
5.10´3 1.78 1.66
5.10´4 2.59 2.65

4
5.10´2 2.53 2.38
5.10´3 5.57 5.40
5.10´4 8.98 8.59

Obviously, the computational time is significantly decreased using a MCMC approach,
for the same order of magnitude for the highest dimensions. However, reaching small
relative orders of magnitude remains difficult even for dimension 4, with p`

n „ 5p, which fits
with the results previously obtained by [68]. This remains a bit frustrating for the industrial
practice, notably, but not hopeless. More simulations, and more clever simulations, for
instance guided by a surrogate of Γ sequentially updated, as the one proposed in [19],
should be required to reach p`

n „ p.

Convexity and quasi-convexity. It must be noticed that convexity and quasi-convexity
properties on g or Γ can certainly help achieve this ambition. To our knowledge, the use
of such properties has still little explored, apart in [67], and in the literature dedicated
to computing probabilities related to PDE solving ; see for instance [89] for a summary
presentation. Available results highlight speed orders on the distance between Γ and
surrogates of Γ, as exponential functions of the dimension; this distance can be bounded on
convexity arguments [89]. However, bounding the implied relative error of the probability
of failure still largely remains an open problem.
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Figure 3: Average calculation time (in seconds) as a function of size. "No MCMC" means
"brute force Monte Carlo." Figure extracted from [13].

3 Biasing surrogates to get conservative failure proba-
bilities

3.1 Principle
When the use of a surrogate ĝm trained from a m´sample is required for computational
reasons, the estimation of p by a p̂n,m should be ideally such that

p ď p̂n,m (8)

with a large probability 1´α, ideally with α “ 0. There are arguments to understand that
α can possibly be strictly positive: (a) the computations are made using a fixed data set
(part of which is used to train the surrogate) ; it is therefore conceivable that not all the
uncertainty about ĝmpXq can be taken into account ; (b) when the dimension increases, as
said in [54], "surrogate modeling techniques are often built on lower dimensional subspaces
identified by dimension-reduction techniques". These techniques introduce an error that
is difficult to quantity.

To diminish α and more generally enforcing the so-called first-order stochastic domi-
nance constraint [54]

P pĝmpXq ă yq ě P pgpXq ă yq @y P IR, (9)

an idea originated from [39] and also exploited by [54] is to "bias" (or "shift") the surrogate,
replacing x ÞÑ ĝmpxq by

x ÞÑ ĝmpxq ` θ,

to ensure conservativeness. Obviously, in our context θ should be chosen such that (8)
is verified with p̂n,m having the closest possible order of magnitude than the one of p.
Obtaining too much difference in terms of order of magnitude should lead to modify the
choice of the surrogate.

3.2 Using Bernstein concentration inequalities
More precisely, [39] prove the following result, using a uniform Bernstein-type inequality:
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Theorem 2 (Inspired from [39], Corollary 1). Denote ĝm a surrogate of g trained over
a m´sample and consider an independent test set of n ě 2 iid values X1, . . . , Xn drawn
over Ω. Denote

θ˚ “ min

ˆ

0, min
1ďiďn

tĝmpXiq ´ gpXiqu

˙

.

Then, with probability at least 1 ´ α over the choice of the test set, there exists a strictly
positive constant C ă 6 such that

P pĝmpXq ` θ˚ ą gpXqq ď Bpn, αq :“
C

n
logpn{αq.

We can straightforwardly derive from it the following result, assuming Bpn, αq “ p.

Corollary 1. Under the assumptions of Theorem 2,

P tP pĝmpXq ` θ˚ ď gpXqq ě 1 ´ pu ě 1 ´ λpn, pq (10)

with

λpn, pq “ min p1, n exp p´np{Cqq

Then, with probability at least 1 ´ λpn, pq over the choice of the test set,

p̂m :“ P pĝmpXq ` θ˚ ă yq ą p.

While it is interesting to note that this result does not depend on the dimension of X,
a large number of values n is required to produce a nontrivial lower bound in (10), for low
probabilities p. This is exemplified by plotting representatives values of λpn, pq, setting
C “ 6, in Figure 4, and by computing the value of n such that λpn, pq „ p, displayed (on
the log scale) on Figure 5. Typically, one needs n » 512 to obtain λpn, pq “ p “ 10´1

then n » 8280 to get λpn, pq “ p “ 10´2. In practice, this cost remains probably too high
for industrial applications. The authors [39] have logically proposed a complete procedure
for learning θ in parallel of the surrogate parameters, which is enforced in the following
numerical experiments.

Reusing the toy example (1), numerical tests were conducted with neural networks
surrogates. They were considered as good enough and retained for the study if both their
accuracy and their Q2 predictivity coefficient [42] were estimated above 90% and 0.9,
respectively. Neural networks were simple feedforward networks with logistic activation
functions, 2 to 3 neuronal layers, each layers having 2 to 4 neurons. On Table 3, some
results of these numerical tests are summarized.

These results confirm the theoretical reservations set out hereinbefore; it seems un-
acceptable to obtain, for "reasonable" low probabilities, upper bounds that can almost
vary by an order of magnitude when the dimension remains low, and which turn out to be
false upper bounds in a significant number of cases.

3.3 Learning minimal bias
A close approach but specifically dedicated to obtaining upper bounds on probabilities was
then proposed by [54], inspired by the work [91], who build risk-averse surrogate models
using stochastic dominance. Given a training sample pxi, yiq1ďiďm and a parametric
surrogate x ÞÑ gηpxq mimicking x ÞÑ gpxq, they pose the problem of learning pθ, ηq by
choosing a specific weighted loss/cost function

min
θ,η

m
ÿ

i“1

ωi pyi ´ gηpxiq ´ θq
2 (11)

to minimize under the first-order stochastic dominance constraints
$

’

’

’

&

’

’

’

%

m
ř

i“1

ωi1p´8,0s pgηpxiq ´ gηpx1qq ď
m
ř

i“1

ωi1p´8,0s pyi ´ gηpx1q ´ θq ,

. . . ď . . .
m
ř

i“1

ωi1p´8,0s pgηpxiq ´ gηpxmqq ď
m
ř

i“1

ωi1p´8,0s pyi ´ gηpxmq ´ θq

,

/

/

/

.

/

/

/

-

(12)
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Figure 4: Values of λpn, pq with C “ 6, in function of logpnq, for some values of p.

Figure 5: Values of logpnq such that λpn, pq » p, for some typical values of p.
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Table 3: Some applied results on the reality of the conservative assessment of p “ P pgpXq ă

0q using simple neural networks, for the toy example (1), by the shifting/biasing approach
originally proposed by [39] for creating conservative surrogates. The two last columns
present the average conservative estimate p̂n of p produced by the surrogate, and the
probability that a particular estimate actually be a wrong upper bound for p. These
results are produced using t100{ppp1 ´ pqqu repetitions of the procedure, and training
datasets of length 50d to ensure a comparable precision of results.

Surrogate features

p d Q2 without imposed bias Q2 with imposed bias p̂n Ppp̂n ă pq

10´1 2 0.99 0.97 1.12.10´1 0.08
3 0.98 0.94 1.23.10´1 0.10
4 0.95 0.92 1.31.10´1 0.13
5 0.94 0.92 1.38.10´1 0.17

10´2 2 0.98 0.97 1.9.10´2 0.09
3 0.96 0.94 2.4.10´2 0.14
4 0.94 0.91 3.1.10´2 0.21

10´3 2 0.96 0.94 2.8.10´3 0.18
3 0.95 0.91 3.9.10´3 0.25
4 0.95 0.90 6.2.10´3 0.34

This setting is the empirical version (ie., based on a given finite training dataset) of the
estimation problem

min
θ,η

E
”

pY ´ gηpXq ´ θq
2
ı

subject to θ ` gηpXq ľ Y

+

(13)

where Y1 ľ Y2 means that Y1 dominates Y2 with respect to the first stochastic order, ie.
when

P pY1 ď tq ď P pY2 ď tq @t P IR.

Because of the discontinuity introduced by the indicator functions in (12), the
authors[54] consider a continuous relaxation (originated from [30]) of the constrained
problem (11-12), rewritten besides as a mixed integer optimization problem. Despite
technical difficulties related to the choices of relaxations, the authors prove the relevance
of this approximation and the conservativeness of the overall approach, ie.

P pĝmpXq ` θ˚ ă yq ě P pgpXq ă yq @y P IR,

where ĝm “ gη˚ , pη˚, θ˚q being the solution of (13) and its empirical approximations.
They also prove its applicability for several uni- and multidimensional examples using
polynomial chaos expansion, and show the feasibility of choosing θ dependent on x. In
the same paper [54], the authors defend another approach, based on the risk quadrangle
[79], for building surrogates that conservatively estimate a specific risk measure associated
with the subjective preferences of a stakeholder.

4 Discussion
This rapid review of tools and methods designed to support the construction and use
of conservative estimators of probabilities of failure can be finally illustrated by a some
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typical numerical results, displayed in Table 4.

Table 4: Summary of some typical orders of magnitude of upper bounds for p found in
the dedicated literature ("un" means unpublished), considering toy models and more
realistic examples. The value n is the typical MC number of queries (training samples)
x ÞÑ gpxq required for the computation (or samples for training a surrogate). The number
of surrogate runs for a MC analysis is not precised, as it can be chosen as large as wished.
Results Ppp ą p`

n q are averaged using validation samples (from 100 to 9000 values) if
surrogates are used.

p d n upper bound Ppp ą p`
n q use case details references

p`
n

10´1 10 30 1.02.10´1 0 wing weight biased surrogate-based [54]
(1D active space)

5.10´2 3 100 5.2.10´2 0 toy model biased surrogate-based [54]
5.10´2 10 100 10´1 0 truss structure biased surrogate-based [54]
2.1.10´3 1 32 2.5.10´3 0 toy model no surrogate, [14]

Lipschitz constant known
10´3 6 300 1.2.10´2 0 toy model no surrogate, g monotonic [68]
10´4 3 200 2.10´4 0 toy model no surrogate, g monotonic [68]
10´4 4 200 3.10´4 0 hydraulics no surrogate, g monotonic un.
10´4 5 250 6.10´4 0 toy model no surrogate, g monotonic [68]

These results, and the previous considerations, lead us to the following conclusions,
which in turn allow us to outline a research program.

First, we only scratch the surface on how to bound failure probabilities with powerful
methodologies involving the choice of surrogates. Indeed, targeted probabilities in research
papers remains too "high" with respect to typical orders of magnitude tied to severe
industrial risks.

First, methodologies that are based on "biased" surrogates seem the most attractive
to get non-asymptotic control of p, up to a given level of acceptability. While surrogates
build on reduced bases usually come with bounds and could be ideal candidates, mixing
constructive arguments proposed by [54] with other theoretical guarantees provided by
concentration inequalities, as suggested by [39], could be a relevant way to produce such
guarantees. Refining the construction of such surrogates through sequential DOE, and
obtaining concentration inequalities on the basis of martingale-type arguments in the spirit
of De La Peña exponential inequalities [12], seem a relevant avenue or research. Besides,
ensuring the uniformity of first-order-stochastic dominance is probably not useful: we
want to focus on some small subsets of Ω.

Second, it seems difficult, apart from some particular cases, to ensure strong geometrical
assumptions directly on the behavior of x ÞÑ gpxq. Perhaps the Lipschitz property seems
more defensible than the monotonicity property in applications, but more probably, these
two assumptions can be considered as true only for some part Xp1q of the input X
conditionally to Xp2q “ X{Xp1q. Provided the dimension of Xp1q remains low, some small
DOE could be used to provide conditional bounds on p (given Xp2q). Other arguments to
get bounds from the model g itself could be inspired from the control techniques used on
PDE solving by discretization (e.g., [40]. These techniques can provide hints to produce
"cautious" surrogates, and offer an additional layer of guarantees for the end-user. Actually,
the explicitly known or estimable geometric properties of these surrogates, such as their
Lipschitz property and their monotonicity and convexity subdomains, make it possible to
provide deterministic bounds on an estimator that is itself conservative and that would
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be produced from this surrogate, through the "biased surrogate" construction previously
evoked.

In this sense, an interesting research idea could be to produce some additional criterion
to the usual ones used for assessing the relevance of surrogates (e.g., Q2) to ensure a form
of conservative bias in interesting subsets of Ω. Such a work would fit with the recent
development of a new criterion for Gaussian processes, interacting with the Q2, dedicated
to ensure robust predictive properties of the surrogate [62].

In summary, the cases studied so far are usually very moderate in scale, and hardly
reflect real cases (e.g. industrial, linked to critical systems), for which the need for a
surrogate is particularly important. It therefore seems appropriate to launch a research
program aimed at testing the scalability of the first methods based on first-order stochastic
dominance, and to combine them with robust methods for calculating the bounds related
to the geometry of these surrogates, through sequential explorations of the input space Ω.
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A Appendix: Semi-adaptive sampling and computing
bounds within staircase subspaces

As illustrated in Figure 2, boundary algorithms based on monotonicity require to explore
nested staircase subspaces (defined after each sampling batch A Ñ A1 by the space between
dominated subspaces pU´pA1q,U`pA1qq). Basically, any strategy for producing a statistical
estimator, computing and improving the bounds must be based on uniform sampling in
this "tortured" nondominated space. Rejection methods proposed in [18, 19] unfortunately
require an increasing number of simulations as the as this space shrinks. A semi-adaptive
Markov chain Monte Carlo method (MCMC) appears to be more efficient in dimension
up to d “ 15.

More formally, assume that a n´DOE of queries x ÞÑ gpxq has been chosen in
Ω “ r0, 1sd. This allows to define the two subspaces straightforwardly noted U´

n ,U`
n , with

Un “ Ω{pU´
n Y U`

n q. Our goal is to sample a m´sample from the uniform distribution
with density

fnpxq “
1txPUnu

p`n´ 1 ´ p´n´ 1
.

Doing so allows to estimate the new bounds pp´
n , p

`
n q “ pλpU´nq, 1 ´ λpU`

n qq and select
new candidate vectors for new queries x ÞÑ gpxq. This can be done approximately using a
MCMC technique, described beneath and illustrated on the successive graphs of Figures
6-7, such that the computation of bounds is consistent thanks to the ergodic theorem. To
explore efficiently the staircase subspace using a traditional random walk instrumental
distribution, a transformation ψ : Ω Ñ IRd of each possible design vector x P Un is
used, preserving the partial ordering ĺP : ψ “ pϕ´1, . . . , ϕ´1q where ϕ the cumulative
distribution function of the standard reduced Gaussian distribution.

More precisely, The semi-adaptiveness is defined in the following sense. Having
constructed at a certain step n a Metropolis-Hastings mechanism, which has converged to
the law UpUnq, its trajectory to estimate the volumes of interest and simulate uniformly
at steps n` 1, . . . , n` l, for a fixed parameter l ă n.A quasi-independent sample following
UpUnq is obtained by batch sampling. Then, from this sample, one simulates uniformly in
the sub-regions of interest by a simple accept-reject method.
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Algorithm 1: Semi-adaptive MCMC for estimating probability bounds.
1 Initialization
2 Given a nontrivial staircase subspace U0, sample N values Xp0q „ UpU0q.
3 While n<N do
4 1q Compute Z “ ψpXpn´lqq and the empirical covariance matrix of

transformed past l´trajectories

@ 1 ď j, k ď d Σ̂
pn´lq
jk “

1

N ´ 1

N
ÿ

i“1

`

Zij ´ Z̄j

˘ `

Zik ´ Z̄k

˘

then define the innovation ε „ Ndp0, αΣ̂n´l{dq.
5 2q aq Build the Markov chain Xpnq “ pX

pnq

1 , ..., X
pnq

M q from a
Metropolis-Hastings mechanism on the transformed variable Z, based on the
stationary distribution UpUnq and the transformed random walk proposal

X̃
L
„ ψ´1 pψpXq ` εq .

bq Using usual decorrelation tools, this leads to a nearly independent
batch sample X̃pnq.

6 3q For each k “ 1, , . . . , l, sample with rejection Xn`k „ Un`k from X̃pnq.
7 4q Estimate the volumes

{λpUn`kq “

˜

1

M

m`M
ÿ

i“m`1

1
tY

pnq

i PUn`ku

¸

{λpUnq

{λpU`
n`kq “

˜

1

M

m`M
ÿ

i“m`1

1
tX

pnq

i PÛ`
n`ku

¸

{λpUnq

where, @k P J1, . . . , lK, @i :

1
tY

pnq

i PUn`ku
“

”

1
tY

pnq

i ľXn`ku
1tXn`kPU´ ` 1

Y
pnq

i ĺXn`ku
1tXn`kPU`u

ı

1
tY

pnq

i PUn`k´1u
.

8 5q Update the bounds and update n ÐÝ n` l
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Figure 6: Illustration in dimension 2 of the semi-adaptive MCMC method. From the
previous chain which has converged (A), we obtain a quasi-iid sample following UpU4q

(B), which we use to generate the next realisations pXkqk“5,...,10 following the uniform
distribution on the respective spaces pUkqk“5,...,10 (C, D). The ergodic theorem is then
applied to the entire trajectory of the chain to estimate the proportions of the sub-volumes
pUkqk“5,...,10 (E).
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Figure 7: Illustration in dimension 2 of the semi-adaptive MCMC method. After step (E)
on the previous figure, a point in the chain belonging to U10 is chosen to initialise the next
one (F). The Metropolis-Hastings random walk (H) is then evolved in the transformed
space, taking Gaussian increments with a covariance equal to the empirical covariance of
the previous chain (G). By inverse transformation we obtain a new chain converging to
UpU10q (I).
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