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#### Abstract

Quantitative analysis of probabilistic programs aims at deriving tight numerical bounds for probabilistic properties such as expectation and assertion probability, and plays a crucial role in the verification of probabilistic programs. Along this line of research, most existing works consider numerical bounds over the whole state space monolithically and do not consider piecewise bounds. Clearly, monolithic bounds are either conservative, or not expressive and succinct enough in general. To derive more succinct, expressive and precise numerical bounds for probabilistic properties, we propose a novel approach for synthesizing piecewise linear bounds in this work. To this end, we first show how to extract a piecewise feature w.r.t. a given quantitative property from a probabilistic program using latticed $k$-induction that captures a wide and representative class of piecewise bound functions. Second, we develop an algorithmic approach to synthesize piecewise linear upper and lower bounds from the piecewise feature, for which we show that the synthesis of piecewise linear bounds can be reduced to bilinear programming. Third, we implement our approach with the bilinear programming solver Gurobi. The experimental results indicate that our approach is capable of generating tight or even accurate piecewise linear bounds for an extensive set of benchmarks compared with the state of the art.
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## 1 INTRODUCTION

Probabilistic programming $[33,42,59]$ is a programming paradigm that extends classical programming languages with statements such as probabilistic branching and sampling. Probabilistic programs provide a powerful model for randomized algorithms [7], machine learning [15], reliability engineering [16], etc. Therefore, analysis of probabilistic programs is becoming increasingly significant, and attracting more and more attention in recent years.

In this work, we consider the formal analysis of probabilistic programs that aims at deriving guaranteed bounds for probabilistic properties. Unlike the formal analysis for classical programs that mostly focuses on qualitative properties such as proving or refuting assertions, the analysis of probabilistic programs concerns quantitative analysis in many situations, such as expected runtime [1, 31, 37, 38], expected resource consumption [51, 60, 63], sensitivity [2], assertion probabilities [21, 58, 62], and so forth.

[^0]Similar to classical programs, semantic equations of probabilistic programs are unsolvable in general. Thus, as an alternative, most of the research focuses on computing numerical bounds on quantitative properties instead of solving semantic equations exactly in the quantitative analysis of probabilistic programs. In the literature, various approaches have been proposed to address this issue, including template-based [17, 18, 20, 34], trace-abstraction-based [57], sampling-based [54], etc. Most of these approaches consider to synthesize a monolithic upper- and/or lower-bound for an underlined quantitative property over the whole state space of a probabilistic program of interest. The disadvantages to synthesize a monolithic linear or polynomial function as a bound are two-fold: First, a monolithic bound is either too conservative (e.g., only very coarse linear bounds exist) or not succinct enough (e.g., although tight monolithic polynomial bounds exist, the tightness usually requires complicated polynomials with higher degree). Second, it may be even worse that no monolithic polynomial bounds exist. A simple example is given below to demonstrate the aforementioned disadvantages.

Example 1.1. Consider the following example, which is a simplified version of the Growing Walk in Beutner et al. [15]:

$$
\text { Growing Walk: while }(0 \leq x)\{\{x:=x+1 ; y:=y+x\}[0.5]\{x:=-1\}\}
$$

The example models a simple random walk where the step size $x$ is increased by 1 with $50 \%$ probability, and set to -1 with the other half probability. The program terminates when $x$ becomes negative. We intend to analyze the expected value of the total distance, i.e., $y$, after the program terminates. It can be shown that monolithic linear upper-bound cannot be obtained via inductive synthesis with 1 -induction, and monolithic polynomial bounds up to degree of 5 are much more conservative than our piecewise linear bound. Our approach synthesizes a piecewise linear upper bound $[x<0] \cdot y+[x \geq 0] \cdot(x+y+2)$, which is actually the exact expected value of $y$ (the tightest bound). With our approach, we can also obtain a piecewise linear lower bound $[x<0] \cdot y+[x \geq$ $0] \cdot(x+y+13 / 8)$.

Obviously, piecewise bounds are more accurate than monolithic bounds. However, the synthesis of piecewise bounds over probabilistic programs is not well investigated in the literature. To our best knowledge, a handful relevant work is Batz et al. [11] that proposes an approach to compute piecewise bounds for probabilistic loops. Their work requires an upper bound to be verified as an additional program input and it only return a super-invariant (i.e., a piecewise upper bound) that is sufficient to verify the input upper bounds through counterexample-guided inductive synthesis (CEGIS). They start the synthesis by predescribing the piecewise template from the syntactic structure of the given loop and perform the template refinement heuristically when existing template admits no admissible solution. Moreover, there is a limitation in this work that requires all assignments in the program must yield a non-negative results. Another work [5] proposes a data-driven approach that can synthesize piecewise (sub-)invariants. However, their approach needs a suitable list of numerical features that requires prior knowledge of the program or user's assistance.

In this work, we consider how to automatically synthesize piecewise linear bounds for linear quantitative properties of probabilistic loops with discrete probabilistic choices. Piecewise linear functions are important in the sense that they constitute a basic class of piecewise numerical bounds, and are widely used in hybrid systems [13, 14], floating point approximation [22, 47, 48], bilinear term approximation [6], etc. A recent work [10] also demonstrates that probabilistic program analysis requires piecewise feature.
Challenges and Gaps. To synthesize piecewise linear bounds for probabilistic programs, there are two key challenges:

- Discover a suitable criterion to partition the state space of a probabilistic program to derive the piecewise structure of a bound function. The criterion needs to be automated, since specifying the piecewise structure by hand requires heavy manual expertise.
- Explore efficient algorithms to synthesize piecewise linear bounds.

We attack the first challenge by exploiting latticed $k$-induction [12, 45]. The $k$-induction principle is a powerful proof tactics in the verification of hardwares and softwares [25, 26, 43, 56]. Latticed $k$-induction [12, 45] extends $k$-induction to lattices and has application in the formal analysis of probabilistic programs [12], where the operators of latticed $k$-induction are defined by taking pointwise minimum and maximum of bound functions. In this work, we use these $k$-induction operators to synthesize piecewise linear bounds by extracting the piecewise pattern from the pointwise minimum and maximum operations.

To address the second challenge, we show that the synthesis of piecewise linear bounds can be achieved by a non-trivial application of Optional Stopping Theorem (OST) and bilinear programming. Optional Stopping Theorem [67, Theorem 10.10] is a fundamental result in martingale theory, while bilinear programming is a special non-convex programming that admits efficient constraint solving algorithms [46].

In summary, our main contributions include the following:

- First, we develop a novel variant of latticed $k$-induction that is a combination of the $k$ induction operators and OST. Our variant is non-trivial in two folds. The first is that our variant uses OST instead of fixed point theory that is previously adopted in Batz et al. [12], Lu and Xu [45]. This allows to derive both upper and lower bounds for quantitative properties over probabilistic programs, and does not require a global lower bound of program values (such as requiring non-negativity in Batz et al. [11, 12], Lu and Xu [45]). The second is that the variant requires an extended version of OST as proposed in Wang et al. [64], and we show that the classical OST [67, Chapter 10] does not suffice.
- Second, we propose a novel algorithm for synthesizing piecewise linear bounds w.r.t the latticed $k$-induction conditions. Our algorithm tackles both upper and lower bounds by a reduction to bilinear programming, and therefore can leverage efficient bilinear programming solvers such as Gurobi [35]. A key contribution here is that we connect the derived constraints and the unfolding of probabilistic loop, thus reducing the cumbersome calculation containing pointwise minimize/maximize and addition to the concise calculation of the pre-expectation of loop-free programs.
- Third, we implement a prototype of our approach. Experimental results over an extensive set of benchmarks indicate that our approach is capable of generating tight piecewise linear bounds compared with the state of the art.

Limitations. A major limitation is that our approach could only handle affine probabilistic loops with finite discrete probabilistic choices, and linear return functions. Another limitation is that our approach has the combinatorial explosion when the iteration number $k$ in the $k$-induction increases, which is an inherent problem in latticed $k$-induction [12, 45]. However, for small $k$, our approach works efficiently.

## 2 PRELIMINARIES

We first review some necessary concepts from probability theory, then present the syntax of the probabilistic loops we consider, and finally define the problem we aim to solve in this work.

$$
\begin{aligned}
& C::=\operatorname{skip}|x:=e| x: \approx \mu|C ; C|\{C\}[p]\{C\} \mid \text { if }(\varphi)\{C\} \text { else }\{C\} \\
& \varphi::=e<e|\neg \varphi| \varphi \wedge \varphi \quad e::=c|x| c \cdot e|e+e| e-e
\end{aligned}
$$

Fig. 1. Syntax of probabilistic while loop in the form (1)

### 2.1 Probability Theory and Martingales

Consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\Omega$ is the sample space, $\mathcal{F}$ is a $\sigma$-algebra on $\Omega$ and $\mathbb{P}: \mathcal{F} \rightarrow[0,1]$ is a probability measure on the measurable space $(\Omega, \mathcal{F})$. A random variable is an $\mathcal{F}$-measurable function $X: \Omega \rightarrow \mathbb{R} \cup\{+\infty,-\infty\}$, i.e., a function satisfying that for all $d \in \mathbb{R} \cup\{+\infty,-\infty\},\{\omega \in \Omega: X(\omega) \leq d\} \in \mathcal{F}$. The expectation of a random variable $X$, denoted by $\mathbb{E}(X)$, is the Lebesgue integral of $X$ w.r.t. $\mathbb{P}$, i.e., $\mathbb{E}(X)=\int X d \mathbb{P}$. A filtration of the probability space $(\Omega, \mathscr{F}, \mathbb{P})$ is an infinite sequence $\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ such that for every $n$, the triple $\left(\Omega, \mathscr{F}_{n}, \mathbb{P}\right)$ is a probability space and $\mathcal{F}_{n} \subseteq \mathscr{F}_{n+1} \subseteq \mathcal{F}$. A stopping time w.r.t. $\left\{\mathscr{F}_{n}\right\}_{n=0}^{\infty}$ is a random variable $\tau: \Omega \rightarrow \mathbb{N} \cup\{0, \infty\}$ such that for every $n \geq 0$, the event $\{\tau \leq n\} \in \mathcal{F}_{n}$, i.e., $\{\omega \in \Omega: \tau(\omega) \leq n\} \in \mathcal{F}_{n}$. Intuitively, $\tau$ is interpreted as the time at which the stochastic process shows a desired behavior. A discrete-time stochastic process is a sequence $\Gamma=\left\{X_{n}\right\}_{n=0}^{\infty}$ of random variables in $(\Omega, \mathcal{F}, \mathbb{P})$. The process $\Gamma$ is adapted to a filtration $\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$, if for all $n \geq 0, X_{n}$ is a random variable in $\left(\Omega, \mathcal{F}_{n}, \mathbb{P}\right)$. A discrete-time stochastic process $\Gamma=\left\{X_{n}\right\}_{n=0}^{\infty}$ adapted to a filtration $\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ is a martingale (resp. supermartingale, submartingale) if for all $n \geq 0, \mathbb{E}\left(\left|X_{n}\right|\right)<\infty$ and it holds almost surely that $\mathbb{E}\left(X_{n+1} \mid \mathscr{F}_{n}\right)=X_{n}$ (resp. $\left.\mathbb{E}\left(X_{n+1} \mid \mathscr{F}_{n}\right) \leq X_{n}, \mathbb{E}\left(X_{n+1} \mid \mathscr{F}_{n}\right) \geq X_{n}\right)$. See Williams [67] for more details about martingale theory. Applying martingales for probabilistic programs analysis is well-studied [17, 18, 21].

### 2.2 Affine Probabilistic Loops

In this work, we consider affine probabilistic while loops with the form

$$
\begin{equation*}
\text { while }(\varphi)\{C\} \tag{1}
\end{equation*}
$$

where $\varphi$ is the loop guard and $C$ is the loop body without loops. Furthermore, the loop guard $\varphi$ and loop body $C$ are generated by the grammar in Figure 1,
where $x$ is a program variable taken from a countable set Vars of variables, $c \in \mathbb{R}$ is a real constant, $e$ is an affine arithmetic expression that involves addition and scalar multiplication, $\varphi$ is a formula over program variables that is a Boolean combination of arithmetic inequalities, and $\mu$ is a predefined probability distribution. In this work, we consider $\mu$ to be a finite discrete probability distribution (i.e., distributions with a finite support) such as Bernoulli distribution and discrete uniform distribution. The semantics of most statements, including skip, assignment, sequential composition, conditional, and the while statement, follow their standard meaning in imperative programs. The semantics of a statement $\left\{C_{1}\right\}[p]\left\{C_{2}\right\}$ is a probabilistic choice that flips a coin with bias $p \in[0,1]$ and executes the statement $C_{1}$ if the coin yields head, and $C_{2}$ otherwise. The semantics of a statement $x: \approx \mu$ samples a value according to the predefined distribution $\mu$ and assigns the value to the variable $x$.

To formally specify the semantics of a probabilistic while loop, we define the notion of program states as follows. A program state is a function that maps every program variable to a real number. We denote by $S$ the set of program states, i.e., $S \triangleq\{s \mid s:$ Vars $\rightarrow \mathbb{R}\}$. Especially, the initial state for the probabilistic while loop is denoted by $s^{*}$. The evaluation of an arithmetic expression $e$ and a logical formula $\varphi$ under a program state $s$, denoted by $e(s)$ and $\varphi(s)$ respectively, is defined in the standard way.

The semantics of a probabilistic while loop of the form (1) can be interpreted by a discrete-time Markov chain, where the state space is the set of all program states $S$, and the transition probability
function $\mathbf{P}$ is given by the loop body $C$ and determines the probabilities $\mathbf{P}\left(s, s^{\prime}\right)$ for $s, s^{\prime} \in S$ such that each probability value $\mathbf{P}\left(s, s^{\prime}\right)$ specifies the probability that given the current program state $s$, the next program state is $s^{\prime}$ after one loop iteration. Note that if the loop guard $\varphi(s)$ evaluates to false, then we treat the program state $s$ as a deadlock state so that $\mathbf{P}(s, s)=1$ and $\mathbf{P}\left(s, s^{\prime}\right)=0$ for $s \neq s^{\prime}$ (i.e., when the loop terminates at a program state $s$, we consider that the loop keeps iterating at this state).

Given the Markov chain of a probabilistic while loop as described above, a path is an infinite sequence $\pi=s_{0}, s_{1}, \ldots, s_{n}, \ldots$ of program states such that $\mathbf{P}\left(s_{n}, s_{n+1}\right)>0$ for all $n \geq 0$. Intuitively, each $s_{n}$ corresponds to the state right before the $(n+1)$-th loop iteration. A program state $s$ is reachable from an initial program state $s^{*}$ if there exists a path $\pi=s_{0}, s_{1}, \ldots$ such that $s_{0}=s^{*}$ and $s_{n}=s$ for some $n \geq 0$, and define $\operatorname{Reach}\left(s^{*}\right)$ as the set of reachable states starting from the initial state $s^{*}$. By the standard cylinder construction (see e.g. Baier and Katoen [4, Chapter 10]), the Markov chain with a designated initial program state $s^{*}$ for the probabilistic loop induces a probability space over paths and reachable states, for which we have a countable state space since we consider probabilistic distributions with finite support. We denote the probability measure in this probability space by $\mathbb{P}_{s^{*}}$ and its related expectation operator by $\mathbb{E}_{s^{*}}$.

Given a probabilistic while loop $P$ of the form (1), a return function $f$ is a function $f: S \rightarrow \mathbb{R}$ that is used to specify the output of the loop $P$ in the sense that when the loop $P$ terminates at a program state $s$, then the return value of the loop is given as $f(s)$. We denote by $X_{f}$ the random variable for the return value of the loop given by a return function $f$. In this work, we study the following problem:

Piecewise Linear Bound Synthesis. Given a probabilistic loop $P$ of the form (1) and a linear return function $f$, synthesize piecewise linear upper and lower bounds on the expected value of $X_{f}$ after the execution of $P$.

## 3 LATTICED $k$-INDUCTION OPERATORS

In this section, we review the latticed $k$-induction operators given in Batz et al. [12], Lu and Xu [45], and propose a new operator dual to the one in Batz et al. [12]. As a theoretical contribution, we show that the operators in Batz et al. [12], Lu and Xu [45] are equivalent, so that we can focus on the one in Batz et al. [12] and our dual operator in the development of our approach. Due to the space constraints, all the proofs in this section are relegated to Appendix A.

To present the latticed $k$-induction operators, we first have a brief review of lattice theory. Informally, a lattice is a partially ordered set ( $E, \sqsubseteq$ ) (where $E$ is a set and $\sqsubseteq$ is a partial order on $E$ ) equipped with two operations, namely the meet operation $\Pi$ and the join operation $\sqcup$. Given two elements $u, v \in E$, the meet $u \sqcap v$ is defined as the infimum of $\{u, v\}$ and dually the join $u \sqcup v$ is defined as the supremum of $\{u, v\}$. A partially ordered set $(E, \sqsubseteq)$ is a lattice if for any $u, v \in E$, we have that both $u \sqcap v$ and $u \sqcup v$ exist. Given a lattice ( $E$, $\sqsubseteq$ ), we say that an operator $\Phi: E \rightarrow E$ is monotone if for all $u, v \in E, u \sqsubseteq v$ implies $\Phi(u) \sqsubseteq \Phi(v)$. Throughout this section, we fix a lattice $(E, \sqsubseteq)$ and a monotone operator $\Phi: E \rightarrow E$ for ( $E, \sqsubseteq$ ).

## $3.1 k$-Induction Operators in Batz et al. [12], Lu and Xu [45]

We first present the $k$-induction operator in Batz et al. [12], which we call the upper $k$-induction operator. Informally, the upper $k$-induction operator simply has a meet operation between the application $\Phi(v)$ of $\Phi$ to an element $v \in E$ with a designated element $u \in E$.

Definition 3.1 (The $k$-Induction Operator in Batz et al. [12]). Given any element $u \in E$, the upper $k$-induction operator $\Psi_{u}$ w.r.t. $u$ and the aforementioned monotone operator $\Phi$ is defined by: $\Psi_{u}: E \rightarrow E, v \mapsto \Phi(v) \sqcap u$.

The intuition is that the operator $\Psi_{u}$ pulls $\Phi(v)$ down via the meet with $u$. In Batz et al. [12], a fundamental result shows that this upper $k$-induction operator gives an extended form of Park induction [52].

Theorem 3.2 (Park Induction from $k$-Induction [12]). For any $u \in E$ and $k \in \mathbb{N}$, we have that $\Phi\left(\Psi_{u}^{k}(u)\right) \sqsubseteq u \Longleftrightarrow \Phi\left(\Psi_{u}^{k}(u)\right) \sqsubseteq \Psi_{u}^{k}(u)$.

The upper $k$-induction operator $\Phi_{u}$ in Definition 3.1 directly has the meet with a designated element $u \in E$. A natural tightening of this operator would be to consider the meet with the input element $v$ itself. This variant is investigated in the work [45]. Formally,

Definition 3.3 (The $k$-Induction Operator in Lu and $X u$ [45]). The upper $k$-induction operator $\Psi$ is defined by: $\Psi: E \rightarrow E, v \mapsto \Phi(v) \sqcap v$.

Then we prove the following property of the operator $\Psi$ :
Proposition 3.4. For any $u \in E, \Phi\left(\Psi^{k}(u)\right) \sqsubseteq u \Longleftrightarrow \Phi\left(\Psi^{k}(u)\right) \sqsubseteq \Psi^{k}(u)$.
Furthermore, by the properties of $k$-induction operators $\Psi_{u}$ and $\Psi$, we can prove the following equivalence theorem which states that the iterated applications of the upper $k$-induction operators $\Psi_{u}$ and $\Psi$ on $u$ produce the same sequence of elements.

Theorem 3.5 (Equivalence between $\Psi_{u}$ and $\Psi$ ). For any element $u \in E$, the sequence $\left\{\Psi_{u}^{k}(u)\right\}_{k \geq 0}$ of elements in $E$ coincides with the sequence $\left\{\Psi^{k}(u)\right\}_{k \geq 0}$. Formally, for any natural number $k \geq 0$, we have that $\Psi_{u}^{k}(u)=\Psi^{k}(u)$.

From Theorem 3.2, Proposition 3.4 and Theorem 3.5, we have that

$$
\Phi\left(\Psi_{u}^{k}(u)\right) \sqsubseteq u \Leftrightarrow \Phi\left(\Psi_{u}^{k}(u)\right) \sqsubseteq \Psi_{u}^{k}(u) \Leftrightarrow \Phi\left(\Psi^{k}(u)\right) \sqsubseteq \Psi^{k}(u) \Leftrightarrow \Phi\left(\Psi^{k}(u)\right) \sqsubseteq u .
$$

### 3.2 Dual $k$-Induction Operators

Below we propose a dual version for the $k$-induction operator in Batz et al. [12]. The intuition is simply to replace the meet operation in Definition 3.1 with join.

Definition 3.6 (Dual $k$-Induction Operator). Let $u \in E$. The dual $k$-induction operator $\Psi_{u}^{\prime}$ w.r.t. $u$ and the aforementioned monotone operator $\Phi$ is defined by: $\Psi_{u}^{\prime}: E \rightarrow E, v \mapsto \Phi(v) \sqcup u$.

We call the operator $\Psi_{u}^{\prime}$ as the lower $k$-induction operator. Similar to the case of the upper $k$ induction operator, one can define a variant that performs the join operation between the function application $\Phi(v)$ with the input element $v$ itself. This variant was examined in Lu and Xu [45], and is restated as follows.

Definition 3.7 (Dual $k$-Induction Operator in Lu and Xu [45]). The lower $k$-induction operator $\Psi^{\prime}$ is given by: $\Psi^{\prime}: E \rightarrow E, v \mapsto \Phi(v) \sqcup v$.

We prove that both of these two lower $k$-induction operators have the following properties and their equivalence.

Proposition 3.8. For any element $u \in E$, the lower $k$-induction operators $\Psi_{u}^{\prime}$ and $\Psi^{\prime}$ have the following properties:

$$
\begin{aligned}
\Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq u & \Longleftrightarrow \Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi_{u}^{\prime}\right)^{k}(u) \\
\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq u & \Longleftrightarrow \Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi^{\prime}\right)^{k}(u)
\end{aligned}
$$

Theorem 3.9 (Equivalence between $\Psi_{u}^{\prime}$ and $\Psi^{\prime}$ ). For any element $u \in E$, we have that the sequence $\left\{\left(\Psi_{u}^{\prime}\right)^{k}(u)\right\}_{k \geq 0}$ of elements in $E$ coincides with the sequence $\left\{\left(\Psi^{\prime}\right)^{k}(u)\right\}_{k \geq 0}$. Formally, for any natural number $k \geq 0$, we have that $\left(\Psi_{u}^{\prime}\right)^{k}(u)=\left(\Psi^{\prime}\right)^{k}(u)$.

Similarly, from Proposition 3.8 and Theorem 3.9, we have that

$$
\Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq u \Leftrightarrow \Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi_{u}^{\prime}\right)^{k}(u) \Leftrightarrow \Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi^{\prime}\right)^{k}(u) \Leftrightarrow \Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq u
$$

## 4 PIECEWISE BOUNDS VIA LATTICED $k$-INDUCTION

In this section, we show how one can apply $k$-induction operators in Section 3 to synthesize piecewise expectation bounds for probabilistic loops and their soundness. We first introduce expectation functions over which we construct concrete $k$-induction operators, then define upper and lower potential functions, and show their soundness to derive expectation bounds from the properties of $k$-induction operators and an extended Optional Stopping Theorem [64]. Throughout this section, we fix a probabilistic while loop $P=\boldsymbol{w h i l e}(\varphi)\{C\}$ in the form of (1) and a return function $f$.

### 4.1 Expectation Functions

Definition 4.1 (Expectation Functions). An expectation function is a function $h: S \rightarrow \mathbb{R}$ that assigns to each reachable program state a real value. The partial order $\leq$ over expectation functions is defined in the pointwise fashion, i.e., $h_{1} \leq h_{2} \Longleftrightarrow \forall s \in S, h_{1}(s) \leq h_{2}(s)$. We denote the set of expectation functions by $\mathcal{E}$ and the lattice by $(\mathcal{E}, \leq)$, for which the meet operation $\Pi$ in the lattice is given by $h_{1} \sqcap h_{2}:=\min \left\{h_{1}, h_{2}\right\}$, where $\min$ is the pointwise minimum on functions, i.e., $\forall s \in$ $S, \min \left\{h_{1}, h_{2}\right\}(s)=\min \left\{h_{1}(s), h_{2}(s)\right\}$, and the join operation $\sqcup$ is given by $h_{1} \sqcup h_{2}:=\max \left\{h_{1}, h_{2}\right\}$, where max is the pointwise maximum.

Informally, an expectation function $h$ is that for each reachable program state $s \in S$, the value $h(s)$ is the expected value of return function $f$ after the execution of the while loop $P$ when the loop starts with the program state $s$. Note that although infinite expected values (i.e., $\infty,-\infty$ ) theoretically exist, in this work we consider only finite expected values.
It is straightforward to observe that the partially ordered set $(\mathcal{E}, \leq)$ with the meet and join operations defined above is a lattice, but our approach does not rely on the key properties (e.g., fixed point, Park induction, etc.) of lattices. We present expectation functions in terms of lattice only to relate them with the $k$-induction operators presented in Section 3.

To instantiate the $k$-induction operators for expectation functions, we further construct the monotone operator for the lattice ( $\mathcal{E}, \leq$ ). To this end, we first define the notion of pre-expectation as follows, wherein $[\varphi]$ denotes the Iverson-bracket of $\varphi$, i.e., $[\varphi](s)$ evaluates to 1 if $s \vDash \varphi$ and to 0 otherwise. Notice that the random assignment command $x: \approx \mu$ (where $\mu$ is a discrete distribution) can be written in an iterative style of $\left\{C_{1}\right\}[p]\left\{C_{2}\right\}$.

Definition 4.2 (Pre-expectation [17, 63]). Given an expectation function $h: S \rightarrow \mathbb{R}$. We define its pre-expectation across a loop-free program $C$, $\operatorname{pre}_{C}(h): S \rightarrow \mathbb{R}$, recursively on the structure of $C$ :

- $\operatorname{pre}_{C}(h):=h$, if $C \equiv$ skip.
- $\operatorname{pre}_{C}(h):=h[x / e]$, if $C \equiv x:=e$. Here the substitution $h[x / e]$ is given by $h[x / e](s)=$ $h(s[x / e])$ for any $s \in S$, where $s[x / e](x)=e(s)$ and $s[x / e](y)=s(y)$ for all $y \in \operatorname{Vars} \backslash\{x\}$.
- $\operatorname{pre}_{C}(h):=\operatorname{pre}_{C_{1}}\left(\operatorname{pre}_{C_{2}}(h)\right)$, if $C \equiv C_{1} ; C_{2}$.
- $\operatorname{pre}_{C}(h):=p \cdot \operatorname{pre}_{C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{2}}(h)$, if $C \equiv\left\{C_{1}\right\}[p]\left\{C_{2}\right\}$.
- $\operatorname{pre}_{C}(h):=[\phi] \cdot \operatorname{pre}_{C_{1}}(h)+[\neg \phi] \cdot \operatorname{pre}_{C_{2}}(h)$, if $C \equiv$ if $(\phi)\left\{C_{1}\right\}$ else $\left\{C_{2}\right\}$.

The intuition of pre-expectation is that given an expectation function $h$, the pre-expectation $\operatorname{pre}_{C}$ computes the expected value $\operatorname{pre}_{C}(h)$ of $h$ after the execution of the command $C$. With preexpectation, we then define the monotone operator to be the characteristic function $\overline{\Phi_{f}}$ of the probabilistic loop $P$ with respect to the return function $f$ as follows.

Definition 4.3 (Characteristic Function [17, 37]). The characteristic function $\bar{\Phi}_{f}: \mathcal{E} \rightarrow \mathcal{E}$ is defined by $\bar{\Phi}_{f}(h):=[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}(h)$. The monotone operator for the lattice $(\mathcal{E}, \leq)$ is defined as the characteristic function $\bar{\Phi}_{f}$.

Informally, the characteristic function $\bar{\Phi}_{f}$ outputs $f$ if the loop guard $\varphi$ is violated and the loop terminates in the next step, and the pre-expectation of $h$ w.r.t. the loop body $C$ otherwise. It is straightforward to verify the monotonicity of $\Phi_{f}$. In the following, We omit the subscript $f$ in $\bar{\Phi}_{f}$ if it is clear from the context.

Given the monotone operator, we establish the concrete $k$-induction operators as follows. Recall that by Theorem 3.5 and Theorem 3.9, we only need to consider the $k$-induction operators in Definition 3.1 and Definition 3.6.

Definition 4.4 ( $k$-Induction Operators for $(\mathcal{E}, \leq)$ ). The upper $k$-induction operator $\bar{\Psi}_{h}$ is defined by $\bar{\Psi}_{h}: \mathcal{E} \rightarrow \mathcal{E}, g \mapsto \min \{\bar{\Phi}(g), h\}$, and the lower $k$-induction operator $\bar{\Psi}_{h}^{\prime}$ is given by $\bar{\Psi}_{h}^{\prime}: \mathcal{E} \rightarrow$ $\mathcal{E}, g \mapsto \max \{\bar{\Phi}(g), h\}$.

### 4.2 Potential Functions

We define potential functions as expectation functions that fulfill $k$-induction conditions. For deriving upper bounds of probabilistic loops, we introduce upper potential functions. For lower bounds, we have lower potential functions.

Definition 4.5 (Potential Functions). Let $k$ be a positive integer. A $k$-upper potential function is an expectation function $h$ that satisfies the upper $k$-induction condition $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h$, and a $k$-lower potential function is an expectation function $h$ that satisfies the lower $k$-induction condition $\bar{\Phi}_{f}\left(\left(\bar{\Psi}_{h}^{\prime}\right)^{k-1}(h)\right) \geq h$.

Below we explore the soundness of potential functions. Since the classical Optional Stopping Theorem [27, 67] (see Appendix B.1) requires bounded changes of the step-wise difference $\left|X_{n+1}-X_{n}\right|$ in a stochastic process $\left\{X_{n}\right\}_{n \geq 0}$, which cannot handle our problem due to the assignment command in the loop body. To address this difficulty, We have sought several extended versions of OST, as proposed in Wang et al. [61, 63, 64], etc. Among which we find the OST varaint proposed in Wang et al. [64] can handle our problem. We have copied its proof in Appendix B.2.

Theorem 4.6 (Extended OST [64]). Let $\left\{X_{n}\right\}_{n=0}^{\infty}$ be a supermartingale adapted to a filtration $\mathcal{F}=\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ and $\tau$ be a stopping time w.r.t the filtration $\mathcal{F}$. Suppose there exist positive real numbers $b_{1}, b_{2}, c_{1}, c_{2}, c_{3}$ such that $c_{2}>c_{3}$ and
(a) Concentration property. For all sufficiently large natural numbers $n$, it holds that $\mathbb{P}(\tau>n) \leq$ $c_{1} \cdot e^{-c_{2} \cdot n}$.
(b) Exponential bound. For every natural number $n \geq 0$, it holds almost-surely that $\left|X_{n+1}-X_{n}\right| \leq$ $b_{1} \cdot n^{b_{2}} \cdot e^{c_{3} \cdot n}$.
Then we have that $\mathbb{E}\left(\left|X_{\tau}\right|\right)<\infty$ and $\mathbb{E}\left(X_{\tau}\right) \leq \mathbb{E}\left(X_{0}\right)$.
To handle the prerequisite (a) in Theorem 4.6, we consider to fulfill the concentration property by synthesizing difference bounded ranking supermartingales to witness the exponentially-decreasing concentration property (see Chatterjee et al. [18, 19] for details). For the prerequisite (b), we choose a maximum amplifier $c>0$ such that the absolute value of every program variable $x$ is amplified
by at most $c$ during one loop iteration. The value $c$ can always be taken since the Vars of program variables and the commands in one loop iteration is finite. We guarantee an exponential bound for the stepwise difference by restricting the amplifier $c$ in the loop body with a constant, i.e., $c \leq e^{c_{3}}$, for some postitive value $c_{3}$. The amplifier $c$ can be obtained by simple syntactic check for the loop.

Putting the above properties together, we have our main theorem below. We follow the definitions and notations in Section 2. Recall that we denote $s^{*}$ as an initial program state, $X_{f}$ as the random variable for the return value of the loop given a return function $f$. Furthermore, we denote $\tau$ as the random variable of the termination time of the loop, i.e., the number of loop iterations. The theorem states that upper and lower bounds for the expected value of a return function can be derived from upper and lower potential functions.

Theorem 4.7 (Soundness of Potential Functions). Let $k$ be a positive integer. Suppose that there exist real numbers $c_{1}>0$ and $c_{2}>c_{3}>0$ such that (i) The maximum amplifier c satisfies $c \leq e^{c_{3}}$ and (ii) the termination time random variable $\tau$ of $P$ has the concentration property, i.e., $\mathbb{P}(\tau>n) \leq c_{1} \cdot e^{-c_{2} \cdot n}$. Then the following hold:

- For any $k$-upper potential function $h, \mathbb{E}_{s^{*}}\left(X_{f}\right) \leq \bar{\Psi}_{h}^{k-1}(h)\left(s^{*}\right) \leq h\left(s^{*}\right)$.
- For any $k$-lower potential function $h, \mathbb{E}_{s^{*}}\left(X_{f}\right) \geq\left(\bar{\Psi}_{h}^{\prime}\right)^{k-1}(h)\left(s^{*}\right) \geq h\left(s^{*}\right)$.

Proof. We first proof the soundness of upper potential functions. Let $s_{n}$ be the random vector (random variable) of the program state at the $n$-th iteration of the probabilistic while loop $P$, where $s_{0}=s^{*}$ and let $H=\bar{\Psi}_{h}^{k-1}(h)$. By Definition 4.5 and Theorem 3.2, we obtain that $\forall s \in \operatorname{Reach}\left(s^{*}\right)$, $\bar{\Phi}(H)(s) \leq H(s)$. We define the stochastic process $\left\{X_{n}\right\}_{n=0}^{\infty}$ by

$$
X_{n}:=\left[s_{n} \vDash \varphi\right] \cdot H\left(s_{n}\right)+\left[s_{n} \not \vDash \varphi\right] \cdot f\left(s_{n}\right) .
$$

We first prove that the stochastic process $\left\{X_{n}\right\}$ is a supermartingale. We discuss this in the following two scenarios:

- if $s_{n} \not \models \varphi$, by the semantics of probabilistic while loop (see Section 2.2), $s_{n+1}=s_{n}$, and thus $X_{n+1}=X_{n}$, which satisfies the conditions of supermartingale;
- if $s_{n} \vDash \varphi$, we have

$$
\begin{aligned}
\mathbb{E}_{s^{*}}\left[X_{n+1} \mid \mathscr{F}_{n}\right] & =\mathbb{E}_{s^{*}}\left[\left[s_{n+1} \vDash \varphi\right] \cdot H\left(s_{n+1}\right)+\left[s_{n+1} \not \vDash \varphi\right] \cdot f\left(s_{n+1}\right)\right] \\
& =\left[s_{n+1} \mid=\varphi\right] \cdot \mathbb{E}_{s^{*}}\left[H\left(s_{n+1}\right)\right]+\left[s_{n+1} \not \vDash \varphi\right] \cdot \mathbb{E}_{s^{*}}\left[f\left(s_{n+1}\right)\right] \\
& \quad \text { (by definition of mathematic expectation) } \\
& =\left[s_{n+1} \neq \varphi\right] \cdot \operatorname{pre}_{C}(H)\left(s_{n}\right)+\left[s_{n+1} \not \vDash \varphi\right] \cdot \mathbb{E}_{s^{*}}\left[f\left(s_{n+1}\right)\right] \\
& \quad \text { (by definition of pre-expectation) } \\
& =\bar{\Phi}(H)\left(s_{n}\right) \quad \text { (by property of } H \text { ) } \\
& \leq H\left(s_{n}\right) \quad \\
& =X_{n} \quad
\end{aligned}
$$

Combining the condition (i), (ii) and $H$ is piecewise linear, we can derive that $\mathbb{E}_{s^{*}}\left[X_{n}\right]<\infty$ holds. Thus $\left\{X_{n}\right\}$ is a supermartingale.
The condition (a) in Theorem 4.6 depends on the assumption that (ii) $P$ has the concentration property.

Then we prove the condition (b) in Theorem 4.6. We discuss this in the following three scenarios:

- if $s_{n} \not \vDash \varphi$, by the semantics of probabilistic while loop (see Section 2.2), we have $s_{n+1}=s_{n}$, and thus $\left|X_{n+1}-X_{n}\right|=0$;
- if $s_{n} \vDash \varphi$ and if $s_{n+1} \vDash \varphi$, since the condition (ii), we have that each program variable $x_{i}\left(i \in \mathbb{Z}_{+}\right)$and the constant term $x_{0}$ at state $s_{n}(\forall n)$ can be bounded by $K_{i} \cdot c_{i}^{n}$ for some $K_{i}, c_{i}(i \in \mathbb{N})$. In addition that $H$ is piecewise linear, we have that $H\left(s_{n}\right) \leq M_{n} \cdot c^{n}$ for $M_{n}>0$.

$$
\begin{aligned}
\left|X_{n+1}-X_{n}\right| & =\left|H\left(s_{n+1}\right)-H\left(s_{n}\right)\right| \\
& \leq\left|H\left(s_{n+1}\right)\right|+\left|H\left(s_{n}\right)\right| \\
& \leq M_{n} \cdot|c|^{n}+M_{n+1} \cdot|c|^{n+1} \\
& \leq\left(M_{n}+|c| \cdot M_{n+1}\right) \cdot|c|^{n} \\
& \leq b_{1} \cdot e^{c_{3} n}
\end{aligned}
$$

- if $s_{n} \vDash \varphi$ and if $s_{n+1} \not \models \varphi$, this case is similar with the case of $s_{n} \vDash \varphi \& s_{n+1} \vDash \varphi$. We have that

$$
\begin{aligned}
\left|X_{n+1}-X_{n}\right| & =\left|f\left(s_{n+1}\right)-H\left(s_{n}\right)\right| \\
& \leq\left|f\left(s_{n+1}\right)\right|+\left|H\left(s_{n}\right)\right| \\
& \leq M_{n} \cdot|c|^{n}+M_{n+1} \\
& =M_{n} \cdot|c|^{n}+M_{n+1} \cdot e^{0 \cdot n} \\
& \leq b_{1} \cdot e^{c_{3} n}
\end{aligned}
$$

By applying Theorem 4.6, we have that $\mathbb{E}_{s^{*}}\left(X_{\tau}\right) \leq \mathbb{E}_{s^{*}}\left(X_{0}\right)$. Since $\tau$ is the stopping time, there will be $s_{\tau} \not \vDash \varphi$, thus $X_{\tau}=f\left(s_{\tau}\right)=X_{f}$. We have $\mathbb{E}_{s^{*}}\left(X_{f}\right) \leq \mathbb{E}_{s^{*}}\left(X_{0}\right)=H\left(s^{*}\right)$. The second inequality can be derived directly from the property that $\bar{\Psi}_{h}^{k-1}(h) \leq h$ holds (see Appendix A. 1 and Batz et al. [12]).

The the case of lower potential functions is completely dual to the case of upper potential functions since we can consider the stochastic process $\left\{-X_{n}\right\}$, that is, define the stochastic process by

$$
Y_{n}:=\left[s_{n} \neq \varphi\right] \cdot\left(-H\left(s_{n}\right)\right)+\left[s_{n} \not \vDash \varphi\right] \cdot\left(-f\left(s_{n}\right)\right) .
$$

The remaining proof is essentially the same.

## 5 SYNTHESIZING BOUNDS

In this section, we propose synthesis algorithms following the theoretical results in Section 4. Given a probabilistic while loop $P$ in the form of (1), a linear return function $f$ and a positive integer $k$ (as the parameter in $k$-induction), our algorithms synthesize piecewise linear upper/lower bounds for the expected value of the return function $f$ with the $k$-induction conditions. We only present the synthesis of upper bounds, and the case of lower bound is completely dual, as we just need to replace minimum with maximum and $\leq$ with $\geq$.

### 5.1 A Nutshell of Our Algorithm

Our algorithm consists of the following steps:

- Set up a linear template $h$ with unknown coefficients over program variables. The template $h$ acts as the expectation function that is used to derive the piecewise linear bound $\bar{\Psi}_{h}^{k-1}(h)$ as in Definition 4.5 and Theorem 4.7.
- Apply the $k$-induction conditions to obtain the constraints on the unknown coefficients in the template $h$. For example, applying the upper $k$-induction condition from Definition 4.5 yields the constraint $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h$.
- Transform the constraints from the previous step into a succinct canonical form.
- Solve the constraints in the canonical form from the previous step. This include applying Motzkin's Transposition Theorem to reduce the constraints to bilinear programming and the call of the Gurobi bilinear programming solver.
After solving the canonical constraints, we obtain an instantiation of the unknown coefficients in the template $h$, and therefore an instantiated expectation function $h^{*}$. Thus, we obtain a piecewise linear upper bound $h_{u p}^{*}=\bar{\Psi}_{h^{*}}^{k-1}\left(h^{*}\right)$.


### 5.2 Zooming of Our Algorithm

Below we explain the details of our algorithm with the running example in Example 1.1. Consider as input a probabilistic loop $P$ in the form of (1) with an initial program state $s^{*}$, a linear return function $f$ and a positive integer $k$. We assume an affine invariant $I$ at the entry point of the loop, which is a conjunctive linear arithmetic formula over program variables that over-approximates the reachable program states $\operatorname{Reach}\left(s^{*}\right)$, i.e., for $s \in \operatorname{Reach}\left(s^{*}\right), I(s)$ evaluates to true (or $s \vDash I$ ). We restrict our attention to program states satisfying the invariant $I$ by replacing the definition for $\leq$ (which is $h_{1} \leq h_{2} \Longleftrightarrow \forall s \in S, h_{1}(s) \leq h_{2}(s)$ ) to $h_{1} \leq h_{2} \Longleftrightarrow \forall s \vDash I, h_{1}(s) \leq h_{2}(s)$, whose soundness follows from the over-approximation of reachable program states by the invariant $I$. Affine invariants can be obtained via external invariant generators (such as Sankaranarayanan et al. [55]).

Example 5.1. Consider the Growing Walk in Example 1.1 as input. We take the invariant $I=[-1 \leq x]$ and set $k=2$.

Our algorithm includes four steps as follows.
Step 1. Predefining a Linear Template $h$. Our algorithm establishes a linear template as $h=$ $\mathbf{c}^{\mathrm{T}} \cdot \mathbf{x}+d$ where $\mathbf{x}$ is the vector of program variables, $\mathbf{c}$ is the vector of unknown coefficients and $d$ is the unknown scalar term of the template.

Example 5.2. In the first step, we predefine a linear template $h=a \cdot x+b \cdot y+c$ for the probabilistic loop in Example 5.1, where $a, b, c$ are unknown coefficients.

Step 2. Deriving Constraints. The second step is to apply the $k$-induction conditions to the linear template $h$, and obtain the constraint $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h$. To transform the constraint into an simpler form, our algorithm further unrolls the $k$-induction conditions so that the minimum operations appear at the outermost of the left-hand-side of the inequality. In detail, from the definition of the operator $\bar{\Psi}_{h}$ (Definition 4.4), the unrolling is reduced to the recursive computation of pre-expectation and the pointwise minimum operation. Following the definition of pre-expectation, the unrolling can be done by the following reduction rules for functions $f_{1}, \ldots, f_{m}, g_{1}, \ldots, g_{n}$ :
(R1) $\min \left\{f_{1}, \ldots, f_{m}\right\}+\min \left\{g_{1}, \ldots, g_{n}\right\}=\min _{1 \leq i \leq m, 1 \leq j \leq n}\left\{f_{i}+g_{j}\right\}$;
(R2) $c \cdot \min \left\{f_{1}, \ldots, f_{m}\right\}=\min \left\{c \cdot f_{1}, \ldots, f_{m}\right\}$ for constant $c \geq 0$;
(R3) $[B] \cdot \min \left\{f_{1}, \ldots, f_{m}\right\}=\min \left\{[B] \cdot f_{1}, \ldots,[B] \cdot f_{m}\right\}$ for predicate $B$.
By iterative applications of the reduction rules, the constraint $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h$ can be transformed into a succinct form with only one minimum operation:

$$
\begin{equation*}
\min \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \leq h \tag{2}
\end{equation*}
$$

where $h$ is the linear template and each $h_{i}(i=1, \ldots, m)$ is a piecewise expression derived from the unrolling that does not contain the minimum operation.

Instead of directly applying the rules (R1) - (R3), our algorithm employs a more efficient approach to obtain the constraint in the form of (2). We start by unfolding the probabilistic loop from one
arbitrary initial state $s^{*}$ for at most $k$ times (the choice of this state is unimportant). We make a decision whether we continue to unfold the loop once more at each state we reach (except for the initial state), and this decision process continues until there are no unfolding to be executed or we have already unfolded the loop from the initial state $s^{*}$ for $k$ times. Each strategy, composed of the choices at each decision step, decides a distinct loop-free program $C_{d}$. Let $C_{1}, \ldots, C_{m}$ be all the loop-free programs generated by the above decision process.

We explore the relationship between the upper (resp. lower) $k$-induction constraint and the unfolding of the probabilistic loop. We describe it in Proposition 5.3 and implement our automated algorithm based on this proposition. Due to the space limit, the proof is relegated to Appendix C.1.
Proposition 5.3. The upper (resp. lower) $k$-induction condition $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h\left(r e s p . \bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{\prime}\right)^{k-1}(h)\right) \geq$ $h)$ is equivalent with $\min \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \leq h\left(\right.$ resp. $\left.\max \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \geq h\right)$, where each $h_{i}$ uniquely corresponds to one $C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}$ and is equal to pre $C_{d}(h)$.

We demonstrate our Proposition 5.3 through a pedagogical example and a dendrogram. We first show the upper 2-induction constraints considered in the example simplified by symbolic calculation, and then show the relations with the loop unrolling.

Example 5.4. : We consider a simple but general example $P_{a}$ :

$$
\begin{equation*}
\text { while }(\varphi(x))\left\{\left\{x:=a_{1} x+b_{1}\right\}[p]\left\{x:=a_{2} x+b_{2}\right\}\right\} \tag{3}
\end{equation*}
$$

where $a_{i}, b_{i}(i=1,2) \in \mathbb{R}, p \in[0,1]$ and $\varphi(x)$ is a linear inequality. We consider to calculate the upper bound for the expected value of $f$ after executing the probabilistic while loop.

We consider to derive the upper bound for the expected value of $f$ from upper 2-induction condition:

$$
\begin{equation*}
\bar{\Phi}_{f}\left(\Psi_{h}(h)\right) \leq h \tag{4}
\end{equation*}
$$

where $\Psi_{h}(h)=\min \left\{\bar{\Phi}_{f}(h(x)), h(x)\right\}$, from the Definition 4.4, and the characteristic function $\bar{\Phi}_{f}$ in this while loop $P_{a}$ is $[\neg \varphi(x)] \cdot f(x)+[\varphi(x)]\left(p \cdot h\left(a_{1} x+b_{1}\right)+(1-p) \cdot h\left(a_{2} x+b_{2}\right)\right)$.

By unfolding the constraint (4), the left side of the inequality is in the form of $\min \left\{h_{1}, h_{2}, h_{3}, h_{4}\right\}$. In the following, we show all the expressions $h_{i}$ and illustrate that each $h_{i}(i=1,2,3,4)$ represents for the pre-expectation of $h$ across the loop-free programs $C_{i} \in\left\{C_{1}, C_{2}, C_{3}, C_{4}\right\}$ generated by the above unfolding of the loop (3) within 2 iterations. For ease of understanding, we take $H_{1}=$ $\left[\neg \varphi\left(a_{1} x+b_{1}\right)\right] \cdot f\left(a_{1} x+b_{1}\right)+\left[\varphi\left(a_{1} x+b_{1}\right)\right] \cdot\left(p \cdot h\left(a_{1}\left(a_{1} x+b_{1}\right)+b_{1}\right)+(1-p) \cdot h\left(a_{2}\left(a_{1} x+b_{1}\right)+b_{2}\right)\right)$, which represents for the loop unrolling for once at the state of $a_{1} x+b_{1}$, and $H_{2}=\left[\neg \varphi\left(a_{2} x+b_{2}\right)\right]$. $f\left(a_{2} x+b_{2}\right)+\left[\varphi\left(a_{2} x+b_{2}\right)\right] \cdot\left(p \cdot h\left(a_{1}\left(a_{2} x+b_{2}\right)+b_{1}\right)+(1-p) \cdot h\left(a_{2}\left(a_{2} x+b_{2}\right)+b_{2}\right)\right)$, which represents for the loop unrolling for once at the state of $a_{2} x+b_{2}$. Note that if $\varphi(x)$ is not satisfied initially, the loop will terminate and output $f(x)$.

- $h_{1}=[\neg \varphi(x)] \cdot f(x)+[\varphi(x)]\left(p \cdot h\left(a_{1} x+b_{1}\right)+(1-p) \cdot h\left(a_{2} x+b_{2}\right)\right)$ : unfold the loop for once and will reach two states: $a_{1} x+b_{1}$ and $a_{2} x+b_{2}$ (if the loop guard $\varphi(x)$ is satisfied), and we do not continue the execution of the loop, i.e., we unfold the loop only for once and obtain a loop-free program $C_{1}$. Notice that $h_{1}$ is the pre-expectation of $h(x)$ w.r.t. the program $C_{1}$.
- $h_{2}=[\neg \varphi(x)] \cdot f(x)+[\varphi(x)] \cdot\left(p \cdot h\left(a_{1} x+b_{1}\right)+(1-p) \cdot H_{2}\right)$ : execute the loop once and will reach two states of $a_{1} x+b_{1}$ and $a_{2} x+b_{2}$ (if the loop guard $\varphi(x)$ is satisfied) respectively.
- At the state of $a_{1} x+b_{1}$ (with the probability $p$ ), we do not unfold the loop and obtain the value $h\left(a_{1} x+b_{1}\right)$;
- At the state of $a_{2} x+b_{2}$ (with the probability $1-p$ ), we continue the execution of the loop and we will attain two branches:
(1) if $\varphi\left(a_{2} x+b_{2}\right)$ is not satisfied, output the return function $f\left(a_{2} x+b_{2}\right)$;
(2) if $\varphi\left(a_{2} x+b_{2}\right)$ is satisfied, we will arrive at the state of $a_{1}\left(a_{2} x+b_{2}\right)+b_{1}$ with the probability of $p$ and arrive at the state of $a_{2}\left(a_{2} x+b_{2}\right)+b_{2}$ with the probability of $1-p$, i.e. unfold the loop for twice.
The unfolding process above generates a loop-free program $C_{2}$. $h_{2}$ is the pre-expectation of $h(x)$ w.r.t. the program $C_{2}$.
- $h_{3}=[\neg \varphi(x)] \cdot f(x)+[\varphi(x)] \cdot\left(p \cdot H_{1}+(1-p) \cdot h\left(a_{2} x+b_{2}\right)\right)$ : This case is similar with the former one, the only difference is that we choose to continue the execution of the loop at the state of $a_{1} x+b_{1}$ and do not unfold the loop at $a_{2} x+b_{2}$ :
- At the state of $a_{1} x+b_{1}$ (with the probability $p$ ), we continue the execution of the loop and we will attain two branches:
(1) if $\varphi\left(a_{1} x+b_{1}\right)$ is not satisfied, output the return function $f\left(a_{1} x+b_{1}\right)$;
(2) if $\varphi\left(a_{1} x+b_{1}\right)$ is satisfied, we will arrive at the state of $a_{1}\left(a_{1} x+b_{1}\right)+b_{1}$ with the probability of $p$ and arrive at the state of $a_{2}\left(a_{1} x+b_{1}\right)+b_{2}$ with the probability of $1-p$, i.e. unfold the loop for twice.
- At the state of $a_{2} x+b_{2}$ (with the probability $1-p$ ), we do not unfold the loop and obtain the value $h\left(a_{2} x+b_{2}\right)$.
The above process generates a loop-free program $C_{3}$ and $h_{3}$ is the pre-expectation of $h(x)$ w.r.t. the program $C_{3}$.
- $h_{4}=[\neg \varphi(x)] \cdot f(x)+[\varphi(x)] \cdot\left(p \cdot H_{1}+(1-p) \cdot H_{2}\right)$ : At both the states $a_{1} x+b_{1}$ and $a_{2} x+b_{2}$, we choose to execute the loop for one more time, corresponding to the complete denerogram in figure 2, i.e., we choose to unfold the loop twice at these two states. This generates a loop-free program $C_{4}$ and $h_{4}$ is the pre-expectation of $h(x)$ w.r.t. the program $C_{4}$.
Recap the constraint of upper 2-induction condition, we only can execute the loop for almost 2 times. Thus here are all the potential cases, which corresponds to each $h_{i}$ in the set $\left\{h_{1}, h_{2}, h_{3}, h_{4}\right\}$. A denerogram Fig. 2 is attached for this Example 5.4. Moreover, to illustrate the intuition more completely, we supplement the explanation about the upper $k$-induction condition when $k>2$. See a simplified dendrogram in the Figure 3 in Appendix C. 2 for all the potential cases derived from upper 3-induction condition.

Based on Proposition 5.3, an alternative approach to extract the constraint is by exploring all the unfolded programs within $k$ loop iterations. Notice that the predicates in $p r C_{C_{d}}(h)$ (for each $\left.C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}\right)$ are completely determined by the assignments and conditional branches in the loop and the loop guard, while the linear expressions are completely determined by the loop body and the loop iterations. Since these programs $\left\{C_{1}, \ldots, C_{m}\right\}$ are loop-free and structurally similar, we can calculate $\operatorname{pre}_{C_{d}}(h)$ (for each $\left.C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}\right)$ at the same time by traversing $k$-unfolding of program loop once, which reduces the runtime by avoiding excessive and repeatable computations.

Example 5.5. In the Growing Walk example, we apply 2-induction to synthesize a piecewise linear upper bound. Starting from arbitrary program state $s^{*}=(x, y)$, we unroll the loop once and arrives at two new program states $(x+1, x+y+1)$ and $(-1, y)$. At each new state, we perform the decision process above independently and obtain the following four functions from the template $h$ :

$$
\begin{align*}
h_{1} & =[x<0] \cdot y+[x \geq 0] \cdot(0.5 \cdot h(x+1, x+y+1)+0.5 \cdot h(-1, y)) \\
h_{2} & =[x<0] \cdot y+[x \geq 0] \cdot(0.25 \cdot h(-1, y+x)+0.25 \cdot h(x+2,2 x+y+3)+0.5 \cdot h(-1, y)) \\
h_{3} & =[x<0] \cdot y+[x \geq 0] \cdot(0.25 \cdot h(-1, y+x)+0.25 \cdot h(x+2,2 x+y+3)+0.5 \cdot y)  \tag{5}\\
h_{4} & =[x<0] \cdot y+[x \geq 0] \cdot(0.5 \cdot h(x+1, x+y+1)+0.5 \cdot y)
\end{align*}
$$

Thus, we have the constraint $\forall(x, y) \vDash I . \min \left\{h_{1}, h_{2}, h_{3}, h_{4}\right\} \leq h$.


Fig. 2. 2-induction condition for example 5.4

Step 3. Transforming to Canonical Form. In the third step, our algorithm transforms the constraint of the form (2) to a canonical form given by

$$
\begin{equation*}
\left[B_{1}\right] \Longrightarrow \min \left\{e_{11}, \ldots, e_{m 1}\right\} \leq h, \ldots,\left[B_{l}\right] \Longrightarrow \min \left\{e_{1 l}, \ldots, e_{m l}\right\} \leq h \tag{6}
\end{equation*}
$$

where $h$ is the linear template, each $B_{j}(j \in\{1, \ldots, l\})$ is a conjunction of predicates in the program variables that does not contain the unknown coefficients of the template, and each $e_{i j}$ is a monolithic linear expression with the unknown coefficients from the template. The transformation first rewrites the inequality (2) as

$$
\begin{equation*}
\min \left\{\sum_{k}\left[B_{1 k}\right] \cdot e_{1 k}, \ldots, \sum_{k}\left[B_{m k}\right] \cdot e_{m k}\right\} \leq h \tag{7}
\end{equation*}
$$

where for each $1 \leq i \leq m$, we have that $h_{i}=\sum_{k}\left[B_{i k}\right] \cdot e_{i k}$ for which each $B_{i k}$ is a predicate without the unknown coefficients and each $e_{i k}$ is a monolithic linear expression with the unknown coefficients. Then, for each conjunctive Boolean combination $B=\bigwedge_{i=1}^{m} B_{i k_{i}}$ where each $B_{i k_{i}}$ is a predicate from the summation $\sum_{k}\left[B_{i k}\right] \cdot e_{i k}$, we have a constraint $\Psi_{B}$ that $[B] \Longrightarrow \min _{i=1}^{m} e_{i k_{i}} \leq h$, and the transformed inequalities (6) include exactly all those $\Psi_{B}$ 's. In our algorithm, we remove infeasible $\Psi_{B}$ (i.e., $B$ is unsatisfiable) by a SMT solver such as Z 3 [24] whenever possible.

Example 5.6. Continue with Example 5.2 and Example 5.5. We transform the Eq. (5) into the canonical form. We simply divide the state space of the program into two parts: $[x<0]$ and $[x \geq 0]$, according to (5). By applying Step 3 with the removal of unsatisfiable predicates, we have the
following canonical form:

$$
\begin{gather*}
{[x<0] \Longrightarrow \min \{y\} \leq h}  \tag{8}\\
{[x \geq 0] \Longrightarrow \min \left\{\begin{array}{l}
0.5 \cdot h(x+1, x+y+1)+0.5 \cdot h(-1, y) \\
0.25 \cdot h(-1, y+x+1)+0.25 \cdot h(x+2,2 x+y+3)+0.5 \cdot h(-1, y) \\
0.25 \cdot h(-1, y+x+1)+0.25 \cdot h(x+2,2 x+y+3)+0.5 \cdot y \\
0.5 \cdot h(x+1, x+y+1)+0.5 \cdot y
\end{array}\right\} \leq h} \tag{9}
\end{gather*}
$$

Step 4. Solving Constraints. Below we explain how to solve the canonical constraints from Step 3. Note that the canonical form (6) contains minimum operation that renders it non-convex. We first show that the minimum operation can be eliminated by transforming each constraint in the form of (6) into an equivalent formulation via the unsatisfiability of a system of non-strict and strict linear inequalities. Then the derived constraints can be transformed to bilinear constraints by applying Motzkin's Transposition Theorem, which can be solved using off-the-shell bilinear programming solvers such as Gurobi. We consider a variant of Motzkin's Transposition Theorem [50] below, which can reduce computation in our problem.

Theorem 5.7 (Motzkin’s Transposition Theorem [50]). Let

$$
S=\left[\begin{array}{c}
\sum_{i=1}^{n} \alpha_{(1, i)} \cdot x_{i}+\beta_{1} \leq 0 \\
\vdots \\
\sum_{i=1}^{n} \alpha_{(m, i)} \cdot x_{i}+\beta_{m} \leq 0
\end{array}\right] \text { and } \quad T=\left[\begin{array}{c}
\sum_{i=1}^{n} \alpha_{(m+1, i)} \cdot x_{i}+\beta_{m+1}<0 \\
\vdots \\
\sum_{i=1}^{n} \alpha_{(m+k, i)} \cdot x_{i}+\beta_{m+k}<0
\end{array}\right]
$$

be systems of linear inequalities where $\alpha_{(1,1)}, \ldots, \alpha_{(m+k, n)}$ and $\beta_{1}, \ldots, \beta_{m+k}$ are coefficients taken reals. If $S$ is satisfiable, then $S \wedge T$ is unsatisfiable iff there exist non-negative reals $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$ and at least one coefficient $\lambda_{i}$ for $i \in\{m+1, \ldots, m+k\}$ is non-zero, such that:

$$
\begin{equation*}
0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, n)}, 0=\left(\sum_{i=1}^{m+k} \lambda_{i} \beta_{i}\right)-\lambda_{0} . \tag{10}
\end{equation*}
$$

Theorem 5.7 is first proposed in Chatterjee et al. [20, Theorem 4.5 and Remark 4.6] without proof. We give a complete proof in Appendix C.3. In what follows, we show how Theorem 5.7 can be applied to solve our canonical constraints (6).

- First, we conjunct the affine invariant $I$ to every inequality in the canonical form (6) while removing unsatisfiable predicates, and handle the inequality

$$
\begin{equation*}
\left[I \wedge B_{j}\right] \Longrightarrow \min \left\{e_{1 j}, e_{2 j}, \ldots, e_{m j}\right\} \leq h \tag{11}
\end{equation*}
$$

for each $j \in\{1,2, \ldots l\}$ in (6) separately by Theorem 5.7. In detail, let $S_{j}$ be the the inequality system $I \wedge B_{j}$, and let $T_{j}$ be the collection $\left\{e_{1 j}>h, e_{2 j}>h, \ldots, e_{m j}>h\right\}$ of strict linear inequalities from (6). Then we have that the inequality (11) holds for all program states iff $S_{j} \wedge T_{j}$ is unsatisfiable. It follows from Theorem 5.7 that $S_{j} \wedge T_{j}$ is unsatisfiable iff there exist non-negative real numbers $\lambda_{j}=\left(\lambda_{0, j}, \ldots, \lambda_{m_{j}+k_{j}, j}\right)$ and at least one coefficient $\lambda_{i_{j}}$ for $i_{j} \in\left\{m_{j}+1, \ldots, m_{j}+k_{j}\right\}$ is non-zero that fulfills the equalities in (10). Notice that (10) is bilinear, since we have two separate groups of variables, namely the group of unknown coefficients in the template and the group of the fresh variables $\boldsymbol{\lambda}_{\boldsymbol{j}}$. Within each group, the relationships are linear.

- Second, our approach collects all those bilinear constraints and puts them together by conjunction, and then solves the whole system of bilinear constraints by off-the-shelf bilinear programming solvers.

Example 5.8. Continue with Example 5.6 and we use the invariant $[x \geq-1]$. We list the bilinear constraints derived from Eq. (9). By substituting $h(x, y)$ with $a \cdot x+b \cdot y+c$, we obtain the following inequalities:

$$
\begin{aligned}
-x \leq 0 \quad 0.5(a-b) \cdot x-0.5 b<0 \quad 0.75(a-b) \cdot x-(b-0.25 a) & <0 \\
0.75(a-b) \cdot x+0.5(b-1) \cdot y+(0.5 c-0.25 a-b) & <0 \\
0.5(a-b) \cdot x+0.5(b-1) \cdot y+0.5(c-a-b) & <0
\end{aligned}
$$

Then by applying Motzkin Transposition Theorem, we obtain the following bilinear constraints:

$$
\begin{aligned}
& \exists \lambda_{0} \geq 0, \lambda_{1} \geq 0, \cdots, \lambda_{5} \geq 0 \quad \text { s.t. } \quad\left(\lambda_{2} \neq 0 \vee \lambda_{3} \neq 0 \vee \lambda_{4} \neq 0 \vee \lambda_{5} \neq 0\right) \wedge \\
& 0=(-1) \cdot \lambda_{1}+0.5(a-b) \cdot \lambda_{2}+0.75(a-b) \cdot \lambda_{3}+0.75(a-b) \cdot \lambda_{4}+0.5(a-b) \cdot \lambda_{5} \wedge \\
& 0=0.5(b-1) \cdot \lambda_{4}+0.5(b-1) \cdot \lambda_{5} \wedge \\
& 0=-0.5 b \cdot \lambda_{2}-(b-0.25 a) \cdot \lambda_{3}+(0.5 c-0.25 a-b) \cdot \lambda_{4}+0.5(c-a-b) \cdot \lambda_{5}-\lambda_{0}
\end{aligned}
$$

Our algorithm directly calls Gurobi to solve the derived bilinear constraints. The derived constraints over the template coefficients only form a feasible domain (if feasible), and do not specify which solution to the unknown coefficients lead to an optimal upper bound. To synthesize a tight upper bound, we employ a heuristic choice of the objective function that guides the solver towards values that are closer to the tightest possible upper bound. The objective function we employ is of the form $h(\hat{s})-f(\hat{s})$ for a designated program state $\hat{s}$ of interest and minimize this objective function. With the coefficients in the template $h$ solved from Gurobi, we reconstruct the piecewise linear upper bound by applying the upper $k$-induction operator $\bar{\Psi}_{h^{*}}$ for $k-1$ times, thus obtain $\bar{\Psi}_{h^{*}}^{k-1}\left(h^{*}\right)$.

Example 5.9. Continue with Example 5.8. We employ the objective function $h-f=a \cdot x+(b-1) \cdot y+c$ when $\hat{s}=(x, y)=(1,1)$. Therefore, we obtain the candidate $h^{*}=x+y+2$. We reconstruct the piecewise upper bound by applying $\bar{\Psi}_{h^{*}}$ for once and obtain $[x<0] \cdot y+[x \geq 0] \cdot(x+y+2)$.

We present the pseudocode of our algorithm in Algorithm 1.

## 6 EXPERIMENTAL RESULTS

In this section, we present the experimental evaluation of our approach. Our experiments were designed to address the following research questions:
RQ1. How is the ability of our approach to generate piecewise bounds?
RQ2. How does our approach compare with CEGISPRO2?
RQ3. How does our approach compare with polynomial bounds?
We summarize our findings as follows:

- Our approach can synthesize tight piecewise bounds on most of our benchmarks, especially on the benchmarks that we cannot obtain linear bounds via 1-induction. Moreover, with increasing $k$, we can obtain tighter piecewise bounds. The experimental results show that our approaches can derive the exact bound of $f$, i.e., the tightest upper bound, on some benchmarks (e.g., Geo, Coin, Fair Coin, etc). We additionally show that on a significant number of benchmarks (e.g., k-Geo, Bin-Ran, Growing Walk-variant, etc), the piecewise

```
Algorithm 1: The Algorithm for Our Approach
    Input : Probabilistic loop \(P\) in the form of (1) and a return function \(f\)
    Output:Piecewise bounds for the expected value of \(f\) after \(P\) terminates
    Pre-processing:
        - Check the prerequisite (i) and (ii) in Theorem 4.7.
        - Establish a monolithic linear template \(h\).
        - Generate a trivial invariant \(I\) by external invariant generators.
        - Determine the parameter \(k\) and a designated program state \(\hat{s}\).
    Constraints Extraction: Unfolding the loop within \(k\) times and calculate \(\operatorname{pre}_{C_{d}}(h)\) for all
        \(C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}\) to obtain the piecewise constraints;
    Canonical Form Transformation: Transform the constraints into the form of (6) through an
    iterative approach and obtain \(l\) canonical constraints;
    Constraints Solving: Cons \(\leftarrow \emptyset\);
    for \(j \leftarrow 1\) to \(l\) do
        Extract the coefficients of the variables from canonical-formed constraints;
        Construct bilinear constraints \(K_{j}\) with auxiliary variables \(\lambda_{j}\);
        Cons \(\leftarrow\) Cons \(\cup K_{j} ;\)
    end
    Call Gurobi to solve Cons and obtain the piecewise bound with the solution \(h^{*}\).
```

bounds we synthesize are non-trivial (i.e., the program state space $S$ is partitioned into more than $[\varphi]$ and $[\neg \varphi]$ ). See more details in Experimental Results.

- The most difference between our approach and cegispro2 is that they require an upper /lower bound to be verified as an additional input, while we do not need this input. For a further comparison, we feed the bounds synthesized through our approaches to cegispro2 and observe that on most benchmarks, our piecewise bounds are no worse than theirs. Moreover, our approaches can handle more benchmarks since we do not have the restrictions of non-negativity like theirs.
- On most of our benchmarks, our piecewise linear bounds are significantly tighter and conciser than monolithic polynomial bounds synthesized via 1-induction.

Below we present the details of our experiments. We implement our approach in Python 3.9.12, and use Gurobi libraries in Python for bilinear programming. All experiments are conducted on a machine with Windows 10 ( 64 bit ), Intel(R) Core(TM) i7-9750H CPU 2.60 GHz and 16 GB of RAM. In our experiments, we do the pre-processing as followed: (1) We check the prerequisite (i) in Theorem 4.7 through the following process: The maximum amplifier $c$ can be chosen as 1 on most of our benchmarks so that the prerequisite can always be satisfied (by assigning $c_{3}$ an infinitesimal positive real). For the remaining few benchmarks, we observe that we can always take the right values so that the prerequisites can be satisfied. For example, on the benchmark St-Petersburg, the maximum amplifier $c$ is taken as 2 , and we can take $c_{3}=\ln 2$ and meanwhile, $c_{2}=\ln 4$ to satisfy the prerequisites. We check the prerequisite (ii) in Theorem 4.7 for each benchmark by syntactically checking the transition probabilities in the loop. For example, on the benchmark St-Petersburg, according to the probability parameter $p=\frac{3}{4}$, we take $c_{2}=\ln 4$ so that it satisfy the concentration property. (2) Establish a monolithic linear template. (3) We minimize the impact of invariants by deliberately choosing trivial interval-bound invariants that can be directly derived from the loop guard and the increment/decrement statements in the loop body. (4) We set a default initial state $\hat{s}$ that all program variables take the value 1.

### 6.1 Piecewise Upper Bound Synthesis

Benchmarks. We choose upper-bound benchmarks from existing works [5, 11, 12, 15, 23, 29, 30, 32] that fall into our scope and have the following adaptions. First, for those that do not have linear return functions, we add simple linear return functions. Second, for those whose upper bound that can be handled directly by 1 -induction (except for several classical examples: к-Geo, RevBin, Fair Coin), we adapt them by reasonable perturbations (such as changing the assignment statement, changing the probability parameters, reducing the continuous distribution to discrete distribution, etc) so that they require ( $k>1$ )-induction. Third, for those whose upper bound that cannot be handled by $k$-induction with small $k=1,2,3$, we adapt them by reasonable perturbations as above so that they can be handled by ( $k>1$ )-induction, while still cannot be handled by 1 -induction. Finally, we relegate examples with either repetitive patterns or cannot be handled by $k$-induction with small $k=1,2,3$ or can be directly handled by 1 -induction to Tables 5 and 6 in Appendix D.1. In this section, We consider 7 original examples and 6 adapted examples adapted from the literature. The examples Geo, к-Geo and Equal-Prob-Grid are taken from Batz et al. [11, 12], for which we replace the assertion probability with a linear return function goal in Equal-Prob-Grid. We consider the benchmark Zero-Conf-Variant adapted from Batz et al. [11], Feng et al. [29]. We revise the original one with assignments and probabilistic parameters in this program, and add a linear return function curprobe. The benchmark St-Petersburg variant is taken from Feng et al. [29] where we replace the probability parameter $\frac{1}{2}$ with $\frac{3}{4}$ since the original program does not satisfy the prerequisites in Theorem 4.7. From Bao et al. [5], Chen et al. [23], Feng et al. [30], we consider the benchmarks Coin, Mart, RevBin and Fair Coin, and revise the assignments, guards on the original benchmarks Bin series so that we obtain a more complex version Bin-Ran. The remaining three examples, Expected Time, Growing Walk and its variant, are all adapted from Beutner et al. [15], Gehr et al. [32] by reducing the continuous distributions to discrete distributions.
Experimental Results. We present the experimental results for the synthesis of piecewise upper bounds on these 13 benchmarks in Table 1. In Table 1, $t$ stands for the execution time of our approach, including the parsing from the program input and transforming the $k$-induction condition constraints into the bilinear problems, and "TO" stands for timeout. "Inv" stands for the invariant, "Solution" stands for the instantiated monolithic linear candidate solved by Gurobi, and "Piecewise Bound" stands for our piecewise results. The time-out threshold of bilinear problem solving via Gurobi is set to 300 s. All the numerical data are cut to $10^{-4}$ precision. Moreover, in most cases, our approach synthesizes these bounds in no more than one minute, and hence is time efficient. On most of our benchmarks, we find that we cannot derive a monolithic linear upper bound directly by simple induction but we can obtain a monolithic linear bound with $k>1$-induction, and hence a piecewise linear bound. On some benchmarks, we can obtain tighter bound with increasing $k$.

Comparison with Other Approaches. As far as we know, the work CEgispro2 [11] is one of the handful relevant approaches that synthesizes piecewise upper bounds on the expected value of a return function $f$. The main difference between cegispro2 and our approach is that cegispro2 requires an upper bound to be verified as an additional program input and it will only return a super-invariant (i.e., a possibly piecewise upper-bound) that is sufficient to verify (i.e., globally smaller) the input upper bounds, while we intend to synthesize a tight piecewise upper bound. For a fair comparison, we only compare two simple benchmarks that paired with linear expectations and a given upper bound to be verified: Geo and к-Geo. For the benchmark Geo, the piecewise upper bounds through two methods are the same. For $\kappa$-Geo, their piecewise results are $[k>N] \cdot y+[k \leq$ $N] \cdot(-k+N+x+y+1)$, which is consistent with our result over $\mathbb{Z}_{\geq 0}$. While in the scope of real number, our piecewise piecewise upper bound are tighter than theirs. Both of these two approaches synthesize the piecewise upper bounds within 1.0 s. To have a richer comparison, we further feed

Table 1. Upper Bounds for the Expected Value of $f$

| Benchmark | $f$ | Inv | $k=1$ | 2-induction |  | 3-induction |  | Piecewise Upper Bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | t | Solution | t | Solution |  |
| Geo | $x$ | [ $0 \leq x$ ] | - | 0.48 | $x+1$ | 1.41 | $x+1$ | [c>0] $\cdot x+[c \leq 0] \cdot(x+1)$ |
| к-Geo | $y$ | $\begin{gathered} {[0 \leq x \wedge 0 \leq y} \\ k \leq N+1] \end{gathered}$ | $\begin{gathered} -k+N \\ +x+y+1 \end{gathered}$ | 0.79 | $\begin{gathered} -k+N \\ +x+y+1 \end{gathered}$ | 29.65 | $\begin{gathered} -k+N \\ +x+y+1 \end{gathered}$ | $\begin{gathered} {[k>N] \cdot y+} \\ {[k \leq N-1] \cdot(-k+N+x+y+1)+} \\ {[N-1<k \leq N] \cdot(-0.5 k+0.5 N+x+y+1)} \end{gathered}$ |
| Bin-ran | $y$ | $\begin{gathered} {[0 \leq i \leq 11 \wedge} \\ 0 \leq x \wedge 0 \leq y] \end{gathered}$ | - | 5.56 | $\begin{gathered} 0.9 x-21 i \\ +y+233 \end{gathered}$ | TO | - | $[i>10] \cdot y+$ $[8.5<i \leq 10] \cdot(0.9 x-21 i+y+233)$ $[i \leq 8.5] \cdot(0.9 x-18.9 i+y+215.1)$ |
| Coin | ${ }^{i}$ | $\begin{gathered} {[0 \leq x \leq 1 \wedge} \\ 0 \leq y \leq 1 \wedge \\ 0 \leq i \end{gathered}$ | - | 3.93 | $\begin{gathered} i+\frac{8}{3} \text { or } \\ i+\frac{8}{3} y-\frac{8}{3} x+\frac{8}{3} \end{gathered}$ | 335.93 | $i+\frac{8}{3}$ | $\begin{gathered} {[x \neq y] \cdot i+} \\ {[x=y] \cdot\left(i+\frac{8}{3}\right)} \end{gathered}$ |
| Mart | $i$ | $[0 \leq x]$ | - | 0.57 | $i+2$ | 1.52 | $i+2$ | [ $x \leq 0] \cdot i+[x>0] \cdot(i+2)$ |
| Growing Walk | $y$ | $[-1 \leq x]$ | - | 0.48 | $x+y+2$ | 1.52 | $x+y+2$ | $[x<0] \cdot y+[x \geq 0] \cdot(x+y+2)$ |
| Growing Walk -variant | $y$ | $[-1 \leq x]$ | $x+y+1$ | 0.61 | $x+y+1$ | 23.64 | $x+y+1$ | $\begin{gathered} {[x<0] \cdot y+} \\ {[0 \leq x<1] \cdot(0.5 x+y+0.25)} \\ +[x \geq 1] \cdot(x+y) \end{gathered}$ |
| Expected <br> Time | $t$ | $[-1 \leq x \leq 10]$ | - | 0.64 | $\begin{gathered} 12.1925 x+t \\ +13.5502 \end{gathered}$ | 22.94 | $4.4280 x+t+6.2461$ | $[x<0] \cdot t+[0 \leq x<1] \cdot(t+1)$ $[1 \leq x<3.258] \cdot(3.9852 x+t+7.39)$ $[3.258 \leq x<3.3772] \cdot(4.4280 x+t+6.2461)$ $[3.3772 \leq x] \cdot(3.5867 x+t+9.0874)$ <br> $[x<0] \cdot t+[0 \leq x<1](t+1)$ <br> $[1 \leq x<3.258] \cdot(3.9852 x+t+7.39)$ <br> $[3.3772 \leq x] \cdot(3.5867 x+t+9.0874)$ |
| Zero-Conf -variant | cur | $\begin{gathered} {[0 \leq \text { start } \leq 1 \wedge} \\ 0 \leq \text { est } \leq 1] \end{gathered}$ | - | 4.68 | $\begin{aligned} & -140.0 \text { est }+ \\ & \text { cur }+140.0 \end{aligned}$ | 75.08 | cur +140.0 | $\begin{gathered} {[\text { est }>0] \cdot \text { cur }+} \\ {[\text { start }=0 \wedge \text { est } \leq 0] \cdot(\text { cur }+140.0)} \\ +[\text { start } \geq 1 \wedge \text { est } \leq 0] \cdot(\text { cur }+42.0) \\ \hline \end{gathered}$ |
| Equal- <br> Prob-Grid | goal | $\begin{gathered} {[0 \leq a \leq 10 \wedge} \\ 0 \leq b \leq 10 \\ \text { goal } \geq 0] \end{gathered}$ | - | 38.99 | goal +1.50 | TO | - | $\begin{gathered} {[a>10 \vee b>10 \vee \text { goal } \neq 0] \cdot \text { goal }} \\ {[a \leq 10 \wedge b \leq 10 \wedge \text { goal }=0] \cdot 1.5} \end{gathered}$ |
| RevBin | $z$ | [ $x \geq 0$ ] | $2 x+z$ | 0.65 | $2 x+z$ | 28.10 | $2 x+z$ | $\begin{gathered} {[x<1] \cdot z+[1 \leq x<2] \cdot(z+x+1)} \\ +[x \geq 2] \cdot(z+2 x) \end{gathered}$ |
| Fair Coin | i | $\begin{gathered} {[0 \leq x \leq 1 \wedge} \\ 0 \leq y \leq 1] \\ \hline \end{gathered}$ | $i-2 y+2$ | 4.06 | $i+\frac{4}{3}$ | 27.70 | $i+\frac{4}{3}$ | $\begin{gathered} {[x>0 \vee y>0] \cdot i+} \\ {[x \leq 0 \wedge y \leq 0] \cdot\left(i+\frac{4}{3}\right)} \end{gathered}$ |
| St-Petersburg VARIANT | $y$ | $\begin{gathered} {[0 \leq x \leq 1 \wedge} \\ y \leq 0] \end{gathered}$ | - | 0.48 | $\frac{3}{2} y$ | 1.44 | $\frac{3}{2} y$ | $[x>0] \cdot y+[x \leq 0] \cdot \frac{3}{2} y$ |

our benchmarks in Table 1 to CEGISPRO2 paired with the piecewise upper bound synthesized by our approach. We find cegispro2 may have the parsing error that cannot adequately handle piecewiseinput. Additionally, it reports failure (violation of non-negativity) on 5 of our benchmarks. By feeding suitable upper bounds (e.g., one segment from the piecewise bounds synthesized via our approaches) for the remaining 6 benchmarks, we find on 4 benchmarks, CEGISPRO2 produce the consistent result with our input on $\mathbb{Z}_{\geq 0}$, while possibly incorrect over $\mathbb{R}$. On Bin-Ran, the results they produce are sophisticated to compare since it produces a bound with numerous segments. On Coin, they do not seem to be able to output a result. The work Kipro2 [12] verifies an input upper bound by directly applying latticed $k$-induction which we demonstrate to have a piecewise nature. Thus it is unreasonable to compare our approach with KIPRO2 as we pursue the more general problem of synthesizing piecewise bounds rather than verification. Moreover, the work [5] considers the probabilistic invariant synthesis via data-driven approach, while ours is based on constraint solving and fully automated. The only relevant work with our upper bound synthesis is the exact invariant synthesis. We evaluate our approaches on the common benchmarks and show that on these benchmarks (eg., Geo, Coin, Mart, Fair Coin), the piecewise upper bound we synthesize is actually the exact expected value of the return function $f$.

Except for the existing tools, we additionally compare our piecewise linear upper bounds with monolithic polynomial bounds synthesized via simple induction (i.e., 1-induction). We implement the polynomial synthesis with Putinar's Positivstellensatz [53] (see Appendix D. 2 for more details). For a fair comparison, we generate the polynomial bounds with the same invariant and optimal objective functions for each benchmark, as shown in Table 2. In this table, "Monolithic Linear / Polynomial via Simple Induction" stand for the monolithic linear/polynomial bounds synthesized

Table 2. Comparison with Monolithic Polynomial Bounds: Upper Case

| Benchmark | $f$ | Monolithic Linear via Simple Induction$(k=1)$ | Our Approach |  | Monolithic Polynomial via Simple Induction$(k=1)$ | PCT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $k$ | Piecewise Upper Bound |  |  |
| Geo | $x$ | - | 3 | $\begin{gathered} {[c>0] \cdot x+} \\ {[c \leq 0] \cdot(x+1)} \end{gathered}$ | $\begin{gathered} \hline \hline 1.0000-1.9996 * c+1.0000 * x+ \\ 0.9996 * c^{2}-0.0002 * x * c+0.0002 * x * c^{2} \end{gathered}$ | 0.0\% |
| к-Geo | $y$ | $\begin{aligned} & -k+N+ \\ & x+y+1 \end{aligned}$ | 3 | $\begin{gathered} {[k>N] \cdot y+} \\ {[k \leq N-1] \cdot(-k+N+x+y+1)+} \\ {[N-1<k \leq N] \cdot(-0.5 k+0.5 N+x+y+1)} \end{gathered}$ | $\begin{array}{r} 274.1142-53.62281 * N-1.0000 * k+ \\ 1.0000 * y+1.0000 * x+2.7311 * N^{2} \end{array}$ | 2.82\% |
| Bin-ran | $y$ | - | 2 | $\begin{gathered} {[i>10] \cdot y+} \\ {[8.5<i \leq 10] \cdot(0.9 x-21 i+y+233)} \\ {[i \leq 8.5] \cdot(0.9 x-18.9 i+y+215.1)} \end{gathered}$ | $\begin{gathered} 38.6287+12.07507 * i-13.87917 * y- \\ 8.2916 * x-0.5694 * i^{2}-0.1339 * y * i+ \\ 0.0329 * y^{2}-0.0644 * x * i-0.1277 * x * y- \\ 1.1617 * x^{2}-0.0462 * i^{3}+0.1205 * y * i^{2}+ \\ 0.0116 * y^{2} * i-0.0046 * y^{3}+0.1720 * x * i^{2}- \\ 0.0005 * x * y * i-0.0095 * x * y^{2}+0.3601 * x^{2} * i \\ -0.0392 * x^{2} * y+0.3248 * x^{3} \end{gathered}$ | 62.76\% |
| Coin | $i$ | - | 3 | $\begin{gathered} {[x \neq y] \cdot i+} \\ {[x=y] \cdot\left(i+\frac{8}{3}\right)} \end{gathered}$ | $\begin{gathered} 2.6667+1.0000 * i-0.6381 * y+ \\ 4.2840 * x-2.0286 * y^{2}-2.0067 * x * y \\ +0.3893 * x^{2} \\ \hline \end{gathered}$ | 0.0\% |
| Mart | $i$ | - | 3 | $\begin{gathered} {[x \leq 0] \cdot i+} \\ {[x>0] \cdot(i+2)} \end{gathered}$ | $\begin{gathered} 0.0248+1.0000 * i+ \\ 199999.6588 * x+0.1643 * x^{2} \end{gathered}$ | 0.0\% |
| Growing Walk | $y$ | - | 3 | $\begin{gathered} {[x<0] \cdot y+} \\ {[x \geq 0] \cdot(x+y+2)} \end{gathered}$ | $\begin{aligned} & 2.5000+1.0000 * y+1.900 * x \\ & \quad-0.5000 * x^{2}+0.1000 * x^{3} \end{aligned}$ | 0.0\% |
| Growing Walk VARIANT | $y$ | $x+y+1$ | 3 | $\begin{gathered} {[x<0] \cdot y+} \\ {[0 \leq x<1] \cdot(0.5 x+y+0.25)} \\ +[x \geq 1] \cdot(x+y) \end{gathered}$ | $\begin{gathered} 1.0000 * y-0.2380 * x+0.1041 * y^{2}- \\ 0.0686 * x * y+0.0951 * x^{2}+0.03558 * x * y^{2} \\ +0.0686 * x^{2} * y+0.1430 * x^{3} \end{gathered}$ | 5.52\% |
| Expected <br> Time | $t$ | - | 3 | $\begin{gathered} {[x<0] \cdot t+[0 \leq x<1] \cdot(t+1)} \\ {[1 \leq x<3.258] \cdot(3.9852 x+t+7.39)} \\ {[3.258 \leq x<3.3772] \cdot(4.4280 x+t+6.2461)} \\ {[3.3772 \leq x] \cdot(3.5867 x+t+9.0874)} \\ \hline \end{gathered}$ | $\begin{gathered} 3.1203+0.9622 * t+2.8278 * x+ \\ 0.0015 * t^{2}-0.01558 * x * t-0.1397 * x^{2}- \\ 0.0003 * x * t^{2}-0.0002 * x^{2} * t+0.0025 * x^{3} \end{gathered}$ | 50.0\% |
| Zero-Conf <br> -variant | cur | - | 3 | $\begin{gathered} {[\text { est }>0] \cdot \text { cur }+} \\ {[\text { start }==0 \wedge \text { est } \leq 0] \cdot(\text { cur }+140.0)} \\ +[\text { start } \geq 1 \wedge \text { est } \leq 0] \cdot(\text { cur }+42.0) \end{gathered}$ | $109.8660-0.1357 *$ cur $+293795.0410 *$ start + $209178.7117 *$ est $+0.0019 *$ cur $^{2}+0.7202 *$ start $*$ cur - $293865.0570 *$ start $^{2}+1.0313 *$ est $*$ cur + $274251.8886 *$ est $*$ start $-209283.0750 *$ est ${ }^{2}$ | 0.5 \% |
| Equal- <br> Prob-Grid | goal | - | 2 | $\begin{gathered} {[a>10 \vee b>10 \vee \text { goal } \neq 0] \cdot \text { goal }} \\ {[a \leq 10 \wedge b \leq 10 \wedge \text { goal }=0] \cdot 1.5} \end{gathered}$ | $\begin{aligned} & 1.6661+5.7396 * \text { goal }-9.4857 * 10^{-5} * b+ \\ & 1.5707 * 10^{-5} * a+0.6003 * \text { goal }^{2}-0.6740 * b * \text { goal } \\ & +1.5975^{1} 0-5 * b^{2}+2.2074 * 10^{-5} * a * \text { goal } \\ & \hline \end{aligned}$ | 0.0\% |
| RevBin | $z$ | $2 x+z$ | 3 | $\begin{gathered} {[x<1] \cdot z+} \\ {[1 \leq x<2] \cdot(z+x+1)} \\ +[x \geq 2] \cdot(z+2 x) \end{gathered}$ | $1.0000 * z+2.0000 * x$ | 0.0\% |
| Fair Coin | $i$ | $i-2 y+2$ | 3 | $\begin{gathered} {[x>0 \vee y>0] \cdot i+} \\ {[x \leq 0 \wedge y \leq 0] \cdot\left(i+\frac{4}{3}\right)} \end{gathered}$ | $\begin{gathered} 1.3333+1.0000 * i-0.4141 * y- \\ 0.4141 * x+1.1743 * i^{2}-2.3486 * y * i+ \\ 0.2551 * y^{2}-2.3486 * x * i+3.6820 * x * y \\ +0.2551 * x^{2} \\ \hline \end{gathered}$ | 0.0\% |
| St-Petersburg VARIANT | $y$ | - | 3 | $[x>0] \cdot y+[x \leq 0] \cdot \frac{3}{2} y$ | $\begin{gathered} \hline 0.0197+1.5047 * y+371727.7656 * x \\ -0.5028 * x * y-371727.7734 * x^{2} \end{gathered}$ | 0.0\% |

via 1-induction, and value " $k$ " stands for the $k$-induction principle we apply in this comparison. We compare two results by uniformly taking the grid points of some interesting region (usually a subset of invariant) and evaluate two results, and we compute the percentage of the points that our piecewise upper bound are larger (i.e., not better) than monolithic polynomial, which is shown in the last column "PCT" in Table 2. We show that on all benchmarks but two (Bin-Ran, Expected Time), our piecewise linear bounds are significantly tighter and conciser than monolithic polynomial bounds. For these two benchmarks, we guess that its exact expected value of $f$ is closer to a piecewise polynomial.

### 6.2 Piecewise Lower Bound Synthesis

For the lower bounds, we consider the same benchmarks and return function $f$ as in Section 6.1 and use the same global invariant for each benchmark. The experimental results are placed in Table 3. In this table, we only show the piecewise result with at most $k=3$. We observe that on most of the benchmarks, we can obtain a lower bound via simple induction (i.e., 1-induction), while the piecewise lower bounds we synthesize gets better with increasing $k$. Only on the benchmark Growing Walk-variant, we requires $(k>1)$-induction to synthesize a lower bound.

Table 3. Lower Bounds for the Expected Value of $f$

| Benchmark | $f$ | 1-induction |  | 2-induction |  | 3-induction |  | Piecewise Lower Bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | t | Solution | t | Solution | t | Solution |  |
| Geo | $x$ | 0.11 | $x$ | 0.47 | $x$ | 1.44 | $x$ | $[c>0] \cdot x+[c \leq 0] \cdot\left(x+\frac{3}{4}\right)$ |
| к-Geo | $y$ | 0.14 | $y$ | 0.88 | $-\frac{1}{3} k+\frac{1}{3} N+y$ | 29.49 | $y$ | $[k>N] \cdot y+[k \leq N] \cdot(x+y+0.5)$ |
| Bin-ran | $y$ | 0.31 | $-0.5 i+y+5$ | 5.59 | $-0.7241 i+y+7.2414$ | TO | - | $\begin{gathered} {[i>10] \cdot y} \\ \hline[1.4<i \leq 10] \cdot(-0.6517 i+y+0.45 x+7.1397) \\ {[i \leq 1.4] \cdot(-0.7241 i+y+7.2414)} \end{gathered}$ |
| Coin | $i$ | 0.34 | $i$ | 3.69 | $i$ | 351.12 | $i$ | $[y \neq x] \cdot i+[y=x] \cdot\left(i+\frac{13}{8}\right)$ |
| MART | $i$ | 0.17 | $i$ | 0.55 | $i$ | 1.68 | $i$ | $[x \leq 0] \cdot i+[x>0] \cdot(i+1.5)$ |
| Growing Walk | $y$ | 0.12 | $x+y$ | 0.48 | $x+y$ | 1.73 | $x+y$ | $[x<0] \cdot y+[x \geq 0] \cdot\left(x+y+\frac{5}{4}\right)$ |
| Growing Walk -variant | $y$ | - | - | 0.61 | $y-1$ | 23.53 | $y-1$ | $\begin{gathered} {[x<0] \cdot y+} \\ {[0 \leq x<1] \cdot(y+0.5 x-1)+} \\ {[1 \leq x<2] \cdot(y+0.5 x-1.5)} \\ +[2 \leq x] \cdot(y+0.75 x-2) \end{gathered}$ |
| $\begin{gathered} \text { Expected } \\ \text { Time } \end{gathered}$ | $t$ | 0.14 | $1.1111 x+t$ | 0.66 | $1.1728 x+t$ | 23.76 | $1.240 x+t$ | $\begin{gathered} {[x<0] \cdot t+[0 \leq x<1] \cdot(0.124 x+t+0.9)} \\ \quad[1 \leq x \leq 10] \cdot(1.1284 x+t+1.9116) \end{gathered}$ |
| Zero-Conf <br> -variant | cur | 0.27 | cur | 4.89 | cur | 77.81 | cur | $[$ est $>0] \cdot$ curt $[$ start $=0 \wedge$ est $\leq 0] \cdot($ cur +1.9502$)$ $+[$ start $\geq 1 \wedge$ est $\leq 0] \cdot($ cur +0.287$)$ |
| EQUAL-Prob-Grid | goal | 0.31 | goal | 37.69 | goal | TO | - | $\begin{gathered} {[a>10 \vee b>10 \vee b<10 \vee \text { goal } \neq 0] \cdot \text { goal }} \\ {[a \leq 10 \wedge b==10 \wedge \text { goal }=0] \cdot 1.5} \end{gathered}$ |
| RevBin | $z$ | 0.12 | $z+2 x-2$ | 0.65 | $z+2 x-2$ | 28.36 | $z+2 x-2$ | $\begin{gathered} {[x<1] \cdot z+} \\ {[1 \leq x<2] \cdot(z+x)} \\ +[x \geq 2] \cdot(z+2 x-2) \end{gathered}$ |
| Fair Coin | $i$ | 0.30 | $i$ | 3.66 | $i$ | 25.93 | $i$ | $[x>0 \vee y>0] \cdot i+[x=0 \wedge y=0] \cdot\left(i+\frac{5}{4}\right)$ |
| St-Petersburg variant | $y$ | 0.12 | $y$ | 0.47 | $y$ | 1.47 | $y$ | $[x>0] \cdot y+[x \leq 0] \cdot \frac{11}{8} y$ |

Comparison with Other Approaches The relevant work [5, 11] require a (possibly piecewise) lower bound (i.e., Pre-expectation E) to be verified as a program input and return a sub-invariant that is sufficient to verify the input lower bound, which is the most difference from our work. They produce the results by a proof rule derived from the original OST (see Section $6 \& 7$ in Batz et al. [11] and Appendix B.1), while we apply an extended OST (see Theorem 4.6), so that some of our benchmarks (e.g., Martingale, Expected Time) cannot be handled by cegispro2 or EXIST.

Likewise the upper case, we compare our piecewise linear upper bounds with monolithic polynomial bounds synthesized via simple induction (i.e., 1-induction), as shown in Table 4. According to the comparison results "PCT", we observe that on all benchmarks but two (Bin-Ran, Expected TIME), our piecewise linear lower bounds are significantly tighter (i.e., greater) and conciser than monolithic polynomial lower bounds.

## 7 RELATED WORKS

Our approach uses templates to synthesize piecewise bounds. Most template-based approaches (e.g. Chakarov and Sankaranarayanan [17], Chatterjee et al. [18, 20]) focus on synthesizing monolithic bounds or invariants over probabilistic programs. Compared with these approaches, our approach targets piecewise bounds, and hence is orthogonal.

The work [12] proposes latticed $k$-induction. The differences with our result are three fold. First, our result solves the automated synthesis of piecewise linear bounds, while the work [12] only determines whether a given (possibly piecewise) bound is an upper bound or not for a probabilistic while loop, and does not solve the automated synthesis of (piecewise) bounds. Second, we use OST as the mathematical backbone, while the work [12] uses fixed point theory. The use of OST

Table 4. Comparison with Monolithic Polynomial Bounds: Lower Case

| Benchmark | $f$ | Monolithic Linear via Inductive Synthesis$(k=1)$ | Our Approach |  | Monolithic Polynomial via Inductive Synthesis$(k=1)$ | PCT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $k$ | Piecewise Lower Bound |  |  |
| Geo | $x$ | $x$ | 4 | $\begin{gathered} {[c>0] \cdot x+} \\ {[c \leq 0] \cdot\left(x+\frac{7}{8}\right)} \end{gathered}$ | $\begin{gathered} -0.0313-0.1902 * c+1.0478 * x- \\ 0.3980 * c^{2}+0.0695 * x * c-0.0019 * x^{2}- \\ 0.1595 * x * c^{2}+0.07227 * x^{2} * c-0.0147 * x^{3} \end{gathered}$ | 0.0\% |
| к-Geo | $y$ | $y$ | 3 | $\begin{gathered} {[k>N] \cdot y+} \\ {[k \leq N] \cdot(x+y+0.5)} \end{gathered}$ | $\begin{gathered} -221.2813+44.6223 * N-0.7791 * k+1.0000 * y+ \\ 0.9281 * x-2.1922 * N^{2}-0.1043 * x^{2} \\ \hline \end{gathered}$ | 2.96\% |
| Bin-ran | $y$ | $-0.5 i+y+5$ | 2 | $\begin{gathered} {[i>10] \cdot y} \\ {[1.4<i \leq 10] \cdot(-0.6517 i+y+0.45 x+7.1397} \\ {[i \leq 1.4] \cdot(-0.7241 i+y+7.2414)} \end{gathered}$ | $\begin{gathered} -6.5656-17.5555 * i+19.7273 * y+ \\ 12.3734 * x+0.6130 * i^{2}+0.1623 * y * i \\ -0.0377 * y^{2}+0.1105 * x * i+0.1624 * x * y \\ +1.4912 * x^{2}+0.0530 * i^{3}-0.1521 * y * i^{2}- \\ 0.0152 * y^{2} * i+0.0058 * y^{3}-0.2255 * x * i^{2} \\ +0.0002 * x * y * i+0.0119 * x * y^{2}-0.4682 * x^{2} * i \\ +0.0507 * x^{2} * y-0.4160 * x^{3} \end{gathered}$ | 34.75\% |
| Coin | $i$ | $i$ | 4 | $[y \neq x] \cdot i+[y=x] \cdot\left(i+\frac{129}{64}\right)$ | $\begin{gathered} 2.6655+1.0002 * i-3622.3830 * y- \\ 5419.0667 * x-0.0001 * i^{2}+0.0007 * y * i+ \\ 3619.71553 * y^{2}-0.0008 * x * i+1827.4383 * x * y \\ +3594.2952 * x^{2} \\ \hline \end{gathered}$ | $2 \%$ |
| Mart | $i$ | $i$ | 4 | $\begin{gathered} {[x \leq 0] \cdot i+} \\ {[x>0] \cdot\left(i+\frac{7}{4}\right)} \end{gathered}$ | $1.0000 * i+39.9996 * x-199.9958 * x^{2}$ | 1.0\% |
| Growing Walk | $y$ | $x+y$ | 4 | $\begin{gathered} {[x<0] \cdot y+} \\ {[x \geq 0] \cdot\left(x+y+\frac{13}{8}\right)} \end{gathered}$ | $\begin{gathered} -0.0004+1.0003 * y+1.3463 * x- \\ 0.0001 * y^{2}-0.0010 * x * y-0.0590 * x^{2}- \\ 6.6040 * 10^{-5} * x * y^{2}+0.0007 * x^{2} * y-0.0022 * x^{3} \end{gathered}$ | 0.0\% |
| Growing Walk variant | $y$ | - | 3 | $\begin{gathered} {[x<0] \cdot y+} \\ {[0 \leq x<1] \cdot(0.5 x+y-1)} \\ +[1 \leq x<2] \cdot(0.5 x+y-1.5) \\ +[2 \leq x] \cdot(0.75 x+y-2) \end{gathered}$ | $\begin{gathered} -1.0000+1.0000 * y-0.3903 * x- \\ 0.0734 * y^{2}+0.0484 * x * y+0.4758 * x^{2}- \\ 0.0250 * x * y^{2}-0.0484 * x^{2} * y-0.0855 * x^{3} \end{gathered}$ | 0.01\% |
| Expected <br> Time | $t$ | $1.1111 x+t$ | 3 | $\begin{gathered} {[x<0] \cdot t+} \\ {[0 \leq x<1] \cdot(0.124 x+t+0.9)} \\ {[1 \leq x \leq 10] \cdot(1.1284 x+t+1.9116)} \end{gathered}$ | $\begin{gathered} -0.0784+1.0093 * t+3.1426 * x- \\ 0.0010 * t^{2}+0.0083 * x * t-0.1576 * x^{2}+ \\ 0.0002 * x * t^{2}+0.0002 * x^{2} * t+0.0043 * x^{3} \end{gathered}$ | 64.6\% |
| Zero-Conf -variant | cur | cur | 3 | $\begin{gathered} {[\text { est }>0] \cdot \text { cur }+} \\ {[\text { start }=0 \wedge \text { est } \leq 0] \cdot(\text { cur }+1.9502)} \\ +[\text { start } \geq 1 \wedge \text { est } \leq 0] \cdot(\text { cur }+0.287) \end{gathered}$ | $\begin{gathered} 140.2458+1.0098 * \text { cur }-424365.5964 * \text { start }- \\ 587675.0179 * \text { est }-0.0066 * \text { start } * \text { cur }+ \\ 424267.3602 * \text { start }^{2}-0.0095 * \text { est } * \text { cur }^{2} \\ 504437.5495 * \text { est } * \text { start }+587534.7143 * \text { est }^{2} \end{gathered}$ | 0.64\% |
| $\begin{gathered} \text { EQUAL- } \\ \text { Prob-Grid } \end{gathered}$ | goal | goal | 2 | $\begin{gathered} {[a>10 \vee b>10 \vee \text { goal } \neq 0] \cdot \text { goal }} \\ {[a \leq 10 \wedge b \leq 10 \wedge \text { goal }=0] \cdot 1.5} \end{gathered}$ | $\begin{gathered} 0.4950 * \text { goal }-0.2020 * \text { goal }^{2}+ \\ 0.0053 * b * \text { goal }-0.0011 * a * \text { goal } \end{gathered}$ | 0.0\% |
| RevBin | $z$ | $2 x+z-2$ | 3 | $\begin{gathered} {[x<1] \cdot z+} \\ {[1 \leq x<2] \cdot(z+x)} \\ +[x \geq 2] \cdot(z+2 x-2) \end{gathered}$ | $-2.0000+1.0000 * z+2.0000 * x$ | 0.0\% |
| Fair Coin | i | $i$ | 4 | $\begin{gathered} {[x>0 \vee y>0] \cdot i+} \\ {[x \leq 0 \wedge y \leq 0] \cdot\left(i+\frac{21}{16}\right)} \end{gathered}$ | $\begin{gathered} 1.0000 * i-0.3932 * y-0.39325 * x \\ -0.3153 * i^{2}+0.6305 * y * i-0.7242 * y^{2} \\ +0.6305 * x * i-0.1796 * x * y-0.7242 * x^{2} \end{gathered}$ | 0.0\% |
| St-Petersburg variant | $y$ | $y$ | 3 | $[x>0] \cdot y+[x \leq 0] \cdot \frac{11}{8} y$ | $\begin{gathered} -0.0017+1.0023 * y-121479.0179 * x \\ -0.0550 * x * y+121479.0185 * x^{2} \end{gathered}$ | 0.0\% |

lifts the non-negativity (or a global lower bound) of program values as required in Batz et al. [12]. Third, the algorithm in Batz et al. [12] is a direction application of SMT solving such as Z3, while we reduce our problem to bilinear programming. The work [45] proposes tightened variants of $k$-induction operators. We show that these tightened variants are actually equivalent with the original $k$-induction operator in Batz et al. [12] and the dual $k$-induction operator proposed in our result.

The work [11] proposes to compute the piecewise bounds for the expected value of postexpectations $f$ in probabilistic loop. The main difference between their work and ours is that they require an input upper bound to be verified as a program input and synthesize a piecewise linear upper bound to verify the input upper bound via counterexample-guided inductive synthesis (CEGIS), while we do not need this additional program input and our approach solves the bounds by bilinear programming rather than CEGIS. Besides, compared with CEGISPRO2, a major advantage is that we do not require global non-negativity and we only need to predefine a monolithic template, instead of a piecewise template. For the synthesis of lower bounds, this work apply a proof rule in Hark et al. [36] derived from the original OST, while our approach apply an extended OST. Thus some benchmarks in our work cannot be handled by cegispro2. The work [5] synthesize exact and sub invariants for probabilistic while loops through data-driven learning and they also capture
piecewise feature for some benchmarks. However, this approach takes as input a suitable list of features that is composed of numerical expressions over program variables. The list of features always contains constructive numerical expressions of program variables and even user-supplied features for more specific invariant, while our approach can capture the piecewise automatically and without any additional knowledge. Apart from Bao et al. [5], Batz et al. [11], several works (e.g. Chen et al. [23], Feng et al. [30], Katoen et al. [39]) aim to synthesize monolithic quantitative sub-invariant for proving lower bounds.

Other approaches [ $3,8,9,40,41$ ] focus on moment-based invariants generation and high-order moments derivation for probabilistic programs. Moment-based method is highly efficient and is guaranteed to compute moments exactly. This kind of work can even handle the probabilistic program with non-polynomial expressions and continuous distribution, but they only consider the probabilistic while loop in the form of while true $\{C\}$, which is a rather restricted form. The work [49] enlarges the theoretical foundation by support of if-statements (thus also guarded loops), but they assume that all variables appearing in if-conditions (loop guards) are finitely valued, hence cannot handle most of our benchmarks. Our approach can handle all the linear forms of loop guards and if-conditions. The work [40] focus on the distribution estimation when the program terminates using statistical approaches, given a concrete initial state, and hence orthogonal. In a similar vein, the works [44, 60] bound higher central moments for running time and other monotonically increasing quantities. However, they are limited to programs with constant size increments.

## 8 CONCLUSION AND FUTURE WORK

In this work, we propose a novel approach for synthesizing piecewise linear expectation bounds over probabilistic loops. We extract a piecewise pattern from latticed $k$-induction, establish the theoretical foundation via an existing extension of Optional Stopping Theorem, and solve the bounds by bilinear programming. Experimental results show that our approach is efficient and derives tight piecewise linear bounds over an extensive set of benchmarks. A future work is to explore whether the derived bilinear programming problems can be reduced to semi-definite programming by exploiting recent works in Wang et al. [65, 66]. Another future work is to consider piecewise polynomial bounds for a larger class of quantitative properties via latticed $k$-induction.
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## A SUPPLEMENTARY MATERIAL FOR SECTION 3

## A. 1 Properties of the Upper $k$-Induction Operator in Lu and Xu [45]

Lemma A.1. Let $\Psi$ be the $k$-induction operator in Lu and $X u$ [45] w.r.t. $\Phi$. Then
(1) $\Psi$ is monotonic, i.e., $\forall v_{1}, v_{2} \in E, v_{1} \sqsubseteq v_{2}$ implies $\Psi\left(v_{1}\right) \sqsubseteq \Psi\left(v_{2}\right)$.
(2) Iterations of $\Psi$ starting from $u$ are descending, i.e.,

$$
\ldots \sqsubseteq \Psi^{k}(u) \sqsubseteq \Psi^{k-1}(u) \sqsubseteq \ldots \sqsubseteq \Psi(u) \sqsubseteq u
$$

And thus we have for all $m<n \in \mathbb{N}, \Psi^{n}(u) \sqsubseteq \Psi^{m}(u)$.
Proof. For item 1 , observe that if we have $w_{1} \sqsubseteq w_{2}$ and $v_{1} \sqsubseteq v_{2}$, then we have $w_{1} \sqcap v_{1} \sqsubseteq w_{2} \sqcap v_{2}$.

$$
\begin{array}{rlr}
\Psi\left(v_{1}\right) & =\Phi\left(v_{1}\right) \sqcap v_{1} & \text { (by definition of } \Psi) \\
& \sqsubseteq \Phi\left(v_{2}\right) \sqcap v_{2} & \text { (by monotonicity of } \Phi \text { and above property) } \\
& =\Psi\left(v_{2}\right) & \text { (by definition of } \Psi)
\end{array}
$$

For item 2, we can immediately derived from the definition of $\Psi$ as

$$
\begin{array}{rlrl}
\Psi^{k}(u) & =\Psi\left(\Psi^{k-1}(u)\right) & \text { (by definition of } \left.\Psi^{k}(u)\right) \\
& =\Phi\left(\Psi^{k-1}(u)\right) \sqcap \Psi^{k-1}(u) & & \text { (by definition of } \Psi) \\
& \sqsubseteq \Psi^{k-1}(u) & & \text { (by definition of } \sqcap)
\end{array}
$$

Proposition 3.4. For any element $u \in E$, we have that

$$
\Phi\left(\Psi^{k}(u)\right) \sqsubseteq u \Longleftrightarrow \Phi\left(\Psi^{k}(u)\right) \sqsubseteq \Psi^{k}(u)
$$

Proof. The if-direction is trivial as $\Psi^{k}(u) \sqsubseteq u$ (by Lemma A.1(2)). For the only-if direction:

$$
\begin{array}{rlr}
\Psi^{k}(u) & \sqsupseteq \Psi^{k+1}(u) & \text { (by Lemma A.1(2)) } \\
& =\Phi\left(\Psi^{k}(u)\right) \sqcap \Psi^{k}(u) & \text { (by definition of } \Psi) \\
& =\Phi\left(\Psi^{k}(u)\right) \sqcap \Psi\left(\Psi^{k-1}(u)\right) & \text { (by definition of } \left.\Psi^{k}(u)\right) \\
& =\Phi\left(\Psi^{k}(u)\right) \sqcap\left(\Phi\left(\Psi^{k-1}(u)\right) \sqcap \Psi^{k-1}(u)\right) & \text { (by definition of } \Psi) \\
& \left.=\left(\Phi\left(\Psi^{k}(u)\right) \sqcap \Phi\left(\Psi^{k-1}(u)\right)\right) \sqcap \Psi^{k-1}(u)\right) & \text { (by associative law) } \\
& =\Phi\left(\Psi^{k}(u)\right) \sqcap \Psi^{k-1}(u) & \text { (by monotonicity of } \Phi \text { and Lemma A.1(2)) } \\
& \vdots & \\
& =\left(\Phi\left(\Psi^{k}(u)\right) \sqcap \Phi(u)\right) \sqcap u & \text { (by unfolding } \Psi^{k} \text { until } k=1 \text { ) } \\
& =\Phi\left(\Psi^{k}(u)\right) \sqcap u & \text { (by monotonicity of } \Phi \text { and Lemma A.1(2)) } \\
& =\Phi\left(\Psi^{k}(u)\right) & \text { (by the premise) }
\end{array}
$$

## A. 2 Equivalence between $\Psi_{u}$ and $\Psi$

Theorem 3.5. [Equivalence between $\Psi_{u}$ and $\Psi$ ] For any element $u \in E$, the sequence $\left\{\Psi_{u}^{k}(u)\right\}_{k \geq 0}$ of elements in $E$ coincides with the sequence $\left\{\Psi^{k}(u)\right\}_{k \geq 0}$. In other words, for any natural number $k \geq 0$, we have that $\Psi_{u}^{k}(u)=\Psi^{k}(u)$.

Proof. Proof by mathematical induction. We denote $X_{k}=\Psi_{u}^{k}(u)$ and $Y_{k}=\Psi^{k}(u)$. when $k=0$, $X_{0}=u=Y_{0}$. When $k=1, X_{1}=\Phi(u) \sqcap u=Y_{1}$, by definition of two operators, respectively.

Now we suppose that $X_{k}=Y_{k}$, i.e., $\Psi_{u}^{k}(u)=\Psi^{k}(u)$, and we aim to prove that $\Psi_{u}^{k+1}(u)=\Psi^{k+1}(u)$.

$$
\begin{array}{rrr}
X_{k+1}=\Psi_{u}\left(\Psi_{u}^{k}(u)\right) & \text { (by definition of } \left.\Psi_{u}^{k+1}(u)\right) \\
=\Phi\left(\Psi_{u}^{k}(u) \sqcap u\right. & \text { (by definition of } \Psi_{u} \text { ) } \\
Y_{k+1}= & \text { (by definition of } \left.\Psi^{k+1}(u)\right) \\
=\Phi\left(\Psi^{k}(u)\right) & \text { (by definition of } \Psi) \\
\left.=\Phi\left(\Psi^{k}(u)\right) \sqcap \Psi^{k}(u)\right) \sqcap \Psi\left(\Psi^{k-1}(u)\right) & \text { (by definition of } \left.\Psi^{k}(u)\right) \\
=\Phi\left(\Psi^{k}(u)\right) \sqcap\left(\Phi\left(\Psi^{k-1}(u)\right) \sqcap \Psi^{k-1}(u)\right) & \text { (by definition of } \Psi) \\
\left.=\left(\Phi\left(\Psi^{k}(u)\right) \sqcap \Phi\left(\Psi^{k-1}(u)\right)\right) \sqcap \Psi^{k-1}(u)\right) & \text { (by associative law) } \\
=\Phi\left(\Psi^{k}(u)\right) \sqcap \Psi^{k-1}(u) & \text { (by monotonicity of } \Phi \text { and Lemma A.1(2)) } \\
\vdots & \\
=\left(\Phi\left(\Psi^{k}(u)\right) \sqcap \Phi(u)\right) \sqcap u & \text { (by unfolding } \left.\Psi^{k} \text { until } k=1\right) \\
=\Phi\left(\Psi^{k}(u)\right) \sqcap u &
\end{array}
$$

Since we suppose that $\Psi_{u}^{k}(u)=\Psi^{k}(u)$, we obtain that $\Phi\left(\Psi_{u}^{k}(u) \sqcap u=\Phi\left(\Psi^{k}(u)\right) \sqcap u\right.$, thus we have $\Psi_{u}^{k+1}(u)=\Psi^{k+1}(u)$, i.e., $X_{k+1}=Y_{k+1}$.

## A. 3 Supplementary Properties for the Dual $k$-Induction Operators $\Psi_{u}^{\prime}$ and $\Psi$

Lemma A.2. Fix a lattice ( $E, \sqsubseteq$ ) and a monotone operator $\Phi$. For any element $u \in E$, both of these two dual $k$-induction operators $\Psi_{u}^{\prime}$ and $\Psi^{\prime}$ have the following properties:
(1) $\Psi_{u}^{\prime}\left(\right.$ resp. $\left.\Psi^{\prime}\right)$ is monotone.
(2) Iterations of $\Psi_{u}^{\prime}$ (resp. $\Psi^{\prime}$ ) starting from $u$ are ascending, i.e.,

$$
\begin{aligned}
& u \sqsubseteq \Psi_{u}^{\prime}(u) \sqsubseteq \ldots\left(\Psi_{u}^{\prime}\right)^{k-1}(u) \sqsubseteq\left(\Psi_{u}^{\prime}\right)^{k}(u) \ldots \\
& u \sqsubseteq \Psi^{\prime}(u) \sqsubseteq \ldots\left(\Psi^{\prime}\right)^{k-1}(u) \sqsubseteq\left(\Psi^{\prime}\right)^{k}(u) \ldots
\end{aligned}
$$

Thus we have for all $m<n \in \mathbb{N},\left(\Psi_{u}^{\prime}\right)^{m}(u) \sqsubseteq\left(\Psi_{u}^{\prime}\right)^{n}(u)$ and $\left(\Psi^{\prime}\right)^{m}(u) \sqsubseteq\left(\Psi^{\prime}\right)^{n}(u)$.
Proof. We only prove the case of dual $k$-induction operator $\Psi_{u}^{\prime}$, since the proof of the properties of the dual $k$-induction operator $\Psi^{\prime}$ is similar with that of $\Psi_{u}^{\prime}$.

For item 1 , observe that if we have $w_{1} \sqsubseteq w_{2}$, then we have $w_{1} \sqcup u \sqsubseteq w_{2} \sqcup u$. Assume that $v_{1} \sqsubseteq v_{2}$

$$
\begin{align*}
\Psi_{u}^{\prime}\left(v_{1}\right) & =\Phi\left(v_{1}\right) \sqcup u  \tag{h}\\
& \sqsubseteq \Phi\left(v_{2}\right) \sqcup u \\
& =\Psi_{u}^{\prime}\left(v_{2}\right)
\end{align*}
$$

(by monotonicity of $\Phi$ and above property)
(by definition of $\Psi_{h}^{\prime}$ )

For item 2, we prove it by mathematical induction. We have $u \sqsubseteq \Psi_{u}^{\prime}(u)$ as $\Psi_{u}^{\prime}(u)=\Phi(u) \sqcup u$. We then assume that $\left(\Psi_{u}^{\prime}\right)^{k}(u) \sqsupseteq\left(\Psi_{h}^{\prime}\right)^{k-1}(u)$, and we prove that

$$
\begin{aligned}
\left(\Psi_{u}^{\prime}\right)^{k+1}(u) & =\Psi_{u}^{\prime}\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) & \quad\left(\text { by definition of }\left(\Psi_{u}^{\prime}\right)^{k+1}(u)\right) \\
& \sqsupseteq \Psi_{u}^{\prime}\left(\left(\Psi_{u}^{\prime}\right)^{k-1}(u)\right) & \text { (by monotonicity of } \Psi_{u}^{\prime} \text { and assumption) } \\
& =\left(\Psi_{u}^{\prime}\right)^{k}(u) & \quad\left(\text { by definition of }\left(\Psi_{u}^{\prime}\right)^{k}(u)\right)
\end{aligned}
$$

Thus the value sequence is an ascending chain.
Proposition 3.8. For any element $u \in E$, both of these two dual $k$-induction operators $\Psi_{u}^{\prime}$ and $\Psi^{\prime}$ have the following properties:

$$
\begin{aligned}
& \Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq u \Longleftrightarrow \Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi_{u}^{\prime}\right)^{k}(u) \\
& \Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq u \Longleftrightarrow \Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqsupseteq\left(\Psi^{\prime}\right)^{k}(u)
\end{aligned}
$$

Proof. For the case of the dual $k$-induction operator $\Psi_{u}^{\prime}$ :
The if-direction is trivial as $\left(\Psi_{u}^{\prime}\right)^{k}(u) \sqsupseteq u$ (by Lemma A.2(2)). For the only-if direction:

$$
\begin{align*}
\left(\Psi_{u}^{\prime}\right)^{k}(u) & \sqsubseteq\left(\Psi_{u}^{\prime}\right)^{k+1}(u)  \tag{2}\\
& =\Psi_{u}^{\prime}\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \\
& =\Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqcup u \\
& =\Psi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right)
\end{align*}
$$

(by the definition of $\left(\Psi_{u}^{\prime}\right)^{k+1}(u)$ )
(by the definition of $\Psi_{u}^{\prime}$ ) (by the premise)

For the case of the dual $k$-induction operator $\Psi^{\prime}$ :
The if-direction is trivial as $\left(\Psi^{\prime}\right)^{k}(u) \sqsupseteq u$ (by Lemma A.2(2)). For the only-if direction:

$$
\begin{aligned}
& \left(\Psi^{\prime}\right)^{k}(u) \sqsubseteq\left(\Psi^{\prime}\right)^{k+1}(u) \\
& =\Psi^{\prime}\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup\left(\Psi^{\prime}\right)^{k}(u) \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Psi^{\prime}\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right) \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Phi\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right) \sqcup\left(\Psi^{\prime}\right)^{k-1}(u) \\
& =\left(\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Phi\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right)\right) \sqcup\left(\Psi^{\prime}\right)^{k-1}(u) \quad \text { (by associate law) } \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup\left(\Psi^{\prime}\right)^{k-1}(u) \quad \text { (by monotonicity of } \Phi \text { and Lemma A.2(2))) } \\
& \vdots \\
& \left.=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Psi^{\prime}(u) \quad \text { (by unfolding }\left(\Psi^{\prime}\right)^{k}(u) \text { until } k=1\right) \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Phi(u) \sqcup u \quad \text { (by definition of } \Psi^{\prime} \text { ) } \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup u \quad \text { (by monotonicity of } \Phi \text { and Lemma A.2(2))) } \\
& =\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \quad \text { (by the premise) }
\end{aligned}
$$

Theorem 3.9. [Equivalence between $\Psi_{u}^{\prime}$ and $\Psi^{\prime}$ ] For any element $u \in E$, we have that the sequence $\left\{\left(\Psi_{u}^{\prime}\right)^{k}(u)\right\}_{k \geq 0}$ of elements in $E$ coincides with the sequence $\left\{\left(\Psi^{\prime}\right)^{k}(u)\right\}_{k \geq 0}$. In other words, for any natural number $k \geq 0$, we have that $\left(\Psi_{u}^{\prime}\right)^{k}(u)=\left(\Psi^{\prime}\right)^{k}(u)$.

Proof. Analogously, we proof it by mathematical induction. $X_{k}=\left(\Psi_{u}^{\prime}\right)^{k}(u)$ and $Y_{k}=\left(\Psi^{\prime}\right)^{k}(u)$. when $k=0, X_{0}=u=Y_{0}$. When $k=1, X_{1}=\Phi(u) \sqcup u=Y_{1}$, by definition of two dual operators, respectively.

Now we suppose that $X_{k}=Y_{k}$, i.e., $\left(\Psi_{u}^{\prime}\right)^{k}(u)=\left(\Psi^{\prime}\right)^{k}(u)$, and we aim to prove that $\left(\Psi_{u}^{\prime}\right)^{k+1}(u)=$ $\left(\Psi^{\prime}\right)^{k+1}(u)$.

$$
\begin{array}{cr}
X_{k+1}=\Psi_{u}^{\prime}\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) & \text { (by definition of } \left.\left(\Psi_{u}^{\prime}\right)^{k+1}(u)\right) \\
=\Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u)\right) \sqcup u & \text { (by definition of } \Psi_{u}^{\prime} \text { ) } \\
Y_{k+1}=\Psi^{\prime}\left(\left(\left(\Psi^{\prime}\right)^{k}(u)\right)\right. & \text { (by definition of } \left.\left(\Psi^{\prime}\right)^{k+1}(u)\right) \\
=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup\left(\Psi^{\prime}\right)^{k}(u) & \text { (by definition of } \left.\Psi^{\prime}\right) \\
=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Psi^{\prime}\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right) & \text { (by definition of } \left.\left(\Psi^{\prime}\right)^{k}(u)\right) \\
=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup\left(\Phi\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right) \sqcup \Psi^{\prime k-1}(u)\right) & \text { (by definition of } \left.\Psi^{\prime}\right) \\
\left.=\left(\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Phi\left(\left(\Psi^{\prime}\right)^{k-1}(u)\right)\right) \sqcup \Psi^{\prime k-1}(u)\right) & \text { (by associative law) } \\
=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup\left(\Psi^{\prime}\right)^{k-1}(u) & \text { (by monotonicity of } \Phi \text { and Lemma A.2(2)))) } \\
\vdots & \\
=\left(\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup \Phi(u)\right) \sqcup u & \text { (by unfolding } \left.\left(\Psi^{\prime}\right)^{k} \text { until } k=1\right)
\end{array}
$$

$$
=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup u \quad \text { (by monotonicity of } \Phi \text { and Lemma A.2(2)) }
$$

Since we suppose that $\left(\Psi_{u}^{\prime}\right)^{k}(u)=\left(\Psi^{\prime}\right)^{k}(u)$, we obtain that $\Phi\left(\left(\Psi_{u}^{\prime}\right)^{k}(u) \sqcup u=\Phi\left(\left(\Psi^{\prime}\right)^{k}(u)\right) \sqcup u\right.$, thus we have $\left(\Psi_{u}^{\prime}\right)^{k+1}(u)=\left(\Psi^{\prime}\right)^{k+1}(u)$, i.e., $X_{k+1}=Y_{k+1}$.

## B SUPPLEMENTARY MATERIAL FOR SECTION 4

## B. 1 Classical OST

Optional Stopping Theorem (OST) is a classical theorem in martingale theory that characterizes the relationship between the expected values initially and at a stopping time in a supermartingale. Below we present the classical form of OST.

Theorem B. 1 (Optional Stopping Theorem (OST) [67, Chapter 10]). Let $\left\{X_{n}\right\}_{n=0}^{\infty}$ be a martingale (resp. supermartingale) adapted to a filtration $\mathcal{F}=\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ and $\tau$ be a stopping time w.r.t the filtration $\mathcal{F}$. If we have that:

- $\mathbb{E}(\tau)<\infty$;
- exists an $M \in[0, \infty)$ such that $\left|X_{n+1}-X_{n}\right| \leq M$ holds almost surely for every $n \leq 0$, then it follows that $\left(\left|X_{\tau}\right|\right)<\infty$ and $\mathbb{E}\left(X_{\tau}\right)=\mathbb{E}\left(X_{0}\right)\left(\right.$ resp. $\left.\mathbb{E}\left(X_{\tau}\right) \leq \mathbb{E}\left(X_{0}\right)\right)$.


## B. 2 Proof of Extended OST (Theorem 4.6)

In this section, we attach the proof for this variant of Optional Stopping Theorem in Wang et al. [64] here.
Theorem 4.6 [Extended OST in Wang et al. [64]] Let $\left\{X_{n}\right\}_{n=0}^{\infty}$ be a supermartingale adapted to a filtration $\mathcal{F}=\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ and $\tau$ be a stopping time w.r.t the filtration $\mathcal{F}$. Suppose there exist positive real numbers $b_{1}, b_{2}, c_{1}, c_{2}, c_{3}$ such that $c_{2}>c_{3}$ and
(a) Concentration property. For all sufficiently large natural numbers $n$, it holds that $\mathbb{P}(\tau>n) \leq$ $c_{1} \cdot \exp \left(-c_{2} \cdot n\right)$.
(b) Exponential bound. For every natural number $n \geq 0$, it holds almost-surely that $\left|X_{n+1}-X_{n}\right| \leq$ $b_{1} \cdot n^{b_{2}} \cdot e^{c_{3} \cdot n}$.
Then we have that $\mathbb{E}\left(\left|X_{\tau}\right|\right)<\infty$ and $\mathbb{E}\left(X_{\tau}\right) \leq \mathbb{E}\left(X_{0}\right)$.
Proof. For every $n \in \mathbb{N}_{0}$,

$$
\begin{aligned}
\left|X_{\tau \wedge n}\right| & =\left|X_{0}+\sum_{k=0}^{\tau \wedge n-1}\left(X_{k+1}-X_{k}\right)\right| \\
& =\left|X_{0}+\sum_{k=0}^{\infty}\left(X_{k+1}-X_{k}\right) \cdot \mathbf{1}_{\tau>k \wedge n>k}\right| \\
& \leq\left|X_{0}\right|+\sum_{k=0}^{\infty}\left|\left(X_{k+1}-X_{k}\right) \cdot \mathbf{1}_{\tau>k \wedge n>k}\right| \\
& \leq\left|X_{0}\right|+\sum_{k=0}^{\infty}\left|\left(X_{k+1}-X_{k}\right) \cdot \mathbf{1}_{\tau>k}\right| .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \mathbb{E}\left(\left|X_{0}\right|+\sum_{k=0}^{\infty}\left|\left(X_{k+1}-X_{k}\right) \cdot \mathbf{1}_{\tau>k}\right|\right) \\
& =\mathbb{E}\left(\left|X_{0}\right|\right)+\sum_{k=0}^{\infty} \mathbb{E}\left(\left|\left(X_{k+1}-X_{k}\right) \cdot \mathbf{1}_{\tau>k}\right|\right) \quad \text { (By Monotone Convergence Theorem) } \\
& =\mathbb{E}\left(\left|X_{0}\right|\right)+\sum_{k=0}^{\infty} \mathbb{E}\left(\left|X_{k+1}-X_{k}\right| \cdot \mathbf{1}_{\tau>k}\right) \\
& \leq \mathbb{E}\left(\left|X_{0}\right|\right)+\sum_{k=0}^{\infty} \mathbb{E}\left(b_{1} \cdot k^{b_{2}} \cdot e^{c_{3} \cdot k} \cdot \mathbf{1}_{\tau>k}\right) \\
& =\mathbb{E}\left(\left|X_{0}\right|\right)+\sum_{k=0}^{\infty} b_{1} \cdot k^{b_{2}} \cdot e^{c_{3} \cdot k} \cdot \mathbb{P}(\tau>k) \\
& \leq \mathbb{E}\left(\left|X_{0}\right|\right)+\sum_{k=0}^{\infty} b_{1} \cdot k^{b_{2}} \cdot e^{c_{3} \cdot k} \cdot c_{1} \cdot e^{-c_{2} \cdot k} \\
& =\mathbb{E}\left(\left|X_{0}\right|\right)+b_{1} \cdot c_{1} \cdot \sum_{k=0}^{\infty} k^{b_{2}} \cdot e^{-\left(c_{2}-c_{3}\right) \cdot k} \quad \text { (by condition (b)) } \\
& <\infty .
\end{aligned}
$$

Therefore, by Dominated Convergence Theorem and the fact that $X_{\tau}=\lim _{n \rightarrow \infty} X_{\tau \wedge n}$ a.s.,

$$
\mathbb{E}\left(X_{\tau}\right)=\mathbb{E}\left(\lim _{n \rightarrow \infty} X_{\tau \wedge n}\right)=\lim _{n \rightarrow \infty} \mathbb{E}\left(X_{\tau \wedge n}\right) .
$$

Finally, the result follows from properties for the stopped process $\left\{X_{\tau \wedge n}\right\}_{n \in \mathbb{N}_{0}}$ that

$$
\mathbb{E}\left(X_{\tau}\right) \leq \mathbb{E}\left(X_{0}\right)
$$

## B. 3 Proof of Theorem 4.7

Theorem 4.7. [Soundness of Potential Functions] Let $k$ be a positive integer. Suppose that there exist real numbers $c_{1}>0$ and $c_{2}>c_{3}>0$ such that (i) The maximum amplifier $c$ satisfies $c \leq e^{c_{3}}$ and (ii) the termination time random variable $\tau$ of $P$ has the concentration property, i.e., $\mathbb{P}(\tau>n) \leq c_{1} \cdot e^{-c_{2} \cdot n}$. Then the following hold:

- For any $k$-upper potential function $h, \mathbb{E}_{s^{*}}\left(X_{f}\right) \leq \bar{\Psi}_{h}^{k-1}(h)\left(s^{*}\right) \leq h\left(s^{*}\right)$.
- For any $k$-lower potential function $h, \mathbb{E}_{s^{*}}\left(X_{f}\right) \geq\left(\overline{\Psi_{h}^{\prime}}\right)^{k-1}(h)\left(s^{*}\right) \geq h\left(s^{*}\right)$.

Proof. We first proof the soundness of upper potential functions. Let $s_{n}$ be the random vector (random variable) of the program state at the $n$-th iteration of the probabilistic while loop $P$, where $s_{0}=s^{*}$ and let $H=\bar{\Psi}_{h}^{k}(h)$. By Definition 4.5 and Theorem 3.2, we obtain that $\forall s \in \operatorname{Reach}\left(s^{*}\right)$, $\bar{\Phi}(H)(s) \leq H(s)$. We define the stochastic process $\left\{X_{n}\right\}_{n=0}^{\infty}$ by

$$
X_{n}:=\left[s_{n} \vDash \varphi\right] \cdot H\left(s_{n}\right)+\left[s_{n} \not \vDash \varphi\right] \cdot f\left(s_{n}\right) .
$$

We first prove that the stochastic process $\left\{X_{n}\right\}$ is a supermartingale. We discuss this in the following two scenarios:

- if $s_{n} \not \vDash \varphi$, by the semantics of probabilistic while loop (see Section 2.2), $s_{n+1}=s_{n}$, and thus $X_{n+1}=X_{n}$, which satisfies the conditions of supermartingale;
- if $s_{n} \vDash \varphi$, we have

$$
\begin{aligned}
& \mathbb{E}_{s^{*}}\left[X_{n+1} \mid \mathcal{F}_{n}\right]=\mathbb{E}_{s^{*}}\left[\left[s_{n+1} \vDash \varphi\right] \cdot H\left(s_{n+1}\right)+\left[s_{n+1} \not \vDash \varphi\right] \cdot f\left(s_{n+1}\right)\right] \\
& =\left[s_{n+1} \neq \varphi\right] \cdot \mathbb{E}_{s^{*}}\left[H\left(s_{n+1}\right)\right]+\left[s_{n+1} \not \models \varphi\right] \cdot \mathbb{E}_{s^{*}}\left[f\left(s_{n+1}\right)\right] \\
& \text { (by definition of mathematic expectation) } \\
& =\left[s_{n+1} \mid=\varphi\right] \cdot \operatorname{pre}_{C}(H)\left(s_{n}\right)+\left[s_{n+1} \not \models \varphi\right] \cdot \mathbb{E}_{s^{*}}\left[f\left(s_{n+1}\right)\right] \\
& \text { (by definition of pre-expectation) } \\
& =\bar{\Phi}(H)\left(s_{n}\right) \\
& \leq H\left(s_{n}\right) \\
& =X_{n} \\
& \text { (by property of } H \text { ) }
\end{aligned}
$$

Combining the condition (i), (ii) and $H$ is piecewise linear, we can derive that $\mathbb{E}_{s^{*}}\left[X_{n}\right]<\infty$ holds. Thus $\left\{X_{n}\right\}$ is a supermartingale.
The condition(a) depends on the assumption that (ii) $P$ has the concentration property.
Then we prove the condition (b). We discuss this in the following three scenarios:

- if $s_{n} \not \vDash \varphi$, by the semantics of probabilistic while loop (see Section 2.2), $s_{n+1}=s_{n}$, and thus $\left|X_{n+1}-X_{n}\right|=0$;
- if $s_{n} \vDash \varphi$ and if $s_{n+1} \vDash \varphi$, since the condition (ii), we have that each program variable $x_{i}\left(i \in \mathbb{Z}^{+}\right)$and the constant term $x_{0}$ at state $s_{n}(\forall n)$ can be bounded by $K_{i} \cdot c_{i}^{n}$ for some $K_{i}, c_{i}(i \in \mathbb{N})$. In addition that $H$ is piecewise linear, we have that $H\left(s_{n}\right) \leq M_{n} \cdot c^{n}$ for $M_{n}>0$.

$$
\begin{aligned}
\left|X_{n+1}-X_{n}\right| & =\left|H\left(s_{n+1}\right)-H\left(s_{n}\right)\right| \\
& \leq\left|H\left(s_{n+1}\right)\right|+\left|H\left(s_{n}\right)\right| \\
& \leq M_{n} \cdot|c|^{n}+M_{n+1} \cdot|c|^{n+1} \\
& \leq\left(M_{n}+|c| \cdot M_{n+1}\right) \cdot|c|^{n} \\
& \leq b_{1} \cdot e^{c_{3} n}
\end{aligned}
$$

- if $s_{n} \vDash \varphi$ and if $s_{n+1} \not \vDash \varphi$, this case is similar with the case of $s_{n} \vDash \varphi \& s_{n+1} \vDash \varphi$. We have that

$$
\begin{aligned}
\left|X_{n+1}-X_{n}\right| & =\left|f\left(s_{n+1}\right)-H\left(s_{n}\right)\right| \\
& \leq\left|f\left(s_{n+1}\right)\right|+\left|H\left(s_{n}\right)\right| \\
& \leq M_{n} \cdot|c|^{n}+M_{n+1} \\
& =M_{n} \cdot|c|^{n}+M_{n+1} \cdot e^{0 \cdot n} \\
& \leq b_{1} \cdot e^{c_{3} n}
\end{aligned}
$$

By applying Theorem 4.6, we have that $\mathbb{E}_{s^{*}}\left(X_{\tau}\right) \leq \mathbb{E}_{s^{*}}\left(X_{0}\right)$. Since $\tau$ is the stopping time, there will be $s_{\tau} \not \models \varphi$, thus $X_{\tau}=f\left(s_{\tau}\right)=X_{f}$. We have $\mathbb{E}_{s^{*}}\left(X_{f}\right) \leq \mathbb{E}_{s^{*}}\left(X_{0}\right)=H\left(s^{*}\right)$. The second inequality can be derived directly from the property that $\bar{\Psi}_{h}^{k}(h) \leq h$ holds (see Appendix A. 1 and Batz et al. [12]).

The case of lower potential functions is completely dual to that of upper potential functions since we can consider the stochastic process $\left\{-X_{n}\right\}$, that is, define the stochastic process by

$$
Y_{n}:=\left[s_{n} \mid=\varphi\right] \cdot\left(-H\left(s_{n}\right)\right)+\left[s_{n} \not \models \varphi\right] \cdot\left(-f\left(s_{n}\right)\right) .
$$

The remaining proof is essentially the same.

## C SUPPLEMENTARY MATERIAL FOR SECTION 5

## C. 1 Proof of Proposition 5.3

We give a proof for Proposition 5.3 in this section.
Proposition 5.3 The upper (resp. lower) $k$-induction condition $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h\left(\right.$ resp. $\left.\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{\prime}\right)^{k-1}(h)\right) \geq$ $h)$ is equivalent with $\min \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \leq h\left(\right.$ resp. $\left.\max \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \geq h\right)$, where each $h_{i}$ uniquely corresponds to one $C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}$ and is equal to pre $_{C_{d}}(h)$.

Proof. We only proof the case of upper $k$-induction condition, as the lower case is completely dual. Obviously we only need to concentrate on the left side of the constraint: $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{k-1}(h)\right) \leq h$.

We first proof the case of $k=2$, i.e., $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{1}(h)\right) \leq h$. Since our syntax of the probabilistic programs is defined in a compositional style (see Fig. 1 in Section 2.2 for more details), we proof by induction on the structure of programs. For simplicity, we denote $\operatorname{pre}_{C}([\Phi])$ by $[\Phi(C)]$, which represent the evaluation of $[\Phi]$ after the execution of $C$.

- Case $C \equiv$ skip.

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\bar{\Psi}_{h}(h)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \bar{\Psi}_{h}(h) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \min \left\{\bar{\Phi}_{f}(h), h\right\} } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \min \{[\neg \varphi] \cdot f+[\varphi] \cdot h, h\} } \\
= & {[\neg \varphi] \cdot f+\min \{[\varphi] \cdot h,[\varphi] \cdot h\} } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot h } \\
= & \bar{\Phi}_{f}(h)
\end{aligned}
$$

It corresponds to pre-expectation of the loop-free program unfolded with twice (only one program).

- Case $C \equiv x:=e$.

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\bar{\Psi}_{h}(h)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \bar{\Psi}_{h}(h)([x / e]) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \min \{[\neg \varphi] \cdot f+[\varphi] \cdot h([x / e]), h\}([x / e]) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \min \{[\neg \varphi([x / e])] \cdot f([x / e])+} \\
& {[\varphi([x / e])] \cdot h([x / e])([x / e]), h([x / e])\} } \\
= & \min \{[\neg \varphi] \cdot f+[\varphi \wedge \neg \varphi([x / e])] \cdot f([x / e])+ \\
& {[\varphi \wedge \varphi([x / e])] \cdot h([x / e])([x / e]),[\neg \varphi] \cdot f+[\varphi] \cdot h([x / e])\} } \\
= & \min \{[\neg \varphi] \cdot f+[\varphi \wedge \neg \varphi([x / e])] \cdot f([x / e])+ \\
& {\left.[\varphi \wedge \varphi([x / e])] \cdot \operatorname{pre}_{C ; C}(h),[\neg \varphi] \cdot f+[\varphi] \cdot h([x / e])\right\} }
\end{aligned}
$$

the expressions in the minimize operator correspond to pre-expectation of the two loop-free programs unfolded within twice (one for once, and another for twice).

- Case $C \equiv C_{1} ; C_{2}$.

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\bar{\Psi}_{h}(h)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \operatorname{pre}_{C_{1}}\left(\operatorname{pre}_{C_{2}}\left(\min \left\{[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C_{1}}\left(\operatorname{pre}_{C_{2}}(h)\right), h\right\}\right)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \min \left\{\left[\neg \varphi\left(C_{1} ; C_{2}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(f)+\right.} \\
& {\left.\left[\varphi\left(C_{1} ; C_{2}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h), \operatorname{pre}_{C_{1} ; C_{2}}(h)\right\} } \\
= & \min \left\{[\neg \varphi] \cdot f+\left[\varphi \wedge \varphi\left(C_{1} ; C_{2}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(f)+\right. \\
& {\left[\varphi \wedge \neg \varphi\left(C_{1} ; C_{2}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h), } \\
& {\left.[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right\} }
\end{aligned}
$$

the expressions in the minimize operator correspond to pre-expectation of the two loop-free programs unfolded within twice (one for once, and another for twice)

- case $C \equiv\left\{C_{1}\right\}[p]\left\{C_{2}\right\}$.

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\bar{\Psi}_{h}(h)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot p \cdot \operatorname{pre}_{C_{1}}\left(\bar{\Psi}_{h}(h)\right)+[\varphi] \cdot(1-p) \cdot \operatorname{pre}_{C_{2}}\left(\bar{\Psi}_{h}(h)\right) }
\end{aligned}
$$

wherein

$$
\begin{aligned}
\operatorname{pre}_{C_{1}}\left(\bar{\Psi}_{h}(h)\right)= & \operatorname{pre}_{C_{1}}\left(\min \left\{[\neg \varphi] \cdot f+[\varphi] \cdot\left(p \cdot \operatorname{pre}_{C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{2}}(h)\right), h\right\}\right. \\
= & \min \left\{\left[\neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)+\left[\varphi\left(C_{1}\right)\right] .\right. \\
& \left.\left(p \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right), \operatorname{pre}_{C_{1}}(h)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{pre}_{C_{2}}\left(\bar{\Psi}_{h}(h)\right)= & \operatorname{pre}_{C_{2}}\left(\min \left\{[\neg \varphi] \cdot f+[\varphi] \cdot\left(p \cdot \operatorname{pre}_{C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{2}}(h)\right), h\right\}\right. \\
= & \min \left\{\left[\neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre} C_{2}(f)+\left[\varphi\left(C_{2}\right)\right] .\right. \\
& \left.\left(p \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right), \operatorname{pre}_{C_{2}}(h)\right\}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot p \cdot \min \left\{\left[\neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)\right.} \\
& \left.+\left[\varphi\left(C_{1}\right)\right] \cdot\left(p \cdot \operatorname{pre} C_{C_{1} ; C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right), \operatorname{pre}_{C_{1}}(h)\right\}+ \\
& {[\varphi] \cdot(1-p) \cdot \min \left\{\left[\neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2}}(f)\right.} \\
& \left.+\left[\varphi\left(C_{2}\right)\right] \cdot\left(p \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+(1-p) \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right), \operatorname{pre}_{C_{2}}(h)\right\} \\
= & \min \left\{[\neg \varphi] \cdot f+\left[\varphi \wedge \neg \varphi\left(C_{1}\right)\right] \cdot p \cdot \operatorname{pre}_{C_{1}}(f)+\left[\varphi \wedge \neg \varphi\left(C_{2}\right)\right] \cdot(1-p) \cdot \operatorname{pre}_{C_{2}}(f)\right. \\
& +\left[\varphi \wedge \varphi\left(C_{1}\right)\right] \cdot\left(p^{2} \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+p(1-p) \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right) \\
& +\left[\varphi \wedge \varphi\left(C_{2}\right)\right] \cdot\left((1-p) p \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+(1-p)^{2} \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right), \\
& {[\neg \varphi] \cdot f+\left[\varphi \wedge \neg \varphi\left(C_{1}\right)\right] \cdot p \cdot \operatorname{pre}_{C_{1}}(f)+} \\
& {\left[\varphi \wedge \varphi\left(C_{1}\right)\right] \cdot\left(p^{2} \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+p(1-p) \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right)+} \\
& {[\varphi] \cdot(1-p) \cdot \operatorname{pre}{C_{2}}(h), } \\
& {[\neg \varphi] \cdot f+\left[\varphi \wedge \neg \varphi\left(C_{2}\right)\right] \cdot(1-p) \cdot \operatorname{pre}_{C_{2}}(f)+} \\
& {\left[\varphi \wedge \varphi\left(C_{2}\right)\right] \cdot\left((1-p) p \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+(1-p)^{2} \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right)+} \\
& {[\varphi] \cdot p \cdot \operatorname{pre} C_{C_{1}}(h), } \\
& {[\neg \varphi] \cdot f+[\varphi] \cdot p \cdot \operatorname{pre}_{C_{1}}(h)+[\varphi] \cdot(1-p) \cdot \operatorname{pre}_{C_{2}}(h) }
\end{aligned}
$$

The first expression corresponds to the case that we unfold for twice at each state we reach (after the execution of $C_{1}$ and $C_{2}$ ), and the second (resp. third) expression corresponds to the case that we unfold for twice at the state that we reach after the execution of $C_{1}$ (resp. $C_{2}$ ) and unfold for once at the state that we reach after the execution of $C_{2}$ (resp. $C_{1}$ ). The fourth expression corresponds to the case that we unfold for once at both states, i.e., 1 -induction principle.

- case $C \equiv$ if $(\phi)\left\{C_{1}\right\}$ else $\left\{C_{2}\right\}$.

$$
\begin{aligned}
& \bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right) \\
= & {[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\bar{\Psi}_{h}(h)\right) } \\
= & {[\neg \varphi] \cdot f+[\varphi \wedge \phi] \cdot \operatorname{pre}_{C_{1}}\left(\bar{\Psi}_{h}(h)\right)+[\varphi \wedge \neg \phi] \cdot \operatorname{pre}_{C_{2}}\left(\bar{\Psi}_{h}(h)\right) }
\end{aligned}
$$

wherein

$$
\begin{aligned}
\operatorname{pre}_{C_{1}}\left(\bar{\Psi}_{h}(h)\right)= & \operatorname{pre}_{C_{1}}\left(\min \left\{[\neg \varphi] \cdot f+[\varphi] \cdot\left([\phi] \cdot \operatorname{pre}_{C_{1}}(h)+[\neg \phi] \cdot \operatorname{pre}_{C_{2}}(h)\right), h\right\}\right. \\
= & \min \left\{\left[\neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)+\left[\varphi\left(C_{1}\right)\right] \cdot\right. \\
& \left.\left(\left[\phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+\left[\neg \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right), \operatorname{pre}_{C_{1}}(h)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{pre}_{C_{2}}\left(\bar{\Psi}_{h}(h)\right)= & \operatorname{pre}_{C_{2}}\left(\min \left\{[\neg \varphi] \cdot f+[\varphi] \cdot\left([\phi] \cdot \operatorname{pre}_{C_{1}}(h)+[\neg \phi] \cdot \operatorname{pre}_{C_{2}}(h)\right), h\right\}\right. \\
= & \min \left\{\left[\neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2}}(f)+\left[\varphi\left(C_{2}\right)\right] \cdot\right. \\
& \left.\left(\left[\phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+\left[\neg \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right), \operatorname{pre}_{C_{2}}(h)\right\}
\end{aligned}
$$

Thus we have

```
    \(\bar{\Phi}_{f}\left(\bar{\Psi}_{h}(h)\right)\)
\(=[\neg \varphi] \cdot f+[\varphi \wedge \phi] \cdot \min \left\{\left[\neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)\right.\)
    \(\left.+\left[\varphi\left(C_{1}\right)\right] \cdot\left(\left[\phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+\left[\neg \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right), \operatorname{pre}_{C_{1}}(h)\right\}+\)
    \([\varphi \wedge \neg \phi] \cdot \min \left\{\left[\neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2}}(f)\right.\)
    \(\left.+\left[\varphi\left(C_{2}\right)\right] \cdot\left(\left[\phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+\left[\neg \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right), \operatorname{pre}_{C_{2}}(h)\right\}\)
\(=\min \left\{[\neg \varphi] \cdot f+\left[\varphi \wedge \phi \wedge \neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)+\right.\)
    \(\left[\varphi \wedge \neg \phi \wedge \neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2}}(f)+\)
    \(\left.\left[\varphi \wedge \phi \wedge \varphi\left(C_{1}\right) \wedge \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+\left[\varphi \wedge \phi \wedge \varphi\left(C_{1}\right) \wedge \neg \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right)+\)
    \(\left.\left[\varphi \wedge \neg \phi \wedge \varphi\left(C_{2}\right) \wedge \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+\left[\varphi \wedge \neg \phi \wedge \varphi\left(C_{2}\right) \wedge \neg \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right)\),
    \([\neg \varphi] \cdot f+\left[\varphi \wedge \phi \wedge \neg \varphi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1}}(f)+\)
    \(\left.\left[\varphi \wedge \phi \wedge \varphi\left(C_{1}\right) \wedge \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{1}}(h)+\left[\varphi \wedge \phi \wedge \varphi\left(C_{1}\right) \wedge \neg \phi\left(C_{1}\right)\right] \cdot \operatorname{pre}_{C_{1} ; C_{2}}(h)\right)+\)
    \([\varphi \wedge \neg \phi] \cdot \operatorname{pre}_{C_{2}}(h)\),
    \([\neg \varphi] \cdot f+\left[\varphi \wedge \neg \phi \wedge \neg \varphi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2}}(f)+\)
    \(\left.\left[\varphi \wedge \neg \phi \wedge \varphi\left(C_{2}\right) \wedge \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{1}}(h)+\left[\varphi \wedge \neg \phi \wedge \varphi\left(C_{2}\right) \wedge \neg \phi\left(C_{2}\right)\right] \cdot \operatorname{pre}_{C_{2} ; C_{2}}(h)\right)+\)
    \([\varphi \wedge \phi] \cdot \operatorname{pre}_{C_{1}}(h)\),
    \([\neg \varphi] \cdot f+[\varphi \wedge \phi] \cdot \operatorname{pre}_{C_{1}}(h)+[\varphi \wedge \neg \phi] \cdot \operatorname{pre}_{C_{2}}(h)\)
```

The one-to-one relation is the same as that in the former case (probabilistic choice case).
Then we proof the case of $k>2$ by mathematical induction. Suppose that the proposition holds when $k=n$, i.e., the upper $n$-induction condition $\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{n-1}(h)\right) \leq h$ is equivalent with $\min \left\{h_{1}, h_{2}, \ldots, h_{m}\right\} \leq h$, where each $h_{i}$ uniquely corresponds to one $C_{d} \in\left\{C_{1}, \ldots, C_{m}\right\}$ and is equal to $\operatorname{pre}_{C_{d}}(h)$, where $\left\{C_{1}, \ldots, C_{m}\right\}$ are all the loop-free programs generated by following the decision process in Step 2. Section 5.2 within $m$ unfolding.

Then we proof the case of $n+1$.

$$
\begin{aligned}
\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{n}(h)\right) & =\bar{\Phi}_{f}\left(\bar{\Psi}_{h}\left(\bar{\Psi}_{h}^{n-1}(h)\right)\right) \\
& =\bar{\Phi}_{f}\left(\min \left\{\bar{\Phi}_{f}\left(\bar{\Psi}_{h}^{n-1}(h)\right), h\right\}\right) \\
& =\bar{\Phi}_{f}\left(\min \left\{\min \left\{h_{1}, h_{2}, \ldots, h_{m}\right\}, h\right\}\right) \\
& =\bar{\Phi}_{f}\left(\min \left\{h_{1}, h_{2}, \ldots, h_{m}, h\right\}\right) \\
& =[\neg \varphi] \cdot f+[\varphi] \cdot \operatorname{pre}_{C}\left(\min \left\{h_{1}, h_{2}, \ldots, h_{m}, h\right\}\right)
\end{aligned}
$$

Through the same inference on the structure $C$ as above, we show it is equivalent to $\min \left\{g_{1}, g_{2}, \ldots, g_{M}\right\}$, where $M \geq m+1$ and each $g_{i}$ uniquely corresponds to one $C_{d} \in\left\{C_{1}, \ldots, C_{M}\right\}$ and is equal to $\operatorname{pre}_{C_{d}}(h)$, where $\left\{C_{1}, \ldots, C_{M}\right\}$ are all the loop-free programs generated by following the decision process in Step 2. Section 5.2 within $n+1$ unfolding. Thus the proposition holds when $k=n+1$. Notice that the operators $\bar{\Phi}_{f}$ and pointwise min are noncommutative.

By mathematical induction, the proposition holds for $k \geq 2$.

## C. 2 Supplementary Material for the Pedagogical Explanation in Step 2

We supplement the case of the upper $k$-induction condition in Example 5.4. We show all potential cases derived from upper 3-induction condition with a simplified dendrogram in the figure 3 . Notice


Fig. 3. 3-induction condition example 5.4
that in figure 3, the state $\overline{s_{i}}$ represents for all the potential states at the $i$-th iteration of the while loop.
Remarks: If there is only a probabilistic choice structure (or conditional structure) in the loop body, that is, $C=\left\{C_{1}\right\}[p]\left\{C_{2}\right\}$, the total count of the items in the minimize operator satisfies the iteration relation the $C_{k+1}=\left(C_{k}+1\right)^{2}\left(k \in \mathbb{Z}_{+}\right)$. For general loop body, the total count of the items satisfies $C_{k+1}=\left(C_{k}+1\right)^{b}\left(k \in \mathbb{Z}_{+}\right)$, where $b$ represents for the count of branches when executing the loop body $C$ once from one state.

## C. 3 Supplementary Material for Step 4 in Section 5.2

Motzkin's Transposition Theorem is a classical theorem that provides a dual characterization for the satisfiability of a system of strict and non-strict inequalities. Below we present the original Motzkin's Transposition Theorem.

Theorem C. 1 (Motzkin's Transposition Theorem [50]). Given the set of linear, and strict linear, inequalities over real-valued variables $x_{1}, x_{2}, \ldots, x_{n}$,

$$
S=\left[\begin{array}{c}
\sum_{i=1}^{n} \alpha_{(1, i)} \cdot x_{i}+\beta_{1} \leq 0 \\
\vdots \\
\sum_{i=1}^{n} \alpha_{(m, i)} \cdot x_{i}+\beta_{m} \leq 0
\end{array}\right] \text { and } \quad T=\left[\begin{array}{c}
\sum_{i=1}^{n} \alpha_{(m+1, i)} \cdot x_{i}+\beta_{m+1}<0 \\
\vdots \\
\sum_{i=1}^{n} \alpha_{(m+k, i)} \cdot x_{i}+\beta_{m+k}<0
\end{array}\right]
$$

in which $\alpha_{(1,1)}, \ldots, \alpha_{(m+k, n)}$ and $\beta_{1}, \ldots, \beta_{m+k}$ are real-valued, we have that $S$ and $T$ simultaneously are not satisfiable (i.e., they have no solution in $x$ ) if and only if there exist non-negative real numbers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$ such that either the condition $\left(A_{1}\right)$ :

$$
0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, n)}, 1=\left(\sum_{i=1}^{m+k} \lambda_{i} \beta_{i}\right)-\lambda_{0},
$$

or condition $\left(A_{2}\right)$ : at least one coefficient $\lambda_{i}$ for $i$ in the range $\{m+1, \ldots, m+k\}$ is non-zero and

$$
0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, n)}, 0=\left(\sum_{i=1}^{m+k} \lambda_{i} \beta_{i}\right)-\lambda_{0} .
$$

In our work, we consider the variant form of Motzkin's Transposition Theorem(see Theorem 5.7) and below we proof it.
Theorem 5.7. [Corollary of Motzkin's Transposition Theorem] Let $S$ and $T$ be the same systems of linear inequalities as that in Theorem C.1. If $S$ is satisfiable, then $S \wedge T$ is unsatisfiable iff there exist non-negative reals $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$ and at least one coefficient $\lambda_{i}$ for $i \in\{m+1, \ldots, m+k\}$ is non-zero, such that:

$$
0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, n)}, 0=\left(\sum_{i=1}^{m+k} \lambda_{i} \beta_{i}\right)-\lambda_{0} .
$$

i.e., the condition $\left(A_{2}\right)$ in Theorem C.1.

Before we proof the theorem, we introduce the desired theorem: Farkas's Lemma:
Lemma C. 2 (Farkas's lemma [28]). Consider the following system of linear inequalities over real-valued variables $x_{1}, x_{2}, \ldots, x_{n}$,

$$
S=\left[\begin{array}{lllll}
\alpha_{(1,1)} x_{1} & +\cdots+ & \alpha_{(1, n)} x_{n} & +\beta_{1} & \leq 0 \\
\vdots & \vdots & \vdots & \vdots & \\
\alpha_{(m, 1)} x_{1} & +\cdots+ & \alpha_{(m, n)} x_{n} & +\beta_{m} & \leq 0
\end{array}\right]
$$

When $S$ is satisfiable, it entails a given linear inequality

$$
\phi: c_{1} x_{1}+\ldots+c_{n} x_{n}+d \leq 0
$$

if and only if there exist non-negative real numbers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m}$, such that

$$
c_{1}=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, 1)}, \ldots, c_{n}=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, n)}, d=\left(\sum_{i=1}^{m} \lambda_{i} \beta_{i}\right)-\lambda_{0}
$$

Furthermore, $S$ is unsatisfiable if and only if the inequality $1 \leq 0$ can be derived as shown above.
Now we proof the corollary (Theorem 5.7).
Proof. Proof by contradiction. According to Motzkin's Transposition Theorem, $S$ and $T$ have no solution in $x$ if and only if there exists non-negative real numbers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$ such that either condition $\left(A_{1}\right)$ or $\left(A_{2}\right)$ is satisfied. We first proof $\left(\lambda_{m+1} \neq 0\right) \vee\left(\lambda_{m+2} \neq 0\right) \vee \ldots \vee\left(\lambda_{m+k} \neq 0\right)$.

If it is not satisfied, we assume that $\lambda_{m+1}=\ldots=\lambda_{m+k}=0$. Then we know the condition $\left(A_{1}\right)$ must be satisfied and we have (By applying the assumption $\lambda_{m+1}=\ldots=\lambda_{m+k}=0$ ):

$$
0=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, n)}, \sum_{i=1}^{m} \lambda_{i} \beta_{i}=\lambda_{0}+1 \geq 1,
$$

By applying Farkas's Lemma, we have:

$$
c_{1}=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, 1)}=0, \ldots, c_{n}=\sum_{i=1}^{m} \lambda_{i} \alpha_{(i, n)}=0, d=\left(\sum_{i=1}^{m} \lambda_{i} \beta_{i}\right)-\lambda_{0}=\lambda_{0}+1-\lambda_{0}=1,
$$

Thus we have:

$$
\phi=c_{1} x_{1}+\ldots+c_{n} x_{n}+d=d=1 \leq 0
$$

if and only if $S$ is not satisfiable, which contradicts the assumption, so the assumption does not hold. We have proved $\left(\lambda_{m+1} \neq 0\right) \vee\left(\lambda_{m+2} \neq 0\right) \vee \ldots \vee\left(\lambda_{m+k} \neq 0\right)$.

If condition $\left(A_{1}\right)$ is satisfied, then exists non-negative real numbers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$ and $\left(\lambda_{m+1} \neq\right.$ $0) \vee\left(\lambda_{m+2} \neq 0\right) \vee \ldots \vee\left(\lambda_{m+k} \neq 0\right)$ (what we just prove) such that

$$
0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, 1)}, \ldots, 0=\sum_{i=1}^{m+k} \lambda_{i} \alpha_{(i, n)}, 1=\left(\sum_{i=1}^{m+k} \lambda_{i} \beta_{i}\right)-\lambda_{0}
$$

let $\lambda_{0}^{\prime}=\lambda_{0}+1 \geq 0$ and we can find that it also satisfies the condition $\left(A_{2}\right)$, that is $A_{1} \Longrightarrow A_{2}$. Thus, Motzkin's Transposition Theorem can be simplified as: If $S$ is satisfiable, then $S$ and $T$ have no solution in $x$ if and only if there exists non-negative real numbers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m+k}$, such that:

$$
\left(\left(A_{1} \vee A_{2}\right) \wedge\left(A_{1} \Longrightarrow A_{2}\right)\right) \Longleftrightarrow A_{2}
$$

Thus we prove Theorem 5.7.

## D SUPPLEMENTARY MATERIAL FOR SECTION 6

## D. 1 Supplementary Experimental Results

In this section, as shown in Benchmarks in Section 6.1, we supplement the benchmarks that are either repetitive patterns or cannot be handled by $k$-induction with small $k=2,3$ or can be directly handled by 1 -induction. These benchmarks are not concluded in Tables 1 and 3 in the main text, and we show the experimental results of these benchmarks in Tables 5 and 6 . These supplementary benchmarks mainly come from Bao et al. [5], Batz et al. [11]. Below we show the details.
Upper bounds. The results of upper bounds are shown in Table 5. For bRP, GRID-small, which are taken from Batz et al. [11], we add a suitable linear return function $f$ and find that they can be directly handled by 1 -induction. For bounded-random-walk-multi-Step, zero-conf, they cannot be handled by $k$-induction with small $k=2$,3. For the benchmarks in Bao et al. [5], we select the representative benchmarks and do not list the experimental results of the benchmarks that have repetitive patterns, such as, the Geo series (similar with Geo, Bin0, Sum0 (similar with Bin series). For Gambler, Bin1, Duelling, we find that they can be directly handled by 1 -induction. For GeoAr, Bin2, we find that they cannot be handled by $k$-induction with small $k=2,3$.
Lower Bounds. We consider the same benchmarks as that in the case of upper bounds. On all but two benchmarks (GeoAr, Bin2), we find that they can be handled by 1-induction. For the benchmarks GeoAr, Bin2, we find that they cannot be handled by $k$-induction with small $k=2,3$.

## D. 2 Application of Putinar's Positivstellensatz [53]

We recall Putinar's Positivstellensatz below.
Theorem D. 1 (Putinar's Positivstellensatz [53]). Let $V$ be a finite set of real-valued variables and $g, g_{1}, \ldots, g_{m} \in \mathbb{R}[V]$ be polynomials over $V$ with real coefficients. Consider the set $\mathcal{S}:=\{\mathbf{x} \in$ $\mathbb{R}^{V} \mid g_{i}(\mathbf{x}) \geq 0$ for all $\left.1 \leq i \leq m\right\}$ which is the set of all real vectors at which every $g_{i}$ is non-negative. If (i) there exists some $g_{k}$ such that the set $\left\{\mathbf{x} \in \mathbb{R}^{V} \mid g_{k}(\mathbf{x}) \geq 0\right\}$ is compact and (ii) $g(\mathbf{x})>0$ for all $\mathrm{x} \in \mathcal{S}$, then we have that

$$
\begin{equation*}
g=f_{0}+\sum_{i=1}^{m} f_{i} \cdot g_{i} \tag{12}
\end{equation*}
$$

for some polynomials $f_{0}, f_{1} \ldots, f_{m} \in \mathbb{R}[V]$ such that each polynomial $f_{i}$ is the a sum of squares (of polynomials in $\mathbb{R}[V])$, i.e. $f_{i}=\sum_{j=0}^{k} q_{i, j}^{2}$ for polynomials $q_{i, j}$ 's in $\mathbb{R}[V]$.

Table 5. Other Experiment Results: Upper Case

| Benchmark | $f$ | Inv | 1-induction |  | 2-induction |  | Piecewise Upper Bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Time (s) | Solution | Time (s) | Solution |  |
| BRPVARIANT | totalFail | $\begin{gathered} {[0 \leq \text { sent } \leq(\text { toSend }+1)} \\ \wedge 0 \leq \text { totalFail }] \end{gathered}$ | 0.12 | $\begin{aligned} & -\frac{1}{9} \text { sent }+\frac{1}{9} \text { toSend } \\ & + \text { totalFail }+\frac{1}{9} \end{aligned}$ | 0.73 | $\begin{gathered} -\frac{1}{9} \text { sent }+\frac{1}{9} \text { toSend } \\ + \text { totalFail }+\frac{1}{9} \end{gathered}$ | $\begin{gathered} {[\text { sent } \geq \text { toSend }] \cdot \text { totalFail }+} \\ {[\text { sent }<\text { toSend }] \cdot\left(-\frac{1}{9} \text { sent }+\frac{1}{9}\right. \text { toSend }} \\ \left.\quad+\text { totalFail }+\frac{1}{9}\right) \end{gathered}$ |
| BOUNDED-RW-MULTI-STEP | $x$ | $\begin{gathered} {[0 \leq x \wedge} \\ 1 \leq s \leq 5] \end{gathered}$ | 0.46 | - | 149.80 | - | - |
| GRID-SMALL | $a+b$ | [ $0 \leq a \leq 11 \wedge 0 \leq b \leq 11]$ | 0.12 | 22 | 1.43 | 22 | $\begin{gathered} {[a<0 \vee a>10 \vee b<0 \vee b>10] \cdot(a+b)} \\ {[0 \leq a \leq 10 \wedge 0 \leq b \leq 10] \cdot 22} \\ \hline \end{gathered}$ |
| Zero-conf | cur | $\begin{gathered} {[0 \leq \text { start } \leq 1 \wedge} \\ 0 \leq \text { est } \leq 1] \end{gathered}$ | 0.3 | - | 6.11 | - | $\cdots$ |
| Gambler | $i$ | $[0 \leq x \leq y]$ | 0.17 | $5 y-5 x+i$ | 1.79 | $5 y-5 x+i$ | $\begin{gathered} {[0<x<y] \cdot(5 y-5 x+i)+} \\ {[x \leq 0 \vee x \geq y] \cdot i} \end{gathered}$ |
| GeoAr | $x$ | $[0 \leq z]$ | 0.17 | - | 0.59 | - | - |
| Bin 1 | $y$ | [ $x \leq 10$ ] | 0.13 | $y-0.5 x+5.0$ | 0.75 | $y-0.5 x+5.0$ | $[x \geq 10] \cdot y+[x<10] \cdot(y-0.5 x+5.0)$ |
| Bin2 | $x$ | $[0 \leq i]$ | 0.15 | - | 0.82 | - | - |
| Duelling | $t$ | $[0 \leq t \leq 1 \wedge 0 \leq c \leq 1]$ | 0.22 | 1 | 5.7 | $0.1 t+0.9$ | $\begin{gathered} {[c<1] \cdot t+} \\ {[c \geq 1 \wedge t==1] \cdot(0.45 t+0.5)} \\ {[c \geq 1 \wedge t==0] \cdot(0.725 t+0.25)} \end{gathered}$ |

Table 6. Other Experiment Results: Lower Case

| Benchmark | $f$ | Inv | 1-induction |  | 2-induction |  | Piecewise Lower Bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Time (s) | Solution | Time (s) | Solution |  |
| BRP- <br> VARIANT | totalFail | $\begin{gathered} {[0 \leq \text { sent } \leq(\text { toSend }+1)} \\ \wedge 0 \leq \text { totalFail }] \end{gathered}$ | 0.12 | $\begin{gathered} -\frac{1}{9} \text { sent }+\frac{1}{9} \text { toSend } \\ + \text { totalFail } \end{gathered}$ | 0.69 | $\begin{gathered} -\frac{1}{9} \text { sent }+\frac{1}{9} \text { toSend } \\ + \text { totalFail } \end{gathered}$ | $[$ sent $\geq$ toSend $] \cdot$ totalFail + $[$ sent $<$ toSend $] \cdot\left(-\frac{1}{9}\right.$ sent $+\frac{1}{9}$ toSend +totalFail $)$ |
| BOUNDED-RW-MULTI-STEP | $x$ | $\begin{gathered} {[0 \leq x \wedge} \\ 1 \leq s \leq 5] \end{gathered}$ | 0.46 | $x$ | 149.89 | $x$ | $\begin{gathered} {[x \leq 0 \vee s<1 \vee s>5] \cdot x} \\ {[0<x<=1 \wedge 1 \leq s \leq 5] \cdot(x+1)} \\ {[1<x \wedge 1 \leq s \leq 5] \cdot(x+s)} \end{gathered}$ |
| GRID-SMALL | $a+b$ | $[0 \leq a \leq 11 \wedge 0 \leq b \leq 11]$ | 0.12 | 10 | 1.60 | 10 | $\begin{gathered} {[a<0 \vee a>10 \vee b<0 \vee b>10] \cdot(a+b)} \\ {[0 \leq a \leq 10 \wedge 0 \leq b \leq 10] \cdot 10} \end{gathered}$ |
| Zero-conf | cur | $\begin{gathered} {[0 \leq \text { start } \leq 1 \wedge} \\ 0 \leq \text { established } \leq 1 \wedge \\ 0 \leq \text { cur } \leq 100000001 \end{gathered}$ | 0.29 | cur | 6.08 | cur | $\begin{gathered} {[\text { cur }\langle 0 \vee \text { cur }>=100000000 \vee \text { est }>0] \cdot \text { cur }} \\ {[0 \leq \text { cur } \leq 100000000 \wedge \text { est } \leq 0 \wedge \text { start }==1] \cdot \text { cur }} \\ {[0 \leq \text { cur } \leq 100000000 \wedge \text { est } \leq 0 \wedge \text { start }==0]} \\ \cdot(0.999999999 \text { cur }+0.999999999) \end{gathered}$ |
| Gambler | $i$ | $[0 \leq x \leq y]$ | 0.16 | $i$ | 1.61 | $i$ | $\begin{gathered} {[0<x<y] \cdot(i+1)+} \\ {[x \leq 0 \vee x \geq y] \cdot i} \\ \hline \end{gathered}$ |
| GeoAr | $x$ | $[0 \leq z]$ | 0.13 | - | 0.49 | - | - |
| Bin 1 | $y$ | [ $x \leq 10$ ] | 0.12 | $y-0.5 x+5.0$ | 0.78 | $y-0.5 x+5.0$ | $[x \geq 10] \cdot y+[x<10] \cdot(y-0.5 x+5.0)$ |
| Bin2 | $x$ | $[0 \leq i]$ | 0.17 | - | 0.87 | - | - |
| Duelling | $t$ | $[0 \leq t \leq 1 \wedge 0 \leq c \leq 1]$ | 0.23 | $0.084 t-0.083 c$ | 5.77 | $t-\frac{3}{7} c$ | $\begin{gathered} {[c<1] \cdot t+} \\ {[c \geq 1 \wedge t==1] \cdot \frac{2}{7}} \\ {[c \geq 1 \wedge t==0] \cdot\left(0.5 t+\frac{1}{7}\right)} \\ \hline \end{gathered}$ |

In our comparison, we utilize the sound form in (12) for witnessing a polynomial $g$ to be nonnegative over a semi-algebraic set $P$ for each inductive constraint $\forall x \in P, g(x) \geq 0$. In our comparison, the constraints come from the inductive principle.

## E BENCHMARK PROGRAMS

This section contains the benchmark programs evaluated in our work.

## E. 1 Programs in Tables 1 and 3

This section contains the benchmark programs in the main text.

Example E. 1 (Geo).

$$
\begin{aligned}
& C_{\mathrm{Geo}}: \quad \text { while }(0 \leq c)\{ \\
& \quad\{c:=1\}[0.5]\{x:=x+1\} \\
& \\
& \quad\}
\end{aligned}
$$

Example E. 2 (k-geo).

$$
\begin{aligned}
& C_{\mathrm{k} \text {-geo }:} \quad \text { while }(k \leq N)\{ \\
& \qquad\{k:=k+1 ; y:=y+x ; x:=0\}[0.5]\{x:=x+1\} \\
& \quad\}
\end{aligned}
$$

Example E. 3 (Binomial-random).

$$
\begin{aligned}
& C_{\text {Bin-ran }}: \quad \text { while }(i \leq 10)\{ \\
& \qquad \begin{array}{l}
\{x:=x+1\}[0.5]\{x:=0\} \\
\\
\quad\{y:=y+x ; i:=i+1\}[0.9]\{y:=y+1 ; i:=0\}
\end{array}
\end{aligned}
$$

Example E. 4 (Coin).

$$
\begin{aligned}
& C_{\text {Coin }}: \quad \text { while }(x=y)\{ \\
& \\
& \quad\{x:=0\}[3 / 4]\{x:=1\} \\
& \\
& \\
& \\
& \\
& \quad\{y:=0\}[3 / 4]\{y:=1\} \\
& \\
& \}
\end{aligned}
$$

Example E. 5 (Martingale).

$$
\begin{aligned}
& C_{\text {Mart }}: \quad \text { while }(0<x)\{ \\
& \qquad \begin{aligned}
& \{y:=y+x ; x:=0\}[0.5]\{y:=y-x ; x:=2 * x\} \\
& i:=i+1 ;
\end{aligned}
\end{aligned}
$$

Example E. 6 (Growing Walk).

$$
\begin{aligned}
& C_{\text {Growing Walk }}: \text { while }(0 \leq x)\{ \\
& \qquad\{x:=x+1 ; y:=y+x\}[0.5]\{x:=-1\}
\end{aligned}
$$

Example E. 7 (Growing Walk variant1).

$$
\begin{aligned}
& C_{\text {Growing Walk } 1}: \quad \text { while }(0 \leq x)\{ \\
& \qquad\{x:=x-1 ; y:=y+x\}[0.5]\{x:=1\}
\end{aligned}
$$

Example E. 8 (Expected Time).

$$
\begin{aligned}
& C_{\text {Expected Time }}: \quad \text { while }(0 \leq x)\{ \\
& \qquad\{x:=x-1 ; t:=t+1\}[0.9]\{x:=10 ; t:=t+1\} \\
& \qquad\}
\end{aligned}
$$

Example E. 9 (Bernoulli's St. Petersburg Paradox variant).

$$
\begin{array}{ll}
C_{\text {St. Petersburg1 } 1}: & \text { while }(x \leq 0)\{ \\
& \{x:=1\}[0.75]\{y:=2 * y\} \\
& \}
\end{array}
$$

Example E. 10 (Zero Conference variant).
$C_{\text {Zero-Conf-Var }}: \quad$ while $($ established $\leq 0 \wedge$ start $\leq 1)\{$ if $($ start $\geq 1)$ \{
$\{$ start $:=0\}[0.3]\{$ start $:=0$; established $:=1\}\}$
else $\{\{$ curprobe $:=$ curprobe +1$\}[0.99]\{$ start $:=1 ;$ curprobe $:=$ curprobe -1$\}\}$ \}

Example E. 11 (Equal Probability Grid Family).

$$
\begin{gathered}
C_{\text {Equal-Prob-Grid-Family }}: \quad \text { while }(a \leq 10 \wedge b \leq 10 \wedge \text { goal }=0)\{ \\
\quad \text { if }(b \geq 10)\{ \\
\quad\{\text { goal }:=1\}[0.5]\{\text { goal }:=2\}\} \\
\text { else }\{ \\
\text { if }(a \geq 10)\{ \\
a:=a-1\} \\
\\
\text { else }\{ \\
\\
\\
\} \quad\{a:=a+1\}[0.5]\{b:=b+1\}\}
\end{gathered}
$$

Example E. 12 (RevBin).

$$
\begin{aligned}
& C_{\text {RevBin }}: \quad \text { while }(1 \leq x)\{ \\
& \quad\{x:=x-1 ; z:=z+1\}[0.5]\{z:=z+1\} \\
& \quad\}
\end{aligned}
$$

Example E. 13 (Fair Coin).

$$
\begin{aligned}
& C_{\text {Fair Coin }}: \quad \text { while }(x \leq 0 \wedge y \leq 0)\{ \\
& \quad\{x:=0\}[0.5]\{x:=1 ; i:=i+1\} \\
& \\
& \quad\{y:=0\}[0.5]\{y:=1 ; i:=i+1\}
\end{aligned}
$$

## E. 2 Programs in Tables 5 and 6

This section contains the benchmarks in the appendix.
Example E. 14 (brp-variant).

$$
\begin{aligned}
& C_{\text {brp-variant }}: \quad \text { while }(\text { send } \leq \text { toSend })\{ \\
& \\
& \quad\{\text { sent }:=\text { sent }+1\}[0.9]\{\text { totalFail }:=\text { totalFail }+1\}
\end{aligned}
$$

Example E. 15 (grid-small).

$$
\begin{aligned}
& C_{\text {grid-small }}: \quad \text { while }(a<10 \wedge b<10)\{ \\
& \qquad\{a:=a+1\}[0.5]\{b:=b+1\}
\end{aligned}
$$

Example E. 16 (Zero Conference).
$C_{\text {Zero-Conf }}: \quad$ while $($ curprobe $<100000000 \wedge$ established $\leq 0 \wedge$ start $\leq 1)\{$

```
                        if ( start \geq 1) {
                    {start }:=0}[0.5]{\mathrm{ start := 0; established := 1} }
        else { {curprobe := curprobe + 1} [0.999999999] {start := 1; curprobe := 0} }
```

\}

Example E. 17 (bounded RW multi step).

$$
\left.\begin{array}{l}
C_{\text {bounded-rw-multi-step }}: \quad \text { while }(0<x \wedge 1 \leq s \wedge s \leq 5)\{ \\
\quad\{x:=x-1\} \\
\quad[0.5] \\
\{\text { if }(x \leq 1)\{ \\
\quad s:=1: 1 / 5+2: 1 / 5+3: 1 / 5+4: 1 / 5+5: 1 / 5 ; \\
\} \text { else }\{\text { skip }\} \\
x:=x+s ;
\end{array}\right\}
$$

Example E. 18 (Duel Boy).

$$
\begin{aligned}
& C_{\text {Duel }}: \quad \text { while }(c \geq 1)\{ \\
& \left.\qquad \begin{array}{l}
\quad \text { if }(t>0)\{ \\
\quad\{c:=0\}[0.5]\{t:=1-t\} \\
\\
\\
\}
\end{array}\right\} \text { else }\{\{c:=0\}[0.75]\{t:=1-t\}\}
\end{aligned}
$$

Example E. 19 (Gambler).

$$
\begin{aligned}
& C_{\text {Gambler }}: \quad \text { while }(0<x \wedge x<y)\{ \\
& \qquad\{x:=x+1 ; i:=i+1\}[0.6]\{x:=x-1 ; i:=i+1\} \\
& \quad\}
\end{aligned}
$$

Example E. 20 (GeoAr).

$$
\begin{aligned}
& C_{\mathrm{GeoAr}}: \quad \text { while }(0<z)\{ \\
& \qquad \begin{array}{l}
y:=y+1 ; \\
\\
\quad\{x:=x+y\}[0.9]\{z:=0\}
\end{array}
\end{aligned}
$$

## Example E. 21 (Bin1).

$$
\begin{aligned}
& C_{\mathrm{Bin} 1}: \quad \text { while }(x<10)\{ \\
& \qquad\{y:=y+1 ; x:=x+1\}[0.5]\{x:=x+1\} \\
& \quad\}
\end{aligned}
$$

Example E. 22 (Bin2).

$$
\begin{aligned}
& C_{\text {Gambler }}: \quad \text { while }(i>0)\{ \\
& \qquad\{x:=x+1 ; i:=i-1\}[0.25]\{x:=x+y ; i:=i-1\} \\
& \quad\}
\end{aligned}
$$
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