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KUROKAWA-MIZUMOTO CONGRUENCE AND DIFFERENTIAL
OPERATORS ON AUTOMORPHIC FORMS

NOBUKI TAKEDA

Abstract. We give the sufficient conditions for the vector-valued Kurokawa-Mizumoto con-
gruence related to the Klingen-Eisenstein series to hold. And we give a reinterpretation for
differential operators on automorphic forms by the representation theory.

1. Introduction

Let k, ν be even integers, and f(z) =
∑

n>0 a(n,f)e(nz) be a (degree 1) normalized Hecke
eigenform of weight k+ ν. Here e(x) := e2πix for x ∈ C. Then, it is conjectured that for a
sufficiently large prime ideal p of Hecke field Q(f) for f associated with the special value of the
L-function L(k− 1, f,St), there is a some degree 2 Siegel cusp form F of weight detk⊗Symν

and that the following congruence holds:

λF (p) = (1+ pk−2)a(p, f) mod p′,

where λF (p) is the eigenvalue of the Hecke operator T (p) on F , and p′ is a prime ideal of
Q(f,F ) = Q(f) ·Q(F ) lying above p. Let [f ](k+ν,k) be a Klingen-Eisenstein lift of f to a
degree 2, weight detk⊗Symν . Since λ[f ](k+ν,k) = (1+ pk−2)a(p, f) due to Arakawa [2], This
congruence is between a Klingen-Eisenstein lift and another Siegel modular form. Congru-
ences of this type are proved initially by Kurokawa [19] for k = 20, ν = 0, then by Mizu-
moto [20] for k = 22, ν = 0, and by Satoh [23] for ν = 2, and sufficient conditions examined
by Katsurada-Mizumoto [16] for ν = 0. We call the congruences of this type Kurokawa-
Mizumoto congruences.
We give sufficient conditions for the vector-valued Kurokawa-Mizumoto congruence. This

result proves Conjecture 10.6 of Begström, Faber and van der Geer [5].

Theorem (Theorem 5.10). Let k,ν be positive even integers with k ≥ 4, f1,1 = f, . . . , f1,d1
be a basis of Sk+ν (Γ1) consist of normalized Hecke eigenforms, p be a prime number of Q
and A ∈ H2(Z)>0 be a half-integral positive definite matrix of degree 2. Suppose that A and
p satisfy the following conditions:

(1) ordp(L(k− 1, f,St)) =: α > 0,
(2) ordp(C4,k(f)a(A, [f ](k+ν,k))) = 0,
(3) p ≥ 2(k+ ν)− 3.

Then, there is a Hecke eigenform G ∈ Mρ2(Γ2) such that G is not a scalar multiple of

[f ](k+ν,k) and

[f ](k+ν,k) ≡ev G mod p

for some prime ideal p | p of Q(G). If ordp(γ1) = 0, Condition (3) can be changed to Condi-
tion (3)’:
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(3)’ p ≥ max{2k,k+ ν − 2}.
If moreover k ≥ 6 and p satisfy the following conditions:

(4) ordp(L(k− 1, f1,i,St)) ≤ 0 (2 ≤ i ≤ d1),
(5) p is coprime with every A(fr,i) (1 ≤ r ≤ 2, 1 ≤ i ≤ dr).

there is a Hecke eigenform G ∈ Sρ2(Γ2) such that G is not a scalar multiple of [f ](k+ν,k) and

[f ](k+ν,k) ≡ev G mod pα

for some prime ideal p | p of Q(G).

The former part of the proof of this theorem follows Atobe-Chida-Ibukiyama-Katsurada-
Yamauchi’s method [3], and the key to the proof of the main theorem is the following lemma
[3, Lemma 6.10].

Lemma (Lemma 3.5). Let F1, . . . ,Fd be Hecke eigenforms in Mk(Γn) linearly independent
over C. Let K be the composite field Q(F1), . . . ,Q(Fd), O the ring of integers in K and p a
prime ideal of K. Let G(Z) ∈ (Mρn(Γn)⊗ Vn,k)(O(p)) and assume the following conditions

(1) G is expressed as

G(Z) =

d∑

i=1

ciFi(Z)

with ci ∈ Vn,k.
(2) c1a(A,F1) ∈ (Vn,k ⊗ Vn,k)(K) and ordp(c1a(A,F1)) < 0 for some A ∈ Hn(Z).

Then there exists i 6= 1 such that

Fi ≡ev F1 mod p.

The latter part of the proof of the main theorem is due to Katsurada-Mizumoto’s method
[16].
To obtain the main theorem, we take as G(Z) in this corollary a function constructed

from the Siegel-Eisenstein series En,k(Z,s) and using the pullback formula (Theorem 4.16),
we show that a decomposition of G(Z) that satisfies the conditions of the corollary can be
obtained. We also showed in Theorem 5.14, using Galois representations, the conditions
under which G in Theorem 5.10 can be taken as a cusp form.
In the course of the proof, we will discuss using differential operators that preserve the

automorphic properties, which are deeply investigated by Ibukiyama [10, 11]. In this paper,
we also reinterpreted this differential operator by using Howe duality in representation theory.

Theorem (Theorem 4.12). Let F be a holomorphic automorphic form of weight k
2
1n for

Γn and D ∈ ∆n,k be a Young diagram such that l(D) ≤ min{n1, . . . , nd}. We put ∂Z =(
1+δi,j

2
∂

∂zi,j

)
. We denote by Res be the restriction of a function on Hn to Hn1 × · · · ×Hnd

Then for any h ∈
((

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

Uτ ′
ns,k

(D)

))K̃ ′

, Res(Φh(∂Z) ·F ) is a holomor-

phic automorphic form of weight
⊗d

s=1 (τns,k(D)) for Γn.

This paper is organized as follows: In Section 2, We explain the Siegel modular form, the
Hecke operator, and the terminology used in this paper. In Section 3, we define the Siegel
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operator and Klingen-Eisenstein series that raise and lower the degree of Siegel modular
forms and review their properties. In Section 4, we state the results of differential operators
that preserve the automorphic properties and give an interpretation by representation theory
of the differential operator. Then, we explain the Pullback formula, which is the key to the
proof of the main theorem. In Section 5, we prove the main theorem. In Section 6, we
consider the conditions that appear in the main theorem (Theorem 5.10). In section 7, we
give explicit examples of Kurokawa-Mizumoto congruences.
Notation. For a commutative ring R, we denote by R× the unit group of R. We denote

by Mm,n(R) the set of m× n matrices with entries in R. In particular, we denote Mn(R) :=
Mn,n(R). Let GLn(R) ⊂ Mn(R) be a general linear group of degree n. For an element
X ∈ Mn(R), we denote by X > 0 (resp. X ≥ 0) X is a positive definite matrix (resp. a
non-negative definite matrix). For a subset S ⊂ Mn(R), we denote by S>0 (resp. S≥0) the
subset of positive definite (resp. non-negative definite) matrices in S. Let detk be the 1
dimensional representation of multiplying k-square of determinant for GLn(C), and Symν be
the degree ν symmetric tensor product representation of GL2(C).
Let K be an algebraic field, and p be a prime ideal of K. We denote by Kp be a p-adic

completion ofK and by OK the integer ring ofK. We denote by ordp(·) the additive valuation
of Kp normalized so that ordp(̟) = 1 for a prime element ̟ of Kp. Let pp be the prime
number such that ppZ = Z∩ p.
If a group G acts on a set V then, we denote by V G the G-invariant subspace of V .

2. Siegel Modular Forms

Let Hn be the Siegel upper half space of degree n, that is

Hn = {Z ∈ Mn(C)|Z = tZ = X +
√
−1Y, X,Y ∈ Mn(R), Y > 0}.

We put Γn = Spn(Z) = {M ∈ GL2n(Z)|MJn
tM = Jn}, where Jn =

(
On In
−In On

)
.

Let (ρ,V ) be a polynomial representation of GLn(C) on a finite-dimensional complex vector
space V , and take a Hermitian inner product on V such that

(ρ(g)v,w) = (v,ρ(tḡ)w).

For a V -valued function F on Hn, and g =

(
A B
C D

)
∈ Γn, put j(g,Z) = CZ +D, and

F |ρ[g](Z) = ρ(j(g,Z))−1F ((AZ +B)(CZ +D)−1) (Z ∈ Hn).

We say that F is a (level 1 holomorphic) Siegel modular form of weight ρ if F is a holomorphic
V -valued function on Hn and F |ρ[g] = F for all g ∈ Γn. (When n = 1, another holomorphic
condition is also needed.)
LetHn(Z)≥0 (resp. Hn(Z)>0) be the set of half-integral non-negative definite (resp. positive

definite) matrices of degree n. A modular form F ∈ Mρ (Γn) has the Fourier expansion

F (Z) =
∑

T∈Hn(Z)≥0

a(F,T )e(tr(TZ)),

where a(F,T ) ∈ V , e(z) = exp(2π
√
−1z), and tr is the trace of Mn(C). If a(F,T ) = 0 unless

T is positive definite, we say that F is a (level 1 holomorphic) Siegel cusp form of weight
(ρ,V ). We denote by Mρ (Γn) (resp. Sρ (Γn)) a complex vector space of all modular (resp.
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cusp) forms of weight ρ. For F,G ∈ Mρ (Γn), we can define the Petersson inner product as

(F,G) =

∫

D

(
ρ(
√
Y )F (Z), ρ(

√
Y )G(Z)

)
det(Y )−n−1dZ,

where Y = ℑ(Z),
√
Y is a positive definite symmetric matrix such that

√
Y

2
= Y , and D is

a Siegel domain on Hn for Γn. This integral converges if either F or G is a cusp form.

We fix a basis {v1, . . . vr} of the representation space V , which (ρ|GLn(Z),⊕r
i=1Zvi) is a

representation of GLn(Z), and we write V (Z) = ⊕r
i=1Zvi. For a subring R of C, we write

V (R) = V (Z)⊗Z R. We denote Mρ (Γn) (R) by the set of all Modular form F ∈ Mρ (Γn)
which Fourier coefficients a(F,T ) of F are in V (R), and Sρ (Γn) (R) is defined in the same
way.
Let K be a number field and O be the ring of integers in K. For a prime ideal p of O and

a =
∑r

i=1 aivi ∈ V (R), we define the order ordp(a) of a respect to p as

ordp(a) = min
i=1,...,r

ordp(ai).

We say that p divides a if ordp(a) > 0 and write p|a. This order does not change when
changing the basis by GLr(Z).

We call a sequence of non-negative integers k = (k1, k2, . . .) a dominant integral weight if
ki ≥ ki+1 for all i, and ki = 0 for almost all i, and the biggest integer m such that km 6= 0
a depth l(k) of k. The set of dominant integral weights with depth less than or equal to
n corresponds bijectively to the set of irreducible polynomial representations of GLn(C).
We denote the representation of GLn(C) corresponds to a dominant integral weight k by
(ρn,k, Vn,k), and write Mk (Γn) = Mρn,k

(Γn) and Sk (Γn) = Sρn,k
(Γn). When k = (k,k, . . . , k)

(i.e. ρk = detk), we also write Mk (Γn) = Mk (Γn) and Sk (Γn) = Sk (Γn). For a dominant
integral weight k = (k1, . . . , kn) associated to a representation of GLn(C) we define strong
depth s-l(k) of k as the biggest integer m such that km > kn. if k = (k, . . . , k), set s-l(k) = 0.

Let Hn be the Hecke algebra over Z associated to the pair (Γn, GSPn(Q)∩M2n(Z)). For
a subring R of C we write Hn(R) = Hn ⊗Z R. We define the action of Hecke algebra Hn(C)
on Mk (Γn) as

T (F ) = ν(g)k1+···+kn−
n(n+1)

2

r∑

i=1

F |ρn,k
gi

for a modular F ∈ Mk (Γn) and an element T = ΓngΓn =
⊔r

i=1Γngi (cosets decomposition)
∈ Hn(C), where ν(g) ∈ Q is a similitude factor of g ∈ GSPn(Q). Note that this definition
does not depend on the representatives and it is well-defined.
For a positive rational number a and a positive integer m, we define a Hecke operator

[a]n, T (m) ∈ Hn as
[a]n = Γn(a · 1n)Γn,

T (m) =
∑

d1,...,dn,e1,...,en
di|di+1, ei+1|ei

diei=m

Γndiag(d1, . . . , dn, e1, . . . , en)Γn.
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Then, Hn(Q) generated over Q by T (p), T (p2), and [p−1]n for all prime p, and Hn generated
over Z by T (p) and T (p2) for all prime p.
We say that a modular form F ∈ Mk (Γn) is Hecke eigenform if F is a common eigenfunction

of all Hecke operators T ∈ Hn(C). For a Hecke eigenform F ∈ Mk (Γn) we call the field Q(F )
generated by all Hecke eigenvalues over Q the Hecke field of F . It is well known that Q(F )
is a finite totally real algebraic field. For ease, we write Q(F1, . . . ,Fm) = Q(F1) · · ·Q(Fm) for
F1, . . . ,Fm ∈ Mk (Γn).

Definition 2.1. Let F,G ∈ Mk (Γn) be Hecke eigenforms, and p be prime ideal in Q(F,G).
if λF (T ) ≡ λG(T ) mod p for all T ∈ Hn, we say that F and G are Hecke congruent, and
denote F ≡ev G mod p.

Let F ∈ Mk (Γn) be a Hecke eigenform, and for a prime number p we take the Satake
p-parameters α0(p),α1(p), . . . ,αn(p) of F so that

α0(p)
2α1(p) · · ·αn(p) = pk1+···+kn−n(n+1)/2.

We define standard L-function L(s,F,St) by

L(s,F,St) =
∏

p

(
(1−α0(p)p

−s)

n∏

r=1

∏

1≤i1<···<ir≤n

(1−α0(p)αi1(p) · · ·αir(p)p
−s)

)
.

For a Hecke eigenform F ∈ Sk(Γn), we define L(s,F,St) by

L(s,F,St) = ΓC(s)

n∏

i=1

ΓC(s+ k− i)
L(s,F,St)

(F,F )
.

Proposition 2.2 ([21, Appendix A]). Let F be a Hecke eigenform in Sk (Γn) (Q(F )). We set
n0 = 3 if n ≥ 5 with n ≡ 4 and n0 = 1 otherwise. Let m be a positive integer n0 ≤ m ≤ k− n
such that m ≡ n mod 2. Then L(m,F,St) ∈ Q(F ).

3. Siegel Operator and Klingen-Eisenstein series

In this section, let k = (k1, k2, . . .) be a dominant integral weight with depth m and strong
depth m′, and n ≥ r > 0 be positive integers such that n ≥ m and r ≥ m′. In addition, put
k′ = (k1, . . . , kr).
For a modular form F ∈ Mk (Γn) and we define the Siegel operator Φ = Φn

r as

Φ(F )(Z1) = lim
y→∞

F

((
Z1 O
O

√
−1y · 1n−r

))
=

∑

T1∈Hr(Z)≥0

a

(
F,

(
T1 O
O O

))
e(tr(T1Z1)).

Then, Φ(F ) belongs to Mk′ (Γr).
Let ∆n,r be the subgroup of Γn defined by

∆n,r =

{(
∗ ∗

On−r,n+r ∗

)
∈ Γn

}
.

We define the Klingen-Eisenstein series [F ]k(Z,s) = [F ]k
k′(Z,s) of F ∈ Mk′ (Γr) as

[F ]k(Z,s) =
∑

g∈∆n,r\Γn

(
detℑ(Z)

detℑ(prnr (Z))

)s

F (prnr (Z)) |ρn,k
g (Z ∈ Hn, s ∈ C),
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where prnr (Z) = Z1 for Z =

(
Z1 Z12
tZ12 Z2

)
with Z1 ∈ Hr,Z2 ∈ Hn−r,Z12 ∈ Mr,n−r(C) and define

the Siegel-Eisenstein series En,k(Z,s) of weight k with respect to Γn as

En,k(Z,s) =
∑

g∈∆n,0\Γn

(detℑ(Z))s |ρn,k
g (Z ∈ Hn, s ∈ C).

The holomorphy of the Klingen-Eisenstein series and the Siegel-Eisenstein series holds as
follows, which is due to Shimura [24] and [3, Proposition 2.1.].

Proposition 3.1 ([3, Proposition 2.1.]). Let k be a positive even integer.

(1) Suppose that k ≥ n+1

2
and that neither k =

n+2

2
≡ 2 mod 4 nor k =

n+3

2
≡ 2

mod 4. Then En,k(Z) = En,k(Z,0) belongs to Mk(Γn).

(2) Let k = (k+ ν, . . . , k+ ν︸ ︷︷ ︸
m

, k, . . . , k︸ ︷︷ ︸
n−m

) such that ν ≥ 0 and k >
3m

2
+ 1 and let f be a

Hecke eigenform in Sk+ν(Γm). Then [f ]k(Z,s) can be continued meromorphically to
the whole s-plane as a function of s, and holomorphic at s = 0. Moreover suppose

that k >
n+m+3

2
. Then [f ]k(Z) = [f ]k(Z,0) belongs to Mk(Γn).

Consider the case n = 2, r = 1. In this case, the correspondence between the Siegel oper-
ator and the Klingen-Eisenstein series has been investigated by Andrianov [1] and Arakawa
[2].
Let N(k+ν,k)(Γ2) be the orthogonal complement of S(k+ν,k)(Γ2) in M(k+ν,k)(Γ2) for the Pe-

tersson inner product. Then, the following isomorphism holds.

Proposition 3.2 ([2, Proposition 1.3.]). Let k, ν be even integers with k > 4, ν > 0.
Then the space N(k+ν,k)(Γ2) is isomorphic to Sk+ν(Γ1), and the isomorphism is given via

the Siegel operator Φ2
1 and the Klingen-Eisenstein series [ · ](k+ν,k).

The following facts about the Hecke eigenvalues are known.

Proposition 3.3 ([2, Proposition 3.2.]). Let F ∈ N(k+ν,k)(Γ2) and put Φ(F )(z) = f(z) ∈
Sk+ν(Γ1). Then, F is a Hecke eigenform for H2, if and only if f is a common eigenform for
H1.
In this situation, set T (m)F = λF (m)F and T (m)f = λf (m)f (m = 1,2, . . .). Then, for

any prime p, we have{
λF (p) = (1+ pk−2)λf(p),
λF (p

2) = (1+ pk−2 + p2k−4)λf (p
2) + (p− 1)p2k+ν−4.

Now we will state the conjecture about Kurokawa-Mizumoto congruence.

Conjecture 3.4. Let k, ν be even integers with k > 4, ν > 0.
Let f(z) =

∑
n>0 a(n,f)e(nz) ∈ Sk+ν (Γ1) be a normalized Hecke eigenform (i.e. a Hecke

eigenform with a(1, f) = 1), and suppose that a large prime p of Q divides L(k− 1, f,St).
Then, there exist a Hecke eigenform F ∈ S(k+ν,k)(Γ2), and a prime ideal p′|p in Q(F ) such
that

F ≡ev [f ]
(k+ν,k) mod p′.
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In particular, for all primes p

λF (p) ≡ev (1 + pk−2)λf(p) mod p′.

The key to the proof of the main theorem is the following lemma [3, Lemma 6.10], which
is proved in the same way as [15, Lemma 5.1].

Lemma 3.5. Let F1, . . . ,Fd be Hecke eigenforms in Mk(Γn) linearly independent over C. Let
K be the composite field Q(F1), . . . ,Q(Fd), O the ring of integers of K and p a prime ideal
of K. Let G(Z) ∈ (Mρn(Γn)⊗ Vn,k)(O(p)) and assume the following conditions

(1) G is expressed as

G(Z) =

d∑

i=1

ciFi(Z)

with ci ∈ Vn,k.
(2) c1a(A,F1) ∈ (Vn,k ⊗ Vn,k)(K) and ordp(c1a(A,F1)) < 0 for some A ∈ Hn(Z).

Then there exists i 6= 1 such that

Fi ≡ev F1 mod p.

4. Differential Operators

Let n = n1 + · · ·+nd ≥ 2 be a positive integer with nd ≥ · · · ≥ n1 ≥ 1. We embed Hn1 ×
· · · ×Hnd

in Hn and embed Γn1 × · · · ×Γnd
in Γn diagonally. Let k be a dominant integral

weight with l(k) ≤ n1 and (ρni,k, Vi) be the irreducible representation of GLni
(C) associated

to k. For irreducible representations (ρi, Vi) of GLni
(C), a V1 ⊗ · · · ⊗ Vd-valued function

f(Z1, . . . ,Zd) on Hn1 × · · · ×Hnd
and gi =

(
Ai Bi

Ci Di

)
∈ Spni

(R), we put

f |ρ1⊗···⊗ρd [g1, . . . , gd] = ρ1(C1Z1 +D1)
−1 ⊗ · · · ⊗ ρd(CdZd +Dd)

−1f(g1Z1, . . . , gdZd).

We consider Vk,n1,...,nd
:= Vk,n1 ⊗ · · · ⊗ Vk,nd

-valued differential operators D on scalar-valued
functions of Hn, satisfying Condition (A) below on automorphic properties:

Condition (A). We fix k and k. For any holomorphic function F onHn and any (g1, . . . , gd) ∈
Spn1

(R)× · · · × Spnd
(R) ⊂ Spn(R), the operator D satisfies

Res(D(F |k[(g1, . . . , gd)])) = (Res D(F ))|detk ρn1,k
⊗···⊗detk ρnd,k

[g1, . . . , gd]

where Res means the restriction of a function on Hn to Hn1 × · · · ×Hnd
.

We will give another interpretation of this differential operator by a representation theory.
The proof techniques in this chapter are based on the proofs in Ban [4].

4.1. Howe duality. Let Gn = Spn(R) = {M ∈ GL2n(Z)|MJn
tM = Jn} be the symplectic

group and G̃n = Mpn(R) be the metaplectic group, which is the double cover of Gn. Gn acts
on Hn in the same way that Γn does. Let Kn be the stabilizer of

√
−1 ∈ Hn in Gn. Then, Kn

is a maximal compact subgroup of Gn and isomorphic to the unitary group Un(C) , which is

given by

(
A B
−B A

)
7→ A−

√
−1B. We take a maximal compact subgroup K̃n of G̃n by the

inverse image of Kn to G̃n.
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We put gn = Lie(G̃n), kn = Lie(K̃n) and let gn = kn ⊕ pn be the Cartan decomposition. We
put

κi,j = c

(
ei,j 0
0 −ej,i

)
c−1, π+

i,j = c

(
0 ei,j + ej,i
0 0

)
c−1, and π−

i,j = c

(
0 0

ei,j + ej,i 0

)
c−1,

where c =
1√
2

(
1

√
−1√

−1 1

)
∈ M2n(C) and ei,j ∈ Mn,n(C) is the matrix whose only non-zero

entry is 1 in (i, j)-component. {κi,j} is a basis of kn,C. Let p+n (resp. p−n ) be the C-span of
{π+

i,j} (resp. {π−
i,j}) in gn,C. Then p+n ⊕ p−n = pn,C.

Definition 4.1. Let Ln,k = C[Mn,k] be the space of polynomials in the entries of (n,k)-matrix
X = (Xi,j) over C.

(1) we define the (gn,C, K̃n)-module structure ln,k on Ln,k as follows:

ln,k(κi,j) =
k∑

s=1

Xi,s
∂

∂Xj,s
+

k

2
δi,j,

ln,k(π
+
i,j) =

√
−1

k∑

s=1

Xi,sXj,s,

ln,k(π
−
i,j) =

√
−1

k∑

s=1

∂2

∂Xi,s∂Xj,s

.

For (g, ǫ) ∈ Ũn(C) ∼= K̃n (g ∈ Un(C), ǫ ∈ {±1}) and f(X) ∈ Ln,k, we define

ln,k((g, ǫ))f(X) = ǫkf(tgX)

(2) we define the left action of the orthogonal group Ok on Ln,k by the right transition.

This representation (ln,k,Ln,k) is well-defined and we call it the Weil representation.

For a representation (λ,Vλ) in the unitary dual Ôk of Ok, we put Ln,k(λ) = HomOk
(Vλ,Ln,k)

and induce (gn,C, K̃n)-module structure from that of Ln,k to it. We denote by L(τ) the unitary

lowest weight (gn,C, K̃n)-module with lowest K̃n-type τ . Let (τ,Uτ ) be the highest weight

module of K̃n with highest module τ and (λ,Vλ) be the highest weight module of Ok with
highest module λ.

Remark 4.2. It is not always uniquely determined by the highest weight alone. The specific
expression follows from Howe [9, §3.6.2].

The following symbols are provided to represent the decomposition of Ln,k.

Definition 4.3. Let ∆n,k be the set of Young diagrams D = (µ1, µ2, . . .) whose depth l(D)
satisfies l(D) ≤ min{n,k} and if l(D) > k/2 then µj = 1 (k− l(D) < j ≤ l(D)). We put
1n = (1, . . . ,1︸ ︷︷ ︸

n

). For D ∈ ∆n,k, we define

τn,k(D) = (µ1 +
k
2
, . . . , µn +

k
2
), λk(D) =

{
(µ1, . . . , µk) (l(D) ≤ k/2)
(µ1, . . . , µk−l(D)) (l(D) > k/2)

.

Theorem 4.4. (1) We have Ln,k(λ) 6= 0 if and only if λ = λk(D) for some D ∈ ∆n,k.
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(2) The lowest K̃n-type of Ln,k(λk(D)) is τn,k(D).

(3) Under the joint action of (gn,C, K̃n)×Ok, we have

Ln,k
∼=

⊕

D∈∆n,k

L(τn,k(D))⊠ Vλk(D).

These results are proved by Kashiwara-Vergne [13], and Howe [9]. From this, we get
correspondence between the highest weights of GLn(C) and those of Ok, which is called
Howe duality.

We fix positive integers n1, . . . , nd and set n = n1 + · · ·+nd. We embed G̃n1 × · · · × G̃nd

(resp. gn1,C ⊕ · · · ⊕ gnd,C, K̃n1 × · · · × K̃nd
) diagonally into G̃n (resp. gn,C, K̃n). We denote

its image by G̃′
n (resp. g′C, K̃

′
n). We denote by X(s) the indeterminate of Lns

. Then, we can
easily check that the C-isomorphism

d⊗

s=1

Lns,k
∼= Ln,k

given by X
(s)
i,j 7→ Xn1+···+ns−1+i,j is the isomorphism as (g′C, K̃

′)×Ok
d-module. We identify⊗d

s=1(lns,k,Lns,k) with (ln,k,Ln,k).

4.2. Pluriharmonic polynomials.

Definition 4.5. If polynomial f(X) ∈ Ln,k satisfies

lk(π
−
i,j)f =

k∑

s=1

∂2f

∂Xi,s∂Xj,s
= 0 for any i, j ∈ {1, . . . , n},

we say that f(X) is pluriharmonic polynomial for Ok.
We denote the set of all pluriharmonic polynomials for Ok in Ln,k by Hn,k.

The following proposition is given by Kashiwara-Vergne [13].

Proposition 4.6. (1) Ln,k = LOk

n,k ·Hn,k.

(2) LOk

n,k is the subspace C[Z(n)] of polynomials in the entries of (n,n)-symmetric matrix

Z(n) = X tX.
(3) Under the joint action of K̃n ×Ok, we have

Hn,k
∼=

⊕

D∈∆n,k

Uτn,k(D) ⊠ Vλk(D).

We denote by Hn,k(D) the subspace of Hn,k corresponding to Uτn,k(D) ⊠ Vλ(D) under this
isomorphism.

Lemma 4.7.

Hom(g′C,K̃
′)

(
d
⊗
s=1

L(τns,k(D)),L(k
2
1n)

)
∼=
((

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

U∗
τns,k(D)

))K̃ ′

.
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Proof. We note that Ln,k(∅) = LOk

n,k
∼= L(k

2
1n) by Theorem 4.4. We have

Hom(g′
C
,K̃ ′)

(
d
⊗
s=1

L(τns,k(D)),Ln,k

)
∼=

d
⊗
s=1

Hom(gs,K̃s)
(L(τns,k(D)),Lns,k)

∼=
d
⊗
s=1

HomK̃s

(
Uτns,k(D),Hns,k

)

∼=
d
⊗
s=1

(
Hns,k ⊗U∗

τns,k(D)

)K̃s

∼=
((

d
⊗
s=1

Hns,k

)
⊗
(

d
⊗
s=1

U∗
τns,k(D)

))K̃ ′

.

Restricting to the Ok-invariant subspace gives the desired isomorphism. �

There is a natural injection

(
d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

U∗
τns,k(D)

)
→֒
(

d
⊗
s=1

Lns,k(D)

)Ok

⊗
(

d
⊗
s=1

U∗
τns,k(D)

)

∼= LOk

n,k ⊗
(

d
⊗
s=1

U∗
τns,k(D)

)

∼= C[Z(n)]⊗
(

d
⊗
s=1

U∗
τns,k(D)

)
.

We denote the image of h ∈
(

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

U∗
τns,k(D)

)
by Φh(Z

(n)).

4.3. Holomorphic automorphic forms.

Definition 4.8. Let (τ,Uτ ) be an irreducible unitary representation of K̃n and Γ̃n be a

discrete subgroup of G̃n. Then, a holomorphic automorphic form of type τ for Γ̃n is a U∗
τ -

valued C∞-function φ on G̃n which satisfies the following conditions:

(1) φ(γgk) = τ ∗(k)−1φ(g) for k ∈ K̃n and γ ∈ Γ̃n,
(2) φ is annihilated by the right derivation of p−,
(3) φ is of moderate growth.

We denote the space consisting of all holomorphic automorphic forms of type τ for Γ̃n by[
C∞

mod(Γ̃n\G̃n)⊗U∗
τ

]K̃n,p−=0

.

Note that HomK̃n

(
Uτ ,C

∞
mod(Γ̃n\G̃n)

)
∼=
[
C∞

mod(Γ̃n\G̃n)⊗U∗
τ

]K̃n

, We can obtain the fol-

lowing well-known isomorphism.

Proposition 4.9. We have

Hom(gn,C,K̃n)

(
L(τ),C∞

mod(Γ̃n\G̃n)
)
∼=
[
C∞

mod(Γ̃n\G̃n)⊗U∗
τ

]K̃n,p−=0

.



KUROKAWA-MIZUMOTO CONGRUENCE AND DIFFERENTIAL OPERATORS 11

Under this isomorphism, we denote by IF ∈ Hom(gn,C,K̃n)

(
L(τ),C∞

mod(Γ̃n\G̃n)
)

the cor-

responding homomorphism of F ∈
[
C∞

mod(Γ̃n\G̃n)⊗U∗
τ

]K̃n,p−=0

. Let Γ̃′ be the image of

Γ̃n1 × · · · × Γ̃nd
in G̃n.

Theorem 4.10. Let F be a holomorphic automorphic form of type k
2
1n for Γ̃n and D ∈ ∆n,k

be a Young diagram such that l(D) ≤ min{n1, . . . , nd}. We put π+
n = (π+

i,j) ∈ Mn(p
+). We

denote by Res be the pullback of the functions on G̃n by the diagonal embedding G̃n1 × · · · ×
G̃nd

→֒ G̃n.

Then for any h ∈
((

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

U∗
τns,k(D)

))K̃ ′

, Res (Φh(π
+
n ) ·F ) is a holomor-

phic automorphic form of type
⊗d

s=1 (τns,k(D)) for Γ̃n.

Proof. We fix an isomorphism U∗
k
2
1n

∼= C. Let IF : L(k
2
1n) → C∞

mod(Γ̃n\G̃n) be the corre-

sponding (gn,C, K̃n)-homomorphism of holomorphic automorphic form F . Multiplying the
isomorphism U∗

k
2
1n

∼= C by a non-zero constant if necessarily, we assume that IF (1) = F . We

put

h =
∑

i

hi ⊗w∗
i

(
hi ∈

(
d
⊗
s=1

Hns,k(D)

)Ok

, w∗
i ∈

d
⊗
s=1

U∗
τns,k(D)

)
.

Then, we denote by Ih :
⊗d

s=1L(τns,k(D)) → L(k
2
1n) the corresponding (g

′
C, K̃

′)-homomorphism

of h in the isomorphism of Lemma 4.7. For w ∈⊗d
s=1Uτns,k(D) ⊂

⊗d
s=1L(τns,k(D)), we have

Ih(w) =
∑

i

〈w,w∗
i 〉hi ∈

(
d
⊗
s=1

Hns,k(D)

)Ok

⊂ LOk

n,k
∼= L(k

2
1n).

On the other hand, by the definition of Weil representation, we have

hi = Φhi
(Z(n)) = Φhi

(−
√
−1π+

n ) · 1 = (−
√
−1)mΦhi

(π+
n ) · 1,

where m is a degree of Φhi
. (Note that nonzero elements of Hns,k(D) consist of the same

degree homogeneous polynomial.)
Therefore,

IF ◦ Ih(w) = IF (
∑

i〈w,w∗
i 〉hi)

= (−
√
−1)mIF (

∑
i〈w,w∗

i 〉Φhi
(π+

n ) · 1)

= (−
√
−1)m

∑
i〈w,w∗

i 〉Φhi
(π+

n ) · IF (1)

= (−
√
−1)m

∑
i〈w,w∗

i 〉Φhi
(π+

n ) ·F

= 〈w, (−
√
−1)m (

∑
iw

∗
i ⊗Φhi

) (π+
n ) ·F 〉

= 〈w, (−
√
−1)mΦh(π

+
n ) ·F 〉.
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By Proposition 4.9, the (g′n,C, K̃
′
n)-homomorphism Res ◦ IF ◦ Ih : L(τn,k(D)) → C∞

mod(Γ̃
′\G̃′

n)

corresponds to Res
(
(−

√
−1)mΦh(π

+
n ) ·F

)
, which is the holomorphic automorphic form of

type
⊗d

s=1 (τns,k(D)) for Γ̃′. From the above, we have that Res (Φh(π
+
n ) ·F ) is the holomorphic

automorphic form of type
⊗d

s=1 (τns,k(D)) for Γ̃′. �

We define the action of G̃n on Hn to be through Gn and we also denoted The complexifi-

cation of the representation τ of K̃n
∼= Ũn by the same symbol.

For a representation (τ,Uτ ) of K̃n, we define the representation (τ ′,Uτ ′ (= Uτ )) by τ ′(g) =
τ(tg−1). There is an isomorphism of τ ∗ ∼= τ ′ as representations. For f ∈ Mτ (Γn) , we define

a Uτ -valued C∞-function φf on G̃n by

φf(g) = (f |τ ′g)(
√
−1) = τ(tj(g,

√
−1))f(g ·

√
−1) for g ∈ G̃n.

Proposition 4.11. The above correspondence f 7→ φf gives the isomorphism

Mτ (Γn)
∼−→
[
C∞

mod(Γ̃n\G̃n)⊗Uτ ′

]K̃n,p−=0

.

By the above isomorphism and Theorem 4.10, We have the following theorem.

Theorem 4.12. Let F be a holomorphic automorphic form of weight k
2
1n for Γn and D ∈ ∆n,k

be a Young diagram such that l(D) ≤ min{n1, . . . , nd}. We put ∂Z =
(

1+δi,j
2

∂
∂zi,j

)
. We denote

by Res be the restriction of a function on Hn to Hn1 × · · · ×Hnd

Then for any h ∈
((

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

Uτ ′
ns,k

(D)

))K̃ ′

, Res(Φh(∂Z) ·F ) is a holomor-

phic automorphic form of weight
⊗d

s=1 (τns,k(D)) for Γn.

Before the proof, we provide some notations and a lemma.

Definition 4.13. For a holomorphic function f on Hn and a representation (τ,Uτ ) of Ũn,

we define the function f̃ on G̃n and the representation (τ̃ ,Uτ ) of G̃n as follow:

f̃(g) = f(g ·
√
−1) g ∈ G̃n,

τ̃((g0, ǫ)) = τ((j(g0,
√
−1), ǫ)) g0 ∈ Gn, ǫ ∈ {±1}.

For Z = X +
√
−1Y ∈ Hn, we put g

(n)
Z,0 =

(√
Y X

√
Y

−1

0
√
Y

−1

)
∈ Gn. We define the section of

G̃n ∋ g 7→ g ·
√
−1 ∈ Hn by

Z 7→ (g
(n)
Z,0, (det(

√
Y )

1
2 )) := g

(n)
Z .

We have
j(g

(n)
Z,0,

√
−1) =

√
Y

−1
g
(n)
Z ·

√
−1 = Z.

ForD = (µ1, µ2, . . .) ∈ ∆n,k, we denote by ρn,D the representation of G̃Ln(C) with a dominant

integral weight D. (Then, τn,k(D) = det
k
2 ⊗ρn,D.)
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Lemma 4.14 (Ban [4]). For a holomorphic function f on Hn and a representation (τ,Uτ )

of Ũn, we have

(π+
i,j f̃)(g) = 4(tω̃(g) · ∂̃Zf(g) · ω̃(g))i,j,

(π+
i,j τ̃

′)(g) = −
√
−1τ̃ ′(g) · dτ((ei,j + ej,i) · ω̃(g)

−1 · ω̃(g)),
where ω̃(g) = tj(g0,

√
−1)−1 for g = (g0, ǫ) ∈ G̃n.

In particular, for Z = X +
√
−1Y , we have

(π+
i,j f̃)(gZ) = 4(

√
Y · ∂̃Zf(gZ) ·

√
Y )i,j,

(π+
i,j τ̃

′)(gZ) = −
√
−1τ̃ ′(gZ) · dτ((ei,j + ej,i)).

Proof of Theorem 4.12. From Theorem 4.10, Res (Φh(π
+
n ) · φF ) is a holomorphic automor-

phic form of type
⊗d

s=1 (τns,k(D)) for Γ̃′
n. By Proposition 4.11, there exists a holomorphic

automorphic form f of weight
⊗d

s=1 (τns,k(D)) for Γ̃′
n such that φf = Res (Φh(π

+
n ) · φF ). Since

φf(g
(n1)
Z1

, . . . , g
(nd)
Zd

) = (
d
⊗
s=1

det(
√
Ys)

k
2 (ρns,D(

√
Ys)))f(Z1 . . . ,Zd),

we have

f(Z1, . . . ,Zd) = (
d
⊗
s=1

det(
√

Ys)
− k

2 ρ−1
ns,D

(
√
Ys))Res

(
Φh(π

+
n ) · φF

)
(g

(n1)
Z1

, . . . , g
(nd)
Zd

).

Now we consider π+
i,j ’s action on φF . Note that φF (g) = (d̃et

k
2 · F̃ )(g) using the notations

above.
Under the isomorphism Hn × K̃n

∼= G̃n, we regard the function φF as the function in Z =

X +
√
−1Y ∈ Hn,

√
Y and k ∈ K̃n. We can easily check that dτ((ei,j + ej,i) · ω̃(g)

−1 · ω̃(g))
is invariant under the left transition by gZ for any Z ∈ Hn and this could be regarded as a

function on K̃n. Since the right derivations by π+
i,j commutes with the left transition by gZ ,

the derivated function of dτ((ei,j + ej,i) · ω̃(g)
−1 · ω̃(g)) could also be regarded as a function

on K̃n.
From the Lemma 4.14, we can easily check that the highest degree part of Φh(π

+
n ) · φF in√

Y is 4m det(
√
Y )

k
2 ·Φh(

√
Y ∂Z

√
Y ) · φF , where m is a degree of ΦF .

Since h ∈
((

d
⊗
s=1

Hns,k(D)

)Ok

⊗
(

d
⊗
s=1

Uτ ′
ns,k

(D)

))K̃ ′

, we have

Res(4m det(
√
Y )

k
2 ·Φh(

√
Y ∂Z

√
Y ) · φF ) = 4m(

d
⊗
s=1

det(
√

Ys)
k
2 (ρns,D(

√
Ys)))Res(Φh(∂Z) · φF ).

Thus we may denote Res (Φh(π
+
n ) · φF ) by

Res
(
Φh(π

+
n ) · φF

)
(g1, . . . , gn) = 4m(

d
⊗
s=1

det(
√

Ys)
k
2 (ρns,D(

√
Ys)))Res(Φh(∂Z) · φF )

+ (
d
⊗
s=1

det(
√

Ys)
k
2 )R,
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where R = R(Z1, . . . ,Zd,
√
Y1, . . . ,

√
Yd, k1, . . . , kd) is a function with a degree strictly lower

than that of
d
⊗
s=1

ρns,D(
√
Ys) in (

√
Y1, . . . ,

√
Yd). Then we have,

f = 4mRes(Φh(∂Z) · φF ) + (
d
⊗
s=1

ρns,D(
√

Ys)
−1)R.

On the other hand, Since f is a holomorphic function, R = 0. Therefore, Res(Φh(∂Z) · φF ) =

4−mf is a holomorphic automorphic form of weight
⊗d

s=1 (τns,k(D)) for Γ̃n. �

Proposition 4.15 (Ibukiyama [10]). If d = 2 and 4k ≥ n = n1 + n2, then there exists a
differential operator satisfying condition (A) and it is unique up to a constant.

A more detailed algorithm for the construction of the differential operators is examined by
Ibukiyama [11].

4.4. Pullback formula. We take a differential operator Dk = Dk,n1,n2 on Hn satisfying Con-

dition (A) for k and detk ρn1,k ⊗ detk ρn2,k. For an integer r such that l(k) ≤ r, we put

ρr = detk ρr,k. For a Hecke eigenform f ∈ Sρr(Γr), we define D(s, f) by

D(s, f) = ζ(s)−1

r∏

i=1

ζ(2s− 2i)−1L(s− r, f,St).

The next theorem is due to Kozima [18].

Theorem 4.16 (pullback formula). Let k = (ν, . . . , ν,0, . . . ,0) with even integer ν, and n =
n1 + n2 ≥ 2 be a positive integer with n2 ≥ n1 ≥ 1. Let s ∈ C such that 2ℜ(s) + k > n+1.
Then for any Hecke eigenform f ∈ Sρn1

(Γn1) we have(
f,Dk,n1,n2En,k

((
∗ O
O −W

)
, s̄

))
= c(s,ρn1)D(2s+ k,f) [f ]ρn2

ρn1
(W,s),

where c(s,ρn1) is a function of s depending on ρn1 but not on ρn2.

4.5. The case of l(k) = 1. In the case k = (ν,0,0, . . .) (i.e. l(k) = 1), it is well-known that
the differential operator Dk,ν;n1,n2 = Dk,ν is given using the Gegenbauer polynomial.

Definition 4.17. We define the polynomial Pd,ν(s,m) by

1

(1− 2st+mt2)(d−2)/2
=

∞∑

ν=0

Pd,ν(s,m)tν .

These polynomials are called Gegenbauer polynomials.

The Gegenbauer polynomial Pd,ν(s,m) can be written concretely as follow:

Pd,ν(s,m) =

[ν/2]∑

µ=0

(−1)µ
(d/2− 1)ν−µ

(ν − 2µ)!µ!
(2s)ν−2µmµ,

where (x)µ = x(x+1) · · · (x+µ− 1) and [ · ] is the Gauss symbol.
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For Z ∈ Hn, we write Z =

(
Z1 Z12
tZ12 Z2

)
(Z1 ∈ Hn1 , Z2 ∈ Hn2 , Z12 ∈ Mn1,n2(C)) and Zm =

(z
(m)
i,j ), Z12 = (z

(12)
i,j ). We define the nm × nm matrix of partial differential operator

∂

∂Zm
by

∂

∂Zm
=

(
1+ δi,j

2

∂

∂z
(m)
i,j

)

and the n1 × n2 matrix of partial differential operator
∂

∂Z12

by

∂

∂Z12
=

(
1

2

∂

∂z
(12)
i,j

)
.

Proposition 4.18. Let k = (ν,0,0, . . .) be a dominant integral weight and k be a non-negative
integer. We take u = (u1, . . . , un1) and v = (v1, . . . , vn2) to be the variables in the representa-
tion spaces of ρn1,k and ρn2,k as the symmetric tensor representations. Then,

Dk,ν = P2k,ν

(
u

∂

∂Z12

tv,

(
u

∂

∂Z1

tu

)(
v

∂

∂Z2

tv

))

satisfies Condition (A) for detk and detk ρn1,k ⊗ detk ρn2,k.

We shall determine ck,ν,1 := c(0, ρ1) in Theorem 4.16. Let D̊ν
1,k be a differential operator

in [6]. From [6, Theorem3.1], we have(
f, D̊ν

1,kE2,k

((
∗ O
O −W

)
, s̄

))
= c̃1D(k,f)f(W ),

where

c̃1 = (−1)(k+ν)/2 · 23−2(k+ν) · π · Γ(k+ ν − 1/2)Γ(k+ ν − 1)

Γ(k)Γ(k− 1/2)
.

By Corollary 4.15, there exist a constant dk,ν such that Dk,1 = dk,ν · D̊ν
1,k.

By [15], taking Z =

(
z11 z12
z12 z22

)
∈ H2, we have

D̊ν
1,k(z

ν
12) = (−1)ν

ν

2

ν∏

µ=1

(k+ ν − 1−µ/2).

Using the Gegenbauer polynomial, we have also

Dk,1,1(z
ν
12) =

(k+ ν − 2)!

2ν(k− 2)!
.

Therefore,

dk,ν =
(k+ ν − 2)!

(k− 2)!ν!
·

ν∏

µ=1

1

k+ ν − 1−µ/2

ck,ν,1 = (−1)(k+ν)/2 · 23−2(k+ν) · π · ((k+ ν − 2)!)2

(k− 1)!(k− 2)!ν!

ν∏

µ=2

2(k+ ν)− 1− 2µ

2(k+ ν)− 2−µ
.
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Using the exact pullback formula given by Ibukiyama [12], we have

ck,ν,2 := c(0, ρ2) = (−1)(2k+ν)/2 · 27−2(k+ν) · π3

× ((k+ ν − 2)!)2

(k− 1)(k− 2)((k− 2)!)2ν!(2k+ ν − 3)

ν∏

µ=2

2(k+ ν)− 1− 2µ

2(k+ ν)− 2−µ
.

Thus, in particular, the following holds.

Corollary 4.19. If a prime p satisfies p ≥ 2(k+ ν)− 3, then π−1ck,ν,1 and π−3ck,ν,2 are a
p-unit rational number.

5. Kurokawa-Mizumoto congruence

Let k, ν, n1, and n2 be positive integers such that k,ν are even and 1 ≤ n1 ≤ n2 ≤ 2.
For a dominant integral weight k = (ν,0,0, . . .), we define ρn = detk ρn,k as in the previous
chapters. Let fr,1, . . . , fr,dr be a orthogonal basis of Sρr(Γr) consisting of Hecke eigenforms.
By Taylor [25, Lemma 2.1], we can assume thatfr,1, . . . , fr,dr are elements in Sρr(Γr)(Z).

Theorem 5.1 (Ibukiyama [12]). Let k be a integer such that k ≥ max

(
n1 + n2 +1

2
,4,

n2 +6

2

)

and neither k =
n1 + n2 +2

2
≡ 2 mod 4 nor k =

n1 +n2 +3

2
≡ 2 mod 4. Then we have

Dk,n1,n2En1+n2,k

(
Z O
O W

)
=

min{n1,n2}∑

r=1

ck,ν,r

dr∑

j=1

D(k,fr,j)

(fr,j, fr,j)
[fr,j]

ρn1 (Z) [fr,j]
ρn2 (W ).

Now we define the functions as follows:

Z(n,k) = ζ(1− k)

[n/2]∏

j=1

ζ(1+ 2j− 2k),

Ẽn,k(Z) = Z(n,k)En,k(Z),

E(Z1,Z2) = Ek,ν,n1,n2(Z1,Z2) := ν!(2π
√
−1)−νDν,n1,n2Ẽn1+n2,k

(
Z1 O
O Z2

)
.

For f ∈ Sk(Γ1), we put

L(s, f,St) = ΓC(s)ΓC(s+ k− 1)
L(s, f,St)

(F,F )
,

Cm,k(f) =
Z(m,k)

Z(2, k)
L(k− 1, f,St).

For F ∈ S(k+ν,k)(Γ2), we put

L(s,F,St) = ΓC(s)ΓC(s+ k+ ν − 1)ΓC(s+ k− 2)
L(s,F,St)

(F,F )
,

Cm,k(F ) =
Z(m,k)

Z(4, k)
L(k− 2,F,St).
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Proposition 5.2 (Kozima [17]). Let k,ν ∈ 2Z≥0 and k ≥ 2n+2. Let f ∈ Sdetk ⊗Symν (Γn)(Q(f))
be an Hecke eigenform. Let m ∈ Z be such that 1 ≤ m ≤ k− n and m ≡ n mod 2. We as-
sume that n ≡ 3 mod 4 if m = 1. Then we have

L(m,f,St)

πnk+l+m(n+1)−n(n+1)/2(f, f)
∈ Q(f).

By Proposition 2.2 and Proposition 5.2, we obtain the following corollary.

Corollary 5.3. (1) For a Hecke eigenform f ∈ Sk(Γ1)(Q(f)), we have

C4,k(f) ∈ Q(f).

(2) For a Hecke eigenform F ∈ S(k+ν,k)(Γ2)(Q(f)) with k ≥ 6, we have

C4,k(F ) ∈ Q(F ).

From the above theorem, the following proposition follows.

Proposition 5.4. Let 1 ≤ n1 ≤ n2 ≤ 2 and k ≥ 4. Then

Ek,ν,n1,n2(Z1,Z2) =

min{n1,n2}∑

r=1

γr

dr∑

j=1

Cn1+n2,k(fr,j) [fr,j]
ρn1 (Z1) [fr,j ]

ρn2 (Z2),

where γr is a p-unit rational number for r = 1,2 and any prime p with p ≥ 2(k+ ν)− 3.

Proof. We only need to determine the γr for r = 1,2. we have

ck,ν,1Z(2, k)
D(k,fj)

(fj, fj)
=

ζ(1− k)ζ(3− 2k)

ζ(k)ζ(2k− 2)
ck,ν,1 ·

L(k− 1, fj ,St)

(fj , fj)

= (−1)k/2+1 ΓC(k)ΓC(2k− 2)

ΓC(k− 1)ΓC(2k+ ν − 2)
ck,ν,1 ·L(k− 1, fj,St)

=
(k− 1)(−1)k/2+1(2π)ν−1

(2k+ ν − 3)ν
ck,ν,1 ·L(k− 1, fj ,St).

Therefore, we may take γ as

γ1 = ν! · (2π
√
−1)−ν · (k− 1)(−1)k/2+1(2π)ν−1

(2k+ ν − 3)ν
· ck,ν,1

= −22−2(k+ν)
ν∏

µ=1

(k+ ν − 1−µ)2(2k+2ν − 1− 2µ)

(2k+ ν − 2−µ)(2k+2ν − 2−µ)
.

By the same calculation, we have

γ2 = 24−2(k+ν)
ν∏

µ=1

(k+ ν − 1−µ)2(2k+2ν − 1− 2µ)

(2k+ ν − 2− µ)(2k+2ν − 2−µ)
.

Thus, the proposition follows from Theorem 5.1. �

We write E(Z1,Z2) as

E(Z1,Z2) =
∑

N∈Hn2 (Z)≥0

g
(n1)
(k,ν,n1,n2),N

(Z1)(tr(NZ2)).

Then, gn1
N = g

(n1)
(k,ν,n1,n2),N

∈ Mρn1
(Γn1)⊗ Vn2,k. From the proposition, we get the following

corollary.
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Corollary 5.5. For N ∈ Hn2(Z)>0 and 1 ≤ n1 ≤ n2 ≤ 2 , we have

gn1
N (Z1) =

min{n1,n2}∑

r=1

γr

dr∑

j=1

Cn1+n2,k(fr,j) [fr,j]
ρn1 (Z1)a (N, [fr,j ]

ρn2 ) .

About the rationality of these functions, the following propositions hold. These can be
proved in the same way as [3].

Corollary 5.6. We have

g
(n1)
(k,ν,n1,n2),N

(Z1) ∈ (Mρn1
(Γn1)⊗ Vn2,k)(Q).

Moreover, if p > max{2k,k+ ν − 2}, then
g
(n1)
(k,ν,n1,n2),N

(Z1) ∈ (Mρn1
(Γn1)⊗ Vn2,k)(Z(p)).

Proposition 5.7. If f ∈ Sk+ν(Γ1)(Q), then [f ](k+ν,k) ∈ S(k+ν,k)(Γ2)(Q).

Now we define the integral ideal A(f) ofQ(f) for a Hecke eigenform f ∈ S(k1,...,kn)(Γn)(Q(f))
with kn > n and state the integrality lemma in [22].
We put V =

⊕
τ Cf

τ , where τ runs over all embeddings of Q(f) into C. Let V ⊥ be the
orthogonal complement of V in Sk(Γn). Let ν(f) (resp. κ(f)) be the exponent of the finite
abelian group Sk(Γn)(Z)/(V (Z)⊕ V ⊥(Z)) (resp. OQ(f)/Z[λf(T )|T ∈ Hn]). we put

A(f) = κ(f)ν(f)d(Q(f)),

where d(Q(f)) be the different of Q(f)/Q.

Lemma 5.8 (Integrality lemma [22]). Let f ∈ Sk(Γn)(Q(f))be a Hecke eigenform with n ∈
Z>0 and even integer k such that k ≥ 3

2
(n+1). Suppose that f has a Fourier coefficient which

is equal to 1. Let K be an algebraic number field. Then for any g ∈ Sk(Γn)(OK) we have

(f, g)

(f, f)
∈ A(f)−1 · OK·Q(f)

Using the integrality lemma (Lemma 5.8) for a normalized Hecke eigenform f ∈ Sk+ν(Γ1)

and pr(g
(1)
(k,ν,1,2),N(Z1)), where pr : Mk+ν(Γn) → Sk+ν(Γn) be the orthogonal projection, we

have the following proposition.

Proposition 5.9. Let k,ν be positive even integers with k ≥ 4, f ∈ Sk+ν(Γ1) be a normalized
Hecke eigenform. For any prime p with p > max{2k,k+ ν − 2} and A ∈ H2(Z)>0, we have

a(A, [f ]ρ2) ∈ V2,k

(
Z(4, k)

γ1C4,k(f)
A(f)−1 ·Z(p)

)

Theorem 5.10. Let k,ν be positive even integers with k ≥ 4, f1,1 = f, . . . , f1,d1 be a basis
of Sk+ν (Γ1) consist of normalized Hecke eigenforms, p be a prime number of Q and A ∈
H2(Z)>0 be a half-integral positive definite matrix of degree 2. Suppose that A and p satisfy
the following conditions:

(1) ordp(L(k− 1, f,St)) =: α > 0,
(2) ordp(C4,k(f)a(A, [f ](k+ν,k))) = 0,
(3) p ≥ 2(k+ ν)− 3.
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Then, there is a Hecke eigenform G ∈ Mρ2(Γ2) such that G is not a scalar multiple of

[f ](k+ν,k) and

[f ](k+ν,k) ≡ev G mod p

for some prime ideal p | p of Q(G). If ordp(γ1) = 0, Condition (3) can be changed to Condi-
tion (3)’:

(3)’ p ≥ max{2k,k+ ν − 2}.
If moreover k ≥ 6 and p satisfy the following conditions:

(4) ordp(L(k− 1, f1,i,St)) ≤ 0 (2 ≤ i ≤ d1),
(5) p is coprime with every A(fr,i) (1 ≤ r ≤ 2, 1 ≤ i ≤ dr).

there is a Hecke eigenform G ∈ Sρ2(Γ2) such that G is not a scalar multiple of [f ](k+ν,k) and

[f ](k+ν,k) ≡ev G mod pα

for some prime ideal p | p of Q(G).

Remark 5.11. Before the proof, We make a few comments on the conditions of the theorem.

• condition (3) in the main theorem could be loosened a bit more. In fact, when (k,ν) =
(6,12) and p = 13, numerical calculations estimate that there will be a congruence.

• Whether conditions (1) and (2) are valid when there is a congruence is a delicate
question. It has been suggested that this question is connected to the Bloch-Kato
conjecture and is not easily proven.

• It is known by Katsurada-Mizumoto [16] that there is an example in the case of
scalar values where the congruence disappears when conditions (2) do not hold, even
if conditions (1) and (3) hold. It is unknown that if there are similar examples for
vector valued cases.

Proof. From the assumptions,

ordp

(
ζ(3− 2k) γ1 C4,k(f)a(A, [f ](k+ν,k))a(A, [f ](k+ν,k))

)

= ordp

(
γ1 ·

C4,k(f)a(A, [f ](k+ν,k)) · C4,k(f)a(A, [f ](k+ν,k))

L(k− 1, f,St)

)
= −α < 0.

On the other hand, by Von Staudt–Clausen theorem, ordp (ζ(3− 2k)) = ordp

(
B2k−2

2k−2

)
≥ 0.

Thus, the Lemma 3.5, Corollary 5.5 and Corollary 5.6 give the first part of the theorem.

Let f2,1, . . . , f2,d2 be a orthogonal basis of Sρ2(Γ2)(Q) consisting of Hecke eigenforms. this
set is also a orthogonal basis of Sρ2(Γ2) by [25].
From Corollary 5.5 and Corollary 5.6, we have

2∑

r=1

γr

dr∑

j=1

C4,k(fr,j) [fr,j]ρ2 (Z1)a(A, [fr,j ]
ρ2) ≡ 0 mod Z(p).

Here the congruence is understood to be the system of congruences for Fourier coefficients.
Under the conditions (4)-(5), by using Proposition 5.9 , we can calculate as above to obtain

ordp (γ1C4,k(f1,j) [f1,j ]ρ2 (Z1)a(A, [f1,j]
ρ2)) ≥ 0
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for any integer i with 2 ≤ j ≤ d1. Thus we have

(5.1) γ1C4,k(f) [f ]ρ2 (Z1)a (A, [f ]
ρ2) + γ2

d2∑

j=1

C4,k(f2,j)f2,j(Z1)a(A,f2,j) ≡ 0 mod Z(p).

Let {v1, . . . , vν+1} be a fixed basis of V2,(k+ν,k) and put

a(A,f2,j) = aj,1v1 + · · ·+ aj,ν+1vν+1,

where aj,i ∈ Q. Multiplying each f2,j by an element of Q× and renumber the subscripts if
necessary, we can assume that {

aj,1 = 1 (1 ≤ j ≤ d′),
aj,1 = 0 (d′ +1 ≤ j ≤ d2).

and

(5.2) ordP(γ2C4,k(f2,1)a(A,f2,1)2) = ordP(γ2C4,k(f2,1)) ≤ −α

since

ordp

(
γ2

d2∑

j=1

C4,k(f2,j)a(A,f2,j)2
)

= ordp

(
γ1 C4,k(f)a(A, [f ]ρ2)2

)
= −α.

We note that C4,k(f2,j)a(A,f2,j)2 remains unchanged if f2,j is replaced by γf2,j with any
γ ∈ C.
For any T ∈ Hn we act T − λ[f ]ρ2 (T ) on the both sides of (5.1), we have

H(Z1) := γ2

d2∑

j=1

(
λf2,j(T )− λ[f ]ρ2 (T )

)
C4,k(f2,j)f2,j(Z1)a(A,f2,j) ≡ 0 mod Z(p),

since T preserve the p-integrality of the Fourier coefficients. By [25], we can take p-unit u
such that

uH ∈ S(k+ν,k)(Γ2)(Z).

Lemma 5.12. Let F ∈ S(k+ν,k)(Γ2)(Q(F )) be a Hecke eigenform. Suppose that F has a
Fourier coefficient a(N,F ) = a1v1 + · · ·+ aν+1vν+1 with ai = 1 for some i. Then for any
G ∈ S(k+ν,k)(Γ2)(Z), we have

(F,G)

(F,F )
∈ A(F )−1.

Proof. This proof can be done in the same way as for the scalar valued case [22]. �

Applying Lemma 5.12 with F = f2,1, G = uH , we have

uγ2
(
λf2,1(T )− λ[f ]ρ2 (T )

)
C4,k(f2,1)a(A,f2,1) ∈ A(f2,1)

−1.

Therefore (5.2) gives
λf2,1(T ) ≡ λ[f ]ρ2 (T ) mod pα

for any prime p | p in Q(f2,1) since A(f2,1) is coprime by the condition (5). This completes
the proof of the main theorem. �

In the rest of this chapter, we will examine the conditions that the G in Theorem 5.10 is
a cusp form by using Chenevier-Lannes’s method [7].
Let O be the ring of integers in an algebraic number field K, and we take p be a maximal

ideal of O. Let Ap be a Grothendieck ring of finite-dimensional continuos representations of
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Gal(Q̄/Q) with coefficients in O/p unramified outside p. Let S be the set of isomorphism
classes of the simple representations of Ap. For H =

∑
S∈S nSS (nS ∈ Z), we set

‖H‖ =
∑

S∈S

|nS|dimS.

Let χp : Gal(Q̄/Q) → GL1(Kp) be the cyclotomic character and χp be the mod p representa-
tion of χp. The subscript p may be omitted if there is no confusion.

Lemma 5.13. Let j be an integer. If an element H ∈ Ap satisfies (1+χi)H = 0, then i‖H‖
is divisible by (pp − 1).

Proof. This lemma for i = 1 has been proved by Chenevier and Lannes [7]. The general case
can be proved in the same way, but for readers’ convenience we give a proof.
Let Cχ be a cyclic subgroup of A×

p generated by χ. For S ∈ S, we denote by Ω(S) the
orbit of S under the action of Cχ, and let mi(S) be the least integer k ≥ 1 such that we have
χikS = S.
We fix an element S ∈ S. we put d = m1(S)/mi(S) ∈ Z. We consider 1 +χi as an endo-

morphism in End(Z[Ω(S)]). It is easy to see that whenmi(S) is odd, we have Ker(1 +χi) = 0,

and when mi(S) is even, Ker(1 +χi) is generated by {(1− χi + · · · − χ(mi(S)−1)i)χjS}j=d−1
j=0 .

Let Si be the subset of S consisting of an element S ∈ S such that mi(S) is even.
From the above discussion, if (1+χi)H = 0, then H can be denoted as

H =
∑

S∈Si

d∑

j=1

nS,j(1−χi + · · · − χ(mi(S)−1)i)χjS,

where nS,j ∈ Z. By the definition, we have

‖H‖ =
d∑

j=1

(
d∑

j=1

|nS,j|)mi(S)dimS.

On the other hand, imi(S)dimS is divisible by (pp − 1). In fact, we have

detS = det((χi)mi(S)S) = χimi(S)dimS detS

and the order of χ ∈ A×
p is pp − 1. Therefore, we have i‖H‖ is divisible by (pp − 1). �

Theorem 5.14. We consider under the conditions (1) ∼ (3) of Theorem 5.10. If f ∈
Sk+ν(Γ1) is not Hecke congruent with f1,i (i = 2, . . . , d1) respectively, and if 4(k− 2) is not
divided by (p− 1), then G in Theorem 5.10 is a cusp form in S(k+ν,k)(Γ2).

Proof. From Proposition 3.2, it is enough to show that if [f1]
(k+ν,k) ≡ev [f2]

(k+ν,k) mod p for
Hecke eigenforms f1, f2 ∈ Sk+ν(Γ1), then f1 ≡ev f2 mod p.
Let ρf1,i : Gal(Q̄/Q) → GL2(Qp) be the Galois representation attached to the spin L func-

tions of f1,i and ρf1,i be the mod p representation of ρf1,i . If [f1]
(k+ν,k) ≡ev [f2]

(k+ν,k) mod p,
we have

(1+χ−(k−2))ρf1 = (1+χ−(k−2))ρf2
in Ap by Proposition 3.3. Hence, applying Lemma 5.13 to i = k− 2 and H = ρf1 − ρf2 , we see
that ρf1 = ρf2 , since ‖H‖ = 4 or 0. This implies that λf1(p) ≡ λf2(p) mod q′ for any prime
q 6= p. This congruence is obviously true for q = p. �
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6. Applications

In this section, we consider the conditions that appear in Theorem 5.10. We give a way
to compute the special value L(k− 1, f,St) of L-function appearing in condition (1) by the
Peterson inner product and give the necessary conditions for condition (2).

6.1. Condition (1). For r,N ∈ Z≥0, we define H(r,N) by

H(r,N) =

{
ζ(1− 2r) (N = 0)
L(1− r,

(
−N
·

)
) (N > 0, N ≡ 0,3 mod 4)

as in [8]. Let Pk,r(t,m) be the Gegenbauer polynomial defined in Definition 4.17.

Theorem 6.1 (Cohen [8], Theorem 6.2). Let r, k be positive integers such that 3 ≤ r ≤ k− 1,
r is odd and k is even, and set

Ck,r(z) =

∞∑

m=0



∑

t∈Z
t2≤4m

P2r+2,k−r−1(t/2,m)H(r,4m− t2)


 qm (z ∈ H1).

Then, Ck,r ∈ Mk(Γ1). Moreover, if r < k− 1, Ck,r ∈ Sk(Γ1).

Petersson inner product of Ck,r(z) and other Hecke eigenform holds information on the
special value of the L-function, which has been investigated by Zagier [26].

Theorem 6.2 (Zagier [26], Theorem 2). Let r, k be positive integers such that 3 ≤ r ≤ k− 1,
r is odd and k is even. For any a Hecke eigenform f ∈ Sk(Γ1),

(f,Ck,r) = −(r+ k− 2)!(k− 2)!

(k− r− 1)!
· 1

4r+k−2π2r+k−1
L(r, f,St).

Thus, for a Hecke eigenform f ∈ Sk+ν (Γ1),

(f,Ck+ν,k−1) = −(2k+ ν − 3)!(k+ ν − 2)!

ν!
· 1

42k+ν−3π3k+ν−3
L(k− 1, f,St),

and we find

L(k− 1, f,St) = ΓC(k− 1)ΓC(2k+ ν − 2)
L(k− 1, f,St)

(f, f)

= − ν!(k− 2)!

(k+ ν − 2)!
· 2k+ν−3 · (f,Ck+ν,k−1)

(f, f)
.

6.2. Condition (2). We define a Hecke operator T (m) for m = p1 · · ·pr (prime decomposi-
tion) by

T (m) = T (p1) · · ·T (pr).
Note that if p1, . . . , pr are different from each other, T (m) = T (m). We write

gN(z) = g
(N)
(k,ν,1,2)(z) =

∑

n∈Z>0

ǫk,ν(n,N)qn,

and
gN |T (m)(z) =

∑

n∈Z>0

ǫk,ν(m,n,N)qn.
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Let {fj}dj=1 be a basis of Sk+ν (Γ1) consist of normalized Hecke eigenforms, and we set

fj|T (m) = λj,mfj. By Corollary 5.5, we get the following proposition.

Proposition 6.3. We have

ǫk,ν(m,n,N) = γ
d∑

j=1

λj,mC3,k(fj)a(n,fj)a(N, [fj ]
(k+ν,k)).

Note that C4,k(f) = ζ(3− 2k)C3,k(f), the following propositions follow by a simple calcu-
lation.

Proposition 6.4. For N ∈ H2(Z)>0, we define em = ǫk,ν(m,1,N). Let f1 = f, . . . , fd be a ba-
sis of Sk+ν (Γ1) consist of Hecke eigenforms. Form1, . . . ,md ∈ Z>0, we set ∆ = ∆(m1, . . . ,md) =
det(λj,mj

). Then,

∆γC4,k(f)a(N, [f ]ρ2) = ζ(3− 2k)

∣∣∣∣∣∣

em1 λ2,m1 . . . λd,m1

...
...

. . .
...

emd
λ2,md

. . . λd,md

∣∣∣∣∣∣
.

Corollary 6.5. Assume that a prime ideal p of Q satisfies p > max{2k,k+ ν − 2} and γ is

p-integer. Suppose that p divides neither ζ(3− 2k) nor

∣∣∣∣∣∣

em1 λ2,m1 . . . λd,m1

...
...

. . .
...

emd
λ2,md

. . . λd,md

∣∣∣∣∣∣
. Then

ordp

(
C4,k(f)a(N, [f ]ρ2)

)
≤ 0.

Proof. It follows from Proposition 6.4 since ∆ and γ are p-integers. �

Fourier coefficients a(T, Ẽn,k) of the Siegel-Eisenstein Series Ẽn,k(Z) are considered by
Katsurada [14]. The remaining part of this chapter will summarize the results of the study.
We define χp(a) and a polynomial γp(B,X) for a ∈ Q×

p and a nondegenerate matrix B ∈
Hn(Zp) by

χp(a) =





1 (Qp(
√
a) = Qp)

−1 (Qp(
√
a)/Qp is quadratic unramified)

0 (Qp(
√
a)/Qp is quadratic ramified)

,

γp(B,X) =

{
(1−X)

∏n/2
i=1(1− p2iX2)(1− pn/2χp

(
(−1)n/2 detB

)
X)−1 (n is even)

(1−X)
∏(n−1)/2

i=1 (1− p2iX2) (n is odd)
.

For B ∈ Hn(Z) with n even, let dB be the discriminant of Q(
√

(−1)n/2 detB)/Q and χB =
( dB

·
) be the Kronecker character.
Let bp(B,s) be the local Siegel series for an element B ∈ Hn(Zp). We define the polynomial

Fp(B,X) ∈ Z[X ] with constant term 1 by

bp(B,s) = γp(B,p−s)Fp(B,p−s).

For T ∈ Hn(Zp)\{0} (resp. T ∈ Hn(Z)≥0\{0}), there exists a nondegenerate matrix T̃ ∈
Hm(Zp) (resp. T̃ ∈ Hn(Z)>0) such that T is similar to

(
T̃ O
O O

)
over Zp (resp. Z). Using
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this T̃ , define F ∗
p (T,X) ∈ Z[X ] for a matrix T ∈ Hn(Zp) by F ∗

p (T,X) = Fp(T̃ ,X), and χ∗
T

for T ∈ Hn(Z)>0 with even rank by χ∗
T = χT̃ .

Proposition 6.6. Let k ∈ 2Z. Assume that k ≥ (n+1)/2 and that neither k = (n+2)/2 ≡ 2
mod 4 nor k = (n+3)/2 ≡ 2 mod 4. Then for T ∈ Hn(Z)≥0 of rank m, we have

a(T, Ẽn,k) = 2[(m+1)/2]
∏

p|det(2T̃ )

F ∗
p (T,p

k−m−1)

×
{∏[n/2]

i=m/2+1 ζ(1+ 2i− 2k)L(1+m/2− k,χ∗
T ) (m is even)∏[n/2]

i=(m+1)/2 ζ(1+ 2i− 2k) (m is odd)
.

Here we make the convention F ∗
p (T,p

k−m−1) = 1 and L(1 +m/2− k,χ∗
T ) = ζ(1− k) if m = 0.

We take a variables x,y of ρ(k+ν,k) := detk⊗Symν . (Then, {xν , xν−1y, . . . , yν} is a basis of

detk⊗Symν .) We put v = t(x,y), and r(n,N,R) = rank

(
n R/2

tR/2 N

)
∈ {2,3}. We can easily

find the following proposition.

Proposition 6.7.

ǫk,ν(n,N)(v) =
∑

R∈M1,2(Z)

a
(
T(n,N,R), Ẽ3,k

)
·P2k,ν(R/2 · v,ntvNv),

where T(n,N,R) =

(
n R/2

tR/2 N

)
and P2k,ν is the Gegenbauer polynomial.

7. Examples

7.1. (k,ν) = (14,2). It is known that dim S16(Γ1) = dim S(16,14)(Γ2) = 1, and we take nor-
malized Hecke eigenforms ∆16 ∈ S16(Γ1) and ∆16,14 ∈ S(16,2)(Γ2). We can calculate that

L(13,∆16,St) =
220 · 34 · 373

7
.

Therefore 373 is the only prime that satisfies the condition(3) in Theorem5.10. Let n =

1,N =

(
1 0
0 1

)
, we get

ǫ14,2

(
1,

(
1 0
0 1

))((
1
0

))
= −5291173154072 6= 0 mod 373,

γ = − 91

2147483648
6= 0 mod 373.

By theorem5.10 we prove the following theorem.

Theorem 7.1.
∆16,14 ≡ev [∆16]

(16,14) mod 373.

In particular,
λ∆16,14(p) ≡ (1 + p12)λ∆16(p) mod 373.
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7.2. (k,ν) = (8,8). As previous subsection, dim S16(Γ1) = dimS(16,8)(Γ2) = 1, and we take
normalized Hecke eigenforms ∆16,8 ∈ S(16,8)(Γ2). We can calculate that

L(7,∆16,St) =
215 · 232
11 · 13 .

Therefore 23 is the only prime that satisfies the condition(3) in Theorem5.10. Let n = 1,N =(
1 0
0 1

)
, we get

ǫ8,8

(
1,

(
1 0
0 1

))((
1
1

))
= −46666368 6= 0 mod 23,

γ = − 945945

2143483648
6= 0 mod 23.

Noting that dim S16(Γ1) = 1, by a simple improvement of Lemma 3.5 and theorem 5.10, we
can prove the following theorem.

Theorem 7.2.
∆16,8 ≡ev [∆16]

(16,8) mod 232.

In particular,
λ∆16,8(p) ≡ (1 + p6)λ∆16(p) mod 232.
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